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1 Eigenvalue problem

We will consider symmetric matrix A 2 Rm⇥m. We define the Rayleigh Quotient,

r(x) =
x
t
Ax

xtx
. (1)

Note that if x is an eigenvector of A, r(x) = � is its eigenvalue.

One way to understand this formula is: given x, what is the scale ↵ which acts almost like an
eigenvalue of x in the sense that Ax � ↵x is minimized? This is a least square problem, but x
is the matrix ↵ is the unknown vector, and Ax is the right-hand side b vector. We can see that
↵ = r(x) if we consider the normal equation.

Take the derivative of r(x) with respect to all component xj of x, we can easily derive that,

rr(x) =
2

xtx
(Ax� r(x)x). (2)

We can see that when x is the eigenvector, the gradient vanishes. Conversely, if the gradient is
trivial with x 6= 0, x is an eigenvector with eigenvalue r(x).

Theorem 1.1. Let qj be an eigenvector of A, we have

r(x)� qj = O(kx� qjk
2), (3)

as x ! qj .

The Power iteration is expected to return an eigenvector corresponding to the largest eigenvalues.

Algorithm 1: Power Iteration

1 Set v0 with kv0k = 1.
2 for k = 1 to ... do
3 w = Av

k

4 v
k = w/kwk

5 �
k = (vk)TAvk

Theorem 1.2. Suppose |�1| > |�2| � ... � |�m| � 0 and q
T

1 v
0
6= 0. Then the algorithm satisfies,

kv
k
� q1k = O(

���2

�1

��k), (4)

|�
k
� �1| = O(

���2

�1

��2k), (5)

as k ! 1
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Rayleigh quotient of A GIRM*M

W(x) = ** x GIRM

i. Suppose (X, N
is an eigen-pair of A, Ax=xx,

Wix ==i

is IHx) = I weneeI =Ex(Ax -rix)x)

when Xis an eigenvector of A,

=>) TrIX) =0

AO

when I (1x)
=

0, E
xis an eigenvector of A

Thin 1.1.

↳+
1Sisil be an eigen-pairof As

rix) - ij =0 (1X-8; 4), as x =Gj
↓

-> Rayleigh quotient
is quadratically accurateestimation of

the eigenvalue.

-> Given the approximation to erector

we have an approximation of the
2nd to the eigenvalue.



Power iteration.

0 k =0, we have the convergence,

Setv0), INo1I=1. but to writethe code, we need some

① terminate condition.

for R = 1. .....

W =AVilk- ) ③ EnCA) Knylow subspace

((R) =w/xwIl =Id, Ab, Ab, ... Ab]

x =(W*(* A (VR) ( Here b =v
o

e

Rayleigh quotient
Representwill in kn(A)

of A.

By the 1.1, xikl- x, ③ Ais symmetric, of all eigenvalues of

Aare real, e.g., x, =32a... Im

& Power iteration can find (i,, Vil

⑭The convergence is linear,

specifically, the algorithm will reduce

the error by a factor (b) in

each iteration.

⑤ When eigen-gap is small

the algo converges slowly.

Inverse iteration.

Motivation, we want to design an algorithm which

can identify any
eival & evectors of A.



Suppose M is notan eigenvalue of A.

suppose (V,d) is an eigen-pair of (A-hIl

(A-MIlv =av

v =

a(A - MI) v

W =2AU-2MV

<Av =C1+CM/V (assume x 70)

Av =x1 +2M)/aV

=) v is also an eigenvector of A.

Now Let AVi = Xi Vi

-> a =x
->

leigenvalue of (A-MII")

Here, ifMexi, & is huge, a should be larger

than the eigenvalues of (A-MI)+



we can use the power iteration
to identify

E

eigem-pair (2,v) of CA-MI)

=>we can get the eigen-rector of A.

Ruck, why is this called the inverse iteration?

approximation to xi -> eigenvectors of A.

Inverse iteration

2COs, 11v11 =1

For k = 1, to 0

solve (A-M1)w= ul" for W.

vik) =W/IIwIl

(R) =( vik))
+

A V
(k)

↑
-A & (A-MIs

eigenval of A. share the eigenvectors.



Remark 1. Power iteration has some limitations.

1. It can only find the largest eigenvectors corresponding to the largest eigenvalues.

2. The convergence is linear, i.e., the algorithm reduces the error by a factor |
�2
�1
) in every

iteration.

3. The quality of the convergence depends on the quotient. If there is no huge eigen-gap, the
convergence is slow.

1.1 Inverse Iteration

Let µ be a number which is not an eigenvalue of A, the eigenvectors of (A�µI)�1 are the same
as the eigenvectors of A, and the coresponding eigenvalues are (�j � µ)�1, where {�j} are the
eigenvalues of A.

This motivates us to design an algorithm to identify �j and the corresponding eigenvectors of A.
Suppose we know any estimate of �j and denote it as µ. (µ��j)�1 will be very large. According
to the Remark, the power iteration can identify qj , which are the eigenvectors of (A � µI)�1

(also the eigenvectors of A). This idea is called the inverse iteration.

Algorithm 2: Inverse iteration

1 v
0 = some vectors with norm 1

2 for k = 1 to ... do
3 Solve (A� µI)w = v

k�1 for w

4 v
k = w/kwk

5 �
k = (vk)TAvk.

Rayleigh quotient is one method to estimate eigenvalues from an eigenvector estimation. Inverse
iteration is an estimate of eigenvector from the eigenvalues.

Algorithm 3: RQ iteration

1 v
0 = some vectors with norm 1

2 �
0 = v

0
Av

0 = coresponding Rayleigh quotient. for k = 1 to ... do
3 Solve (A� �

k�1
I)w = v

k�1 for w

4 v
k = w/kwk

5 �
k = (vk)TAvk.

Without proof, the Rayleigh Quotient iteration has cubic convergence.

2 Iterative methods

In this section, let us consider matrix A 2 Rm⇥m. Broadly speaking, the idea of iterative
methods is to:

1. Gradually refine the solution iteratively.

2. Each iteration should be (a lot) cheaper than direct methods.
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