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Abstract—-=tability investigation of hereditary systems is connected often with construction of
Lyapunov functionals. One general method of Lyapunov functionals construction was proposed and
developed in [1-9] both for differential equations with aftereffect and for difference equations with
discrete time. Here, some modification of Lyapunov-type stability theorem is proposed, which allows
one to use this method for difference equations with continuous time also. © 2004 Elsevier Ltd. All
rights reserved.
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1. STABILITY THEOREM

Consider the difference equation in the form

z(t + ho) = F(t,z(t), z(t — hy),z(t — ho),...), t > to — ho, (L.1)
with the initial condition
33(0) = ¢(0), feco= [to — ho — m;),i{hj,to} . (12)
i
Here z € R™, hg,h1,... are positive constants, the functional F satisfies the condition
[o9] o0
[F(t,zo, 21, %2,...)] SZaj|xj|, A=Zaj < 0o0. (1.3)
s s

A solution of problem (1.1),(1.2) is a process z(t) = z(t;to, ), which is equal to the initial
function &(t) from (1.2) for t < tp and is defined by equation (1.1) for ¢ > ¢q.

DerINITION 1.1. The trivial solution of equation (1.1),(1.2) is called stable if for any ¢ > 0
and ty > 0 there exists a § = 0(e,tp) > 0, such that |z(t;t0,¢)] < € for all t > to if |¢]| =
Supgee |4(6)| < 4.
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DEFINITION 1.2. The trivial solution of equation (1.1),(1.2) is called asymptotically stable if it
is stable and limy_,o z(t; t0, @) = O for all initial functions ¢.

DEFINITION 1.3. The solution of equation (1.1) with initial condition (1.2) is called p-integrable,
p>0,if

/00 |z (t; to, ¢)|P dt < oo. (1.4)

to

In particular, if p = 2 then the solution x(t;to, ¢) is called square integrable.

THEOREM 1.1. Let there exist a nonnegative functional V() = V (¢, z(t), z(t — h1),z(t —ha),...)
and positive numbers ¢y, ¢2, p, such that

V(it)<e 512 |z(s)[P, ¢t € [to,to + ho), (1.5)
AV () < —cala(®)|P, t > to, (1.6)

where
AV(E) = V(t + ho) — V(). (1.7)

Then the trivial solution of equation (1.1) is stable.
Proor. From conditions (1.6),(1.7) it follows

ealz(t) P < V(2), t > to. (1.8)
On the other hand, using conditions (1.6),(1.7), we have
V() SV(E—ho) SV(E—2ho) S-- < V(s),  t2to, (L.9)

where s =t — [(t — to)/(ho)lho € [to,ta + ho), [t] is the integer part of a number ¢. From (1.5), it
follows

sup V(s)<e sup [z(8)]P. (1.10)
s€[to,to+ho) t<to+ho

Using (1.1),(1.3),(1.2), for ¢ < ¢¢ + hg, we obtain
]fE(t)I = |F(t,l'(t - ho),l‘(t - ho - hl),x(t - ho has hg), - )|

< aold(t — ho)l + > a;|8(t — ho — hy)| <D asligll = All|- (1.11)

i=1 7=0
From (1.8)-(1.11), it follows ca[z(2)|P < c14P||¢||F for ¢ > to. It means that the trivial solution
of equation (1.1),(1.2) is stable. The theorem is proven.

REMARK 1.1. If the conditions of Theorem 1.1 hold and A < 1 (4 is defined by (1.3)) then the
trivial solution of equation (1.1),(1.2) is asymptotically stable. To prove this, it is enough similar
to (1.11) to show that

j2(t)] < Al—/RelH Y g) g > 2.
REMARK 1.2. If the conditions of Theorem 1.1 hold, then the solution of equation (1.1) for each
initial function (1.2) is p-integrable. Really, integrating (1.6) from t = to to ¢t = T, by virtue

of (1.7) we have
T+ho to+ho T
/ V(t)dt — / V(t)dt < —cp / |z(t)IP dt.

T to to
From here and (1.10),(1.11), it follows

T o+ho
CQ/ px(t)v’dtgf i V(t)dt < c1 AP||$||Pho < oo

to to

and, by T — oo, we obtain (1.4).
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COROLLARY 1.1. Let there exist a functional V(t) = V(t,z(t),z(t — h1),z(t — h2),...) and
positive numbers ¢y, ¢z, p, such that conditions (1.5),(1.8) and AV (t) < 0 hold. Then the trivial
solution of equation (1.1) is stable.

From Theorem 1.1, Remarks 1.1 and 1.2, and Corollary 1.1, it follows that an investigation of
behavior of the solution of equation (1.1) can be reduced to construction of appropriate Lyapunov
functionals. Below some formal procedure of Lyapunov functionals construction for equations of
type (1.1) is described.

2. FORMAL PROCEDURE OF LYAPUNOV
FUNCTIONALS CONSTRUCTION
The proposed procedure of Lyapunov functionals construction consists of four steps.

STEP 1. Represent the right-hand side of equation (1.1) in the form
F(t) = Fi(t) + F2(t) + AF3(t), (2.1)

where Fi(t) = Fi(t,z(t),z(t — h1),...,z(t — ki), Fo(t) = Fa(t,z(t), z(t — h1),z(t — h2),...),
F3(t) = F3(t,z(t),z(t — hy),z(t — hg),... ), k > 0 is a given integer, F;(¢,0,0,...) =0, =1,2,3,
the operator A is defined by (1.7).

STEP 2. Suppose that for the auxiliary equation

y(t +ho) = Fu(t,y(t), y(t — h1),...,y(t = h)}), > to— ho,
there exists a Lyapunov functional v(t) = v(t,y(¢),y(t — h1),...,y(t — hx)), which satisfies the
conditions of Theorem 1.1.

STEP 3. Consider Lyapunov functional V (t) for equation (1.1) in the form V() = Vi(t) + Va(t),
where the main component is Vi (t) = v(t, () — F3(t), z(t — hy), ..., z(t — hg)). Calculate AV;(t)
and in a reasonable way, estimate it.

STEP 4. In order to satisfy the conditions of Theorem 1.1, the additional component Va(t) is
chosen by some standard way.

3. LINEAR VOLTERRA EQUATIONS
WITH CONSTANT COEFFICIENTS

Let us demonstrate the formal procedure of Lyapunov functionals construction described above
for stability investigation of the scalar equation

[t]+r
gt+1)= Y az(t—j), t>-1,  x(s)=¢(s), se[-n0], (3.1)
j=0

where 7 > 0 is a given integer, a; are known constants.

3.1. The First Way of Lyapunov Functional Construction
Following Step 1 of the procedure represent equation (3.1) in form (2.1) with F3(t) =0,

k [t]+r
Fi(t) = at—j), Fl)= Y az(t-j), k20, (3.2)
j=0 j=k+1

and consider (Step 2) the auxiliary equation

k
yt+1)=> ay(t—j), t>-1, k=0,
prd (3.3)

y(s) =¢(s), se[-nr0], y(s)=0, s<-r
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Introduce into consideration the vector Y (t) = (y(t — k),...,y(t — 1),y(¢))’ and represent the
auxiliary equation (3.3) in the form

o O
<o =
O
OO
o o

Y(t+1)=AY(t), A=1... . (34)

<
<
<o
o
—

Qg  QAkg—-1 Gg—3 -“°° ax ag

Consider the matrix equation

oA I EETRRTTR
ADA-D=-U, U A E (3.5)

and suppose that the solution D of this equation is a positive semidefinite symmetric matrix of
dimension & + 1 with dg41,41 > 0. In this case, the function v(t) = Y'(¢)DY (¢) is Lyapunov
function for equation (3.4), i.e., it satisfies the condition of Theorem 1.1, in particular, condi-
tion (1.6) with p = 2. Really, using (3.4), we have Av(t) = Y’'(t + 1)DY (¢t + 1) — Y'(t)Dy(t) =
Y'(t)[A’DA — DY (t) = —=Y'()UY (t) = —y%(¢).

Following Step 3 of the procedure, we will construct Lyapunov functional V' (¢) for equation (3.1)
in the form V'(¢) = Vi (¢) 4+ Va(¢), where V1(t) = X' (£)DX (t), X (t) = (z(t—k),...,z(t—1),z(t)) .
Rewrite equation (3.1) by virtue of representation (3.2} in the matrix form

X(@t+1)=AX(t)+ B(z), (3.6)
where matrix A is defined by (3.4), B(t) = (0,...,0, F2(t))’. Calculating AV;(t), by virtue of

equation (3.6) we have
AVi(t) = X'(t + 1)DX(t +1) - X'(t) DX (¢)
= (AX(t) + B(t)) D(AX(t) + B(t)) — X'()DX () (3.7)
= —z*(t) + B'(t)DB(t) + 2B'(t)DAX (¢).
Put

o

=Y lal, 1=0,1,.... (3.8)

Then, using the representation for B(t), (3.2), (3.8), and (3.4), we obtain

j=k+1

2
[t]+r
B'(t)DB(t) = dit1,e41F5 (8) = diy 1,541 ( > aa(t- j))

(3.9)
(t]+r
<drpippionn Y laglz?(t—3)
Jj=k+1
and
k k
B'(t)DAX(t) = Fy(t) {Z dypr1z(t =k +1) + dey1 k1 Z armx(t — m)}
=1 m=0
k—1
= Fz(t) Z (amdk+1,k+1 + dk—m,k+1) :L‘(t — m) + akdk.,.l,k_).l.’ll(t - k)} (310)
m=0

k
= F(t)dry1,k+1 Z Qrmz(t —m),

m=0
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where d
ka=am+-dkL’k+l-, m=0,...,k—1, Qrk = ag. (3.11)
k41,541
Putting
k
o= Q] = lax| 4 3 |am + Zezmtd 3.12)
3 el = o G225 (
and using (3.10)-(3.12), (3.2), (3.8), we obtain
ko [4r
2B'()DAX (t) = 2dir1 k41 D, D Quma;z(t — m)z(t — j)
m=0 j=k+1
ko [t4r
Sdiyipsr ), Y 1Qumllasl(@(t — m) +23(t - 5)) (3.13)
m=0 j=k+1
k [t]+r
< dpprprr | Qi1 D |QemleE—m) + B Y laslz?(t —5) | -
m=0 j=k+1
Now put Q] .
Op41|Yem|, 0<m< b
Gk = k41 + Bk, Brm = { i (3.14)
grk|tm|, m > k.
Then, from (3.7),(3.9),(3.13),(3.14), it follows
[tl+r
AVi(t) < —2®(t) + drgrkr1 D, Rimz(t —m). (3.15)
m=0
Now choose (Step 4) the functional V2(t) in the form
[t]+r oo
‘/Z(t) = dk+1,k+1 Z ’mez(t - m)’ Ym = Z Rkj' (316)
m=1 i
Calculating AV5(t), we obtain
[t]+14r [t]+r
AVa(t) =disrpsr | D, Mz (E+1=m) = Y Yz’ (t —m)
m=1 =
[t]4r [t]+r
= drt1,k+1 Z Y122 (t —m Z Ymz(t — (3.17)
m=0
e+
= dgt1641 | M2 (@) - Z Rim@?(t —

From (3.15),(3.17) for the functional V (t) =V (t)4+-Va(t), we have AV (t) < ~(1—Yodjt1,k+1)22(t).
If yodk+1,k+1 <1, then the functional V(t) satisfies the conditions of Theorem 1.1. If vodk 41,641
= 1, then the functional V(t) satisfies the conditions of Corollary 1.1. So, if vodk+1,k+1 < 1,
then the trivial solution of equation (3.1) is stable. Using (3.16),(3.14),(3.12), transform o by
the following way

70=ZRk, ZR’“J+ Z ng—ak+1Z|ngl+Qk Z ||
=0

j=k41 =kt 1
= o418k + (ak+1 + Br)otr = of 4 + 20k+15k-
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So, if

04%.{4 + 2ak+1,3k < dl:—}l—l,k-i—l’ (3'18)
then, the trivial solution of equation (3.1) is stable. As follows from Remark 1.2 in the case of
strict inequality (3.18), the solution of equation (3.1) is square integrable also.

REMARK 3.1. Suppose that in equation (3.1} a; = 0 for 7 > k and matrix equation (3.5) has a
positive semidefinite solution with di11 x+1 > 0. Then the trivial solution of equation (3.1) is
stable and square integrable. Really, in this case, agy; = 0 and condition (3.18) strictly holds.

3.2 The Second Way of Lyapunov Functional Construction

Let us get another stability condition. Equation (3.1) can be represented (Step 1) in form (2.1)
with k=0, Fa(t) =0,

) [t}4r )
Fi(t) =Bz(t), B=)Y a; Ft)=->Y zlt-m))_ a; (3.19)
=0 m=1 j=m

It is easy to check calculating AF;(t) similar to (3.17).

In this case, the auxiliary equation (Step 2) has the form y(t + 1) = By(t) and the function
v(t) = y?(t) is Lyapunov function for this equation if || < 1. We will construct (Step 3) Lyapunov
functional V' (t) for equation (3.1) in the form V() = V;(t) + Va(t), where Vi(t) = (z(t) — F3(t))%.
Calculating AV](t), by virtue of representation (3.19), we have

AVA(t) = (2(t + 1) = Fa(t +1))* = (2(t) = F5(t))* = (82 - 1)2°(t) ~ Q(t),
where Q(t) = 2(8 — 1)z(t) F3(t). Putting

a:Z Zaj, Bm=|ﬂ~1|Zaj,

m=1|j=m

and using (3.19), we obtain |Q(£)| < &8 — 1)z(t) + 321117 B.z2(t — m). As a result,

[t]+r
AVA(t) < [B2~ 140l — 1] 2%(t) + D Bma?(t —m).
m=1
Now put (Step 4)
[t]4+r oo
Va(t) = Y Gmz’(t—m), dn=) B
m=1 j=m

Calculating AV;(t) similar to (3.17) and using §; = o|3—1[, for the functional V' (t) = V;(£)+Va(?)
we obtain AV (t) < [8% — 14 2|8 — 1[]z%(t). Thus, if

B%+2a|6 -1 < 1, (3.20)

then the trivial solution of equation (3.1) is stable and (Remark 1.2) square integrable. It is easy
to see that condition (3.20) can also be written in the form 2o < 1 + 3, |8] < 1.

REMARK 3.2, Similar to [1-9] one can show that the method of Lyapunov functionals construc-
tion described above can be used also for stochastic difference equations with continuous time.
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