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ABSTRACT. We present a self-contained exposition of the basic aspects
of simple theories while developing the fundamentals of forking calculus.
We expound also the deeper aspects of S. Shelah’s 1980 paper Simple
unstable theories. The concept of weak dividing has been replaced with
that of forking. The exposition is from a contemporary perspective
and takes into account contributions due to S. Buechler, E. Hrushovski,
B. Kim, O. Lessmann, S. Shelah and A. Pillay.

INTRODUCTION

The question of how many models a complete theory can have has been
at the heart of some of the most fundamental developments in the history of
model theory. The most basic question that one may ask in this direction is
whether a given first order theory has only one model up to isomorphism in
a given cardinal. Erwin Engeler, Cestaw Ryll-Nardzewski, and Lars Sveno-
nius (all three independently) published in 1959 a complete characterization
of the countable theories that have a unique countable model (see Theorem
2.3.13 of [CK]). The next landmark development occurred in 1962, when
Michael Morley proved in his Ph.D. thesis that if a countable theory has a
unique model in some uncountable cardinality, then it has a unique model
in every uncountable cardinality. (See [Mo].) This answered positively a
question of Jerzy Los [Lo] for countable theories. Building on work of Frank
Rowbottom ([Ro]) the conjecture of Los in full generality (including un-
countable theories) was proved by Saharon Shelah in 1970.

The problem of counting the number of uncountable models of a first order
theory led Shelah to develop an monumental body of mathematics which he
called classification theory. A fundamental distinction that emerges in this
context is that between two classes of theories: stable and unstable theories.
For a cardinal A, a theory T is called stable in A if whenever M is a model
of T of cardinality A, the number of complete types over M is also A. A
theory is called stable if it is stable in some cardinal.

The stability spectrum of T is the class of cardinals A such that T is stable
in A. In his ground-breaking paper [Sh3], Shelah gave the first description to
the stability spectrum of 7. He characterized the class of cardinals A > 2!7!
such that T is stable in A. For the combinatorial analysis of models involved,
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he devised an intricate tool which he called strong splitting. Later, in order
to describe the full stability spectrum (i.e., include the cardinals A < oI
such that T is stable in \), he refined the concept of strong splitting, and
introduced the fundamental concept of forking.

Between the early 1970’s and 1978, Shelah concentrated his efforts in
model theory to the completion of his treatise [Sha|. The complete de-
scription of the stability spectrum of T is given in Section III-5. Shelah,
however, realized quickly that the range of applicability of the concept of
forking extends well beyond the realm of the spectrum problem.

Intuitively, if p is a type over a set A, an extension g O p is called non-
forking if ¢ imposes no more dependency relations between its realizations
and the elements of A than those already present in p. This yields a general
concept of independence in model theory, of which the concepts of linear
independence in linear algebra and algebraic independence in field theory
are particular examples.

Shelah’s original presentation of the basics of forking appeared to be com-
plicated and required time for the reader to digest. This fact, combined with
the rather unique exposition style of the author, made [Sha] difficult to read,
even by experts.

In 1977, Daniel Lascar and Bruno Poizat published [LaPo| an alternative
approach to forking which appeared more understandable than Shelah’s.
They replaced the original “combinatorial” definition with one closely re-
lated to Shelah’s notion of semidefinability in Chapter VII of [Sha]. The
approach of Lascar and Poizat had a remarkable impact on the dissemina-
tion of the concept of forking in the logical community. Several influential
publications, such as the books of Anand Pillay [Pi] and Daniel Lascar [La3]
and the papers of Victor Harnik and Leo Harrington [HH] and Michael
Makkai [Ma], adopted the French approach and avoided Shelah’s definition
of forking. Both of these approaches were presented in John Baldwin’s
book [Ba].

Parallel to these events, Shelah isolated a class of first-order theories which
extends that of stable theories, the class of simple theories. This concept
originated in the study of yet another property of theories motivated by
combinatorial set theory, namely,

(A\,k) € SP(T): Every model of T of cardinality A has a
r-saturated elementary extension of cardinality A.

For stable T', the class of pairs A, x such that (A\,x) € SP(T) had been
completely identified in Chapter VIII-4 of [Sha] (using the stability spectrum
theorem and some combinatorial set theory). Notice that the question when
k = X is equivalent to the existence of saturated model of cardinality A!.

'Suppose N |= T is saturated of cardinality A and let M = T be a given model of
cardinality ), since saturated models are universal there exists N’ = M saturated and
isomorphic to N.
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Some of the basic facts about existence of saturated elementary extensions
are stated as Fact 4.11.

Shelah wondered whether there is a natural class of theories extending the
class of stable theories where a characterization of the class of pairs A, k such
that (A, k) € SP(T") holds is still possible. In order to prove a consistency
result in this direction, he introduced in [Sh93] the class of simple theories,
and showed that a large part of the apparatus of forking from stability
theory could be developed in this more general framework. Hrushovski later
showed [Hr 1] that it is also consistent that Shelah’s characterization may
fail for simple theories.

Some of the complexity of the paper is due to the fact that Shelah did
not realize that, for simple theories, the notion of forking is equivalent to
the simpler notion of dividing. (An exercise in the first edition of his book
asserts that these two concepts are equivalent when the underlying theory
is stable.)

It should be remarked that Shelah’s main goal in [Sh93] was not to extend
the apparatus of forking from stable to simple theories, but rather to prove
the aforementioned consistency result (Theorem 4.10 in [Sh93]). In fact,
after the proof of the theorem, he adds

This theorem shows in some sense the distinction between
simple and not simple theories is significant.

In the early 1990’s, Ehud Hrushovski noticed that the first order the-
ory of an ultraproduct of finite fields is simple (and unstable) (See [Hr].)
Hrushovski’s spectacular applications to Diophantine geometry, as well as
his collaboration with Anand Pillay [HP1], [HP2] and Zoe Chatzidakis [CH]
attracted much attention to the general theory of simple theories.

Anand Pillay subsequently prompted his Ph.D. student Byunghan Kim
to study in the general context of simple theories a property that he and
Hrushovski (see [HP1]) isolated and called the Independence Property.

Kim found a new characterization in terms of Morley sequences (see Def-
inition 1.7 below) for the property ¢(z,a) divides over A (see Theorem 2.4
below). From this important characterization he derived that for simple
theories forking is equivalent to dividing and forking satisfies the symmetry
and transitivity properties, generalizing Shelah (who proved these in the
stable context making heavy use of the equivalence relation theorem). The
proofs we present here are simpler than Kim’s original arguments. The proof
we present for Kim’s basic characterization of dividing via Morley sequence
is due to Buechler and Lessmann and the elegant argument that forking
implies dividing is due to Shelah.

The purpose of this paper is to present a self contained introduction to
the basic properties of simple theories and forking. The presentation should
be accessible to a reader who has had a basic course in model theory, for
example, little more than the first three chapters of [CK] will suffice or
alternatively the first three sections of Chapter 2 of [Gr|]. We also assume
that the reader is accustomed to using the concept of monster model.
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The notation is standard. Throughout the paper, T" denotes a complete
first order theory without finite models. The language of T is denoted L(T').
The monster model is denoted by €. If A is a set and a is a sequence, Aa
denotes the union of A with the terms of a. By type, we always mean a
consistent (not necessarily complete) set of L(T')-formulas with parameters
from € which is realized in €. Types are generally over finite tuples, unless
indicated otherwise. The most fundamental fact connecting complete types
and the monster model is the following:

For every subset A of the model € and any pair of sequences @ and b of
elements of € of the same length (not necessarily finite) we have

tp(a/A) = tp(b/A) <= 3f € Auta(C)[f(a) = b].

The paper is organized as follows:

Section 1: We introduce dividing, forking and Morley sequences, and
present the main properties of forking that hold when there is no
assumption on the underlying theory: Finite Character, Extension,
Invariance, and Monotonicity.

Section 2: We define simple theories and continue the treatment of
forking under the assumption that the underlying theory is simple.
We prove that forking is equivalent to dividing. We then prove Sym-
metry, Transitivity, and the Independence Theorem.

Section 3: We introduce the main rank and prove several alternative
combinatorial characterizations of simplicity, e.g., in terms of the
boundedness of a rank and in terms of the tree property. We also
show that, in a simple theory, a type forks if and only if the rank
drops. Finally, we study Shelah’s original rank (which includes a
fourth parameter) and show that stable theories are simple.

Section 4: We show that for simple theories it is consistent to have
a “nice” description of the class SP(7T): There is a model of set
theory where there are cardinals A\ > k such that A<" > )\ and
NTE= ). (Thus, it is not possible to use cardinal arithmetic to show
that (A\,k) € SP(T).) It is shown that for some A and x as above.
(A, k) € SP(T'). The model theoretic content of this section is the fact
that the set of nonforking extensions of a type p € S(A) (up to logi-
cal equivalence) forms a partial order, satisfying the (2|T‘+|C|)+—chain
condition. This partial order is embedded into a natural complete
boolean algebra. We then use a set-theoretic property of boolean
algebras satisfying a chain condition to construct k-saturated exten-
sions of cardinality A.

Appendix A: We present an improvement of Theorem 1.13. The the-
orem is a revision of a Theorem of Morley within the more modern
setting of Hanf numbers (following Barwise and Kunen). The result
has been included here because we could not find the precise state-
ment needed in the literature.
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Appendix B: Here we have included several historical remarks, as well
a list of credits.

In the last week of 1997 we sent a draft of this paper to John Baldwin
and Saharon Shelah. We are grateful for several comments we received and
incorporated them in the text. Especially to Shelah for communicating to us
his Theorem 4.9 in January 1998. In January 2000 Buechler and Lessmann
informed us that they obtained a further simplification in treating the basic
properties of dividing (to appear in [BuLe]), and kindly allowed us to include
some of their results. We also thank Alexei Kolesnikov and Ivan Tomasié¢
for pointing out several errors in earlier versions of the manuscript.

1. FORKING

In this section, T is an arbitrary first order complete theory.

Recall that a sequence I in € is indiscernible over a set A if any two finite
increasing subsequences of I of the same length have the same type over A.

For k < w, we will say that a set of formulas ¢(z) is k-contradictory if
every subset of ¢ of k elements is inconsistent. Note that if I is an sequence
of indiscernibles and the set { ¢(z,a) | a € I} is inconsistent, then it is
k-contradictory for some k < w.

We begin by introducing the fundamental notion of dividing.

Definition 1.1.

(1) A formula ¢(Z,b) divides over A if there exist infinite sequence I and
k < w such that
(a) tp(¢/A) = tp(b/A) for every ¢ € I;
(b) The set { ¢(z,¢) | ¢ € I} is k-contradictory.

(2) A type p (possibly in infinitely many variables) divides over A if there
exists a formula o(Z, b) such that p - ¢(Z,b) and ¢(Z,b) divides over
A.

Let us start by stating some immediate but fundamental properties of the
concept of dividing.

Remark 1.2 (Invariance). Let p be a type and A a set. The following
conditions are equivalent:

(1) The type p does not divide over A;

(2) For every A-automorphism f, the type f(p) does not divide over A;

(3) There exists an A-automorphism f such that the type f(p) does not
divide over A.

Remark 1.3 (Monotonicity). Let A C B and suppose p € S(B) does not
divide over A then p does not divide over C for every A C C C B.

Now we turn to a characterization of dividing that will be invoked several
times the paper (Lemma 1.5).
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Lemma 1.4. A formula o(z,b) divides over A if and only if there exist
k < w and an indiscernible over A (b; | i < w) such that by = b and
{p@,b;) i <w} is k-contradictory.

Proof. Necessity is clear. We prove sufficiency. Assume that o(Z,b) divides
over A and take k < w and I = {b; | i < w } such that tp(b;/A) = tp(b/A) for
every i < w and { ¢(Z,b;) | i < w} is k-contradictory. Expand the language
with names for the elements of A and let { ¢, | n < w} be constants not in
the language of T'. Consider the union of the following sets of sentences:

T
- =3z [p(Z, Cy) A+ A e(Z, €, )], whenever 49 < -+ < i1 < w;
- P(Coy ...y Cnyd) = Y(Cig,--.,0GC,,d), whenever i < -+ < i < w,

d € A, and v is in the language of T’
- (o, d), for every 1(Z,d) € tp(by/A).

An application of Ramsey’s Theorem shows that this set of sentences is
consistent.

Let N be a model for it and let d,, be the interpretation of ¢, in the
model N. Then, (d, | n < w) is a sequence indiscernible over A and the
set {p(Z,b,) | n < w} is k-contradictory. Furthermore, there exists an A-
automorphism f such that f(dy) = b. Therefore, ( f(d,) | n < w) satisfies
the requirements of the lemma. -

The next lemma appeared in Shelah’s original article [Sh93] and is crucial
to analyze forking and dividing. It will be used in the proof Theorem 2.4, the
Independence Theorem (Theorem 2.11), and the characterization of forking
through the rank (Theorem 3.21).

Lemma 1.5 (Basic Characterization of Dividing). Let A be a set, a be a
possibly infinite sequence and b be a finite sequence. The following conditions
are equivalent.

(1) tp(a/Ab) does not divide over A;

(2) For every infinite sequence of indiscernibles I over A with b € I there
exists @ realizing tp(a/Ab) such that I is indiscernible over Ad';

(3) For every infinite sequence of indiscernibles I over A with b € I there
exists an Ab-automorphism f such that I is indiscernible over Af(a).

Proof. The equivalence between (2) and (3) is a consequence of the homo-
geneity of €.

(2) = (1): By contradiction, suppose tp(a/Ab) divides over A and take
©(Z,¢,b) € tp(a/Ab) with & € A such that ¢(Z, ¢, b) divides over A. Lemma 1.4
provides a sequence I = (b; | i < w) indiscernible over A such that b = by
and {(Z,¢,b;) | i < w?} is k-contradictory. By (2) there exists a’ realizing
tp(a/Ab) such that I is indiscernible over Aa’. But then = ¢[@,¢, bg], and
= pld’, ¢ b;] for every i < w by indiscernibility. This contradicts the fact
that { p(z,¢,b;) | i <w} is k-contradictory.
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(1) = (2): Let I = (
and b € I. Denote p(z,b
that ¢ is consistent.

If ¢ is inconsistent, there exist a finite I* C I, ¢ € A and a formula
©(Z,¢,b) € tp(a/Ab) such that {¢(Z,¢ b;) | b € I*} is inconsistent. By
the indiscernibility of I over A, {¢(7,¢&,b;) | b; € I} is |I*|-inconsistent, so
tp(a/Ab) divides over A. But this is a contradiction.

Now let I'(Z) be the union of the following formulas:

- a(2); o
(2, bo, . .y by—1,d) < (T, by, ..., b, ., d), whenever 1 € L, n < w,
ig <+ <ip_1 <w,and d € A.
We show that I'(z) is consistent, which implies (2). The proof is by in-
duction on the cardinality of the finite subsets of I'(z). For the induc-
tion step, it is sufficient to show that for any de A iy < - < iy and
©(Z,bo,b1,...,b;,_,,d) € q(T) we have

(**) =32 [ (@, b0, by, - biy g d) A
[0(Z, B0, .- bu1,d) = O(Z, big -, iy )] ]

Fix @ realizing q. By Ramsey’s Theorem there is an mﬁnlte subsequence I’

w) be a sequence of indiscernibles over A

bi | i
)= (a/Ab) and let ¢ := g ¢; p(Z,b;). We claim

of I which is -indiscernible over da’. Take b ...,b;l 15 20’ .. b’ eI !
Then,

= @[d',l;’,...,b;n l,cﬂ A [ Yla' by, ..., b, ,d] < la ,b;o,...,b;n l,ci] ]
Therefore,
= 3z[ o(z, bp, . - . ,b;n 1,J) Az, by, ..., b0, 1, d) < ¢(a:,b;0, .. ,b;n 1,J)] ],
which implies (**) by the indiscernibility of I over A. o

The next lemma is sometimes called the Pairs Lemma, or Left Transitivity.
It is also from [Sh93]:

Lemma 1.6 (Left Tgansitivity). Let ag, a1, and b be possibly infinite se-
quences. If tp(ap/Ab) does not divide over A and tp(ai/Abag) does not
divide over Aag, then tp(agay/Ab) does not divide over A.

Proof. By Finite Character, we may assume that b is finite. Let I be a
sequence indiscernible over A such that b € I. By Lemma 1.5, showing
that tp(apa; /AB) does not divide over A is equivalent to finding ¢y¢; real-
izing tp(apay /Ab) such that I is indiscernible over Acgé;. By Lemma 1.5,
since tp(ag/Ab) does not divide over A, we can find ¢y realizing tp(ag/Ab)
such that I is indiscernible over Ag. Take an Ab-automorphism f such
that f(ag) = ¢o. Since tp(a1/Abag) does not divide over Aag, the type
tp(f(a1)/Abéy) does not divide over Acy. Since I is indiscernible over Acy,
by Lemma 1.5 we can choose ¢ realizing tp(f(ai)/Abc) such that I is
indiscernible over Acgc;. We have tp(coc1/Ab) = tp(f(ao)f(ai)/Ab)
tp(@opay/Ab), so we are done.

Ll
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Definition 1.7. Let A C B and p be a type over B. Let (X,<x) be an
infinite linearly ordered set. Then, (a; | ¢ € X ) is a Morley sequence for p
over A if
(1) For every i € X, a; realizes p;
(2) For every i € X the type tp(a;/B U {a; | j <x i}) does not divide
over A;
(3) (a; | i € X)) is sequence of indiscernibles over B.

When A = B we say that the sequence is a Morley sequence for p.
The following are easy but important consequences of the definition.

Remark 1.8. (1) Any subsequence of a Morley sequence is a Morley

sequence (for the same type and set).

(2) An A-automorphic image of a Morley sequence for p is a Morley
sequence for the image of p under the automorphism.

(3) If {a;b; | i € X) is a Morley sequence for tp(ab/B) over A, then
(a; | i € X) is a Morley sequence for tp(a/B) over A and (b; | i € X)
is a Morley sequence for tp(b/B) over A.

(4) If {(@; | i € X) is a Morley sequence for tp(a/B) over A and b € B
then (ba; | i € X) is a Morley sequence for tp(ba/B) over A.

The following remark will be used in the proof of Theorem 2.5. Let X be
an infinite linear order. For Y, Z C X, we write Y < Z if each element of Y
is less than all elements of Z. If (a; | i € X) is sequence indexed by X and
Y C X, we write ay for (a; | i €Y).

Proposition 1.9. Let A C B and p € S(B) be given. If (a; | i € X) is a
Morley sequence for p over A, then for any Y, Z C X such thatY < Z, the
type tp(az/B Uay) does not divide over A.

Proof. By definition of dividing, we may assume that both Y and Z are
finite. But then the follows easily by induction on |Z|, using Lemma 1.6 for
the induction step. 1

We now introduce the main concept of this paper.

Definition 1.10.
(1) A formula p(z, b) forks over A if there exist n < w
and {p;(7,b') | i <n}, such that
(a) ¢;(Z,b") divides over A for every i < n;
(b) ¢(7,0) = Vi, 9i(7, B).
(2) A type p forks over A if there exists a formula ¢(Z,b) such that

pF o(Z,b) and ¢(7,b) forks over A.

Remark 1.11.

(1) If <p(a’c b) divides over A, then ¢(z, b)_f orks over A;
(2) If o(z,b) b Vo), (T, b ), and ;(7,b") forks over A for every i < n,
then go(:i b) forks over A;
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(3) (Finite Character of Forking) If p € S(B) forks over A, then there
exists ¢(Z,b) € p such that ¢(z,b) forks over A.
(4) If a € acl(A) C B then tp(a/B) does not fork over A.

The reader can observe that the advantage of forking over dividing is
exactly that the argument below can be carried out.

Theorem 1.12 (Extension). If p does not fork over A and dom(p) C B,
then there exists g € S(B) extending p such that q does not fork over A.

Proof. Consider
I:={-(z,b) | be B,y(z,b) forks over A}.

Let us show that p U T is consistent. If p UT is inconsistent, then there is
{—i(Z,b;) | i <n} CT such that pU { —;(Z,b;) | i < n} is inconsistent.
But then, p - \/;_,, ¥i(Z,b;) and every v;(Z, ;) forks over A. Hence, p forks
over A, which is a contradiction.

Choose a complete extension ¢ € S(B) of pUT. If g forks over A, there
exists 1)(Z,b) € q such that ¢(z,b) forks over A. By the definition of T', we

have —(Z,b) € T' C ¢, which is a contradiction. Hence, ¢ does not fork over
A. -

The following theorem is used to produce Morley sequences much in the
same way that Ramsey’s Theorem is used to produce indiscernibles. A
sharper upper bound for the length of the initial sequence is given in Ap-
pendix A.

Theorem 1.13. Let (X, <x) be a linearly ordered set. For every sequence
(@i | i <3giriy+ ) there exists an sequence of indiscernibles (b | i€ X) with
the following property: for every n < w and every jo <x -+ <x jn—-1 € X
there are ordinals ig < --- < i,_1 such that

tp(bjm e 7Bjn71/®) = tp(aiov s 7ain71/®)'

Proof. Fix (a; | i < :(2|T\)+ ) in order to find an sequence of indiscernibles
as in the statement of the theorem. For n > 1 let

T, :={p € S(0) | There exist iy < --- < i, < (27T such that = p(a,,,. ..

Let {¢ | i € X } be constants not in the language of . We will find a
sequence of types

(*) (pn(ZT1, .- Tn) | N < w), pn €T

such that the union of the following sets of sentences is consistent:
T
- pn(Ciyy...,Gi,), whenever i1 <y -+ <x in € X.

This will clearly prove the proposition.
To prove the consistency of above sentences, we will construct, by induc-
tion on n, a sequence of cofinal subsets of (21Th)*,

(Fp|n<w),
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a family of subsets of Jyr)+,
{Xen |E€EF,, n<w},
and a sequence of types (*) such that the following conditions hold:
(1) Fot1 C Fy;

(2) |Xen| > In(2IT1), where € is the Ath element of Fy;
(3) Epn(@i,,...,a;,), whenever iy < --- <, are in X¢,.

We let Fy = (271" and X¢o = Jiriy+ for every € € Fy. Then, (1)-(3)
are obvious. Assume, then, that F, and the X ,’s have been defined, and
let us define Fj, 1 and the X¢,1’s.

Let « be the order type of F),, and let g: « — F}, be the unique order
isomorphism. Define

Gp={gA\+n)| A< a}.
Then G, is also cofinal in (2/T))*. Furthermore, if £ = g(\ 4 n),
(**) [ Xe | > T (2.
The map
(@iys -y @iy) = tD(Qigs oo, G4, /D)

is a partition of [X¢,]" into 2/7l-many classes. Hence, by (**) and the
Erdds-Rado theorem (see, for example, [CK] Theorem 7.2.1), there exist

Xent1 € Xep with
[ Xens1] >0 (27)

and a type pe nt1 € Iy such that (3) holds with pe 41 in place of ppi1.
Now the pigeonhole principle allows us to find a cofinal F,+1 C G, and a
type pn4+1 such that pe 11 = ppi1 for every £ € Fj,1q1. Renumbering the
Xe¢nt1's with respect to the ordering of Fj, 1 preserves (2). This concludes
the construction. -

We show that Morley sequences exist for nonforking types.

Theorem 1.14. Let A C B. Suppose that p € S(B) does not fork over A.
Then for every linearly ordered set (X, <x) there exists a Morley sequence
(b; | i € X) for p over A. Moreover, if p = tp(b/B), the Morley sequence
can be chosen such that b = b; for some i € X.

Proof. Let us first expand the language with constants for the elements of
B and call T the resulting expansion 7. Now we use Theorem 1.12 to
construct by induction a sequence (a; | i < Jgr+|y+ ) such that @; = p and
tp(a;/BU{a; | j <i}) does not fork over A.

By Theorem 1.13, there exists a sequence I = (b; | i € X) indiscernible
over B (since L(T™*) has names for the elements of B) such that for every
n < wand any jo <x ‘- <x jn € X there are ip < -+ < i1 < :(2\T*\)+
satisfying

tp(bjo, . ,Bjn_l/B) = tp(@io, - @in_l/B).
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We claim that [ is a Morley sequence for p over A. First, I is a in-
discernible over B and every b; realizes p. Now suppose, by contradic-
tion, that tp(bj/B U {b; | i <x j}) divides over A and fix a formula
go(i, c, bj1’ ce, bjn—l) € tp(bi/BU{ bj | 7 <x Z}) such tha:c (p(ﬂ?, Eaib]i o 7bjn—1)
divides over A. Choose iy < --- < i, such that tp(b;,,...,b;,,b;/B) =
tp(as, - - -, ai,/B). Then ¢(z,¢,a;,,...,a:;, ,) € tp(a;,/BU{a;|j<in}),
and p(Z,¢, @iy, - .., G, ;) divides over A. Thus, tp(a;,/BU{a; | j < in})
divides over A, which is a contradiction.

Pick ¢ € I since tp(¢/B) = tp(b/B) there is f € Autp(¢) such that
f(€) = b. It is now easy to check that f(I) is as required. =

Remark 1.15 (Existence of Morley Sequences for Infinitary Types). We leave
to the reader the verification that. If C is an arbitrary set, C' is an enumer-
ation of C such that tp(C'/B) does not for over a subset A of B then for any
linearly ordered set (X, <) there exists a Morley sequence (C; | i € X)) for
tp(C/B) over A.

2. FORKING IN SIMPLE THEORIES

In this section we will prove the main properties of forking which hold
when the theory T is simple. Shelah’s original definition of simple theories
was requiring that a certain rank be bounded. The definition given here is
different. The equivalence will be proved in Section 3.

We start with the main definitions.

Definition 2.1.

(1) A complete first order theory T is said to be simple if each type does
not fork over some subset of its domain of size at most |T'|.

(2) k(T) is the least cardinal x such that every type does not fork over
some subset of its domain of cardinality less than k.

The definition of simplicity implies that #(T) < |T|T. We will show in
the next section that x(T') < oo implies x(T) < |T|" (Theorem 3.9 and
Corollary 3.10). The existence of (T) is called Local Character for forking.

Theorem 2.2 (Existence). If T' is simple then no type forks over its do-
main.

Proof. By Monotonicity (Remark 1.3). =

Corollary 2.3. Let T be simple. Then for every p over A there exists a
Morley sequence for p over A.

Proof. By Theorem 2.2 the type p does not fork over A, so a Morley sequence
for p over A exists by Theorem 1.14. -

The following result discovered by Kim in his thesis, appeared in [Ki],
and is central to be able to remove the stability assumption from several of
Shelah’s theorems of forking. Kim’s original proof used an argument from
page 198 of [Sh93]. The argument presented here is based on an idea of
Buechler and Lessmann [BuLe].
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Theorem 2.4 (Kim’s Characterization of Dividing in Simple Theories). Let
T be simple. The following conditions are equivalent:
(1) The formula ©(Z,b) divides over A;
(2) For every Morley sequence {b; | i € X ) for tp(b/A),
the set { p(z,b;) | i € X } is inconsistent;
(3) For some Morley sequence (b; | i € X ) for tp(b/A),
the set { p(z,b;) | i € X } is inconsistent.

Proof. (3) = (1) is obvious and (2) = (3) is given by Corollary 2.3. Let us
prove (1) = (2).

Claim. Let I = (b; | i € X) be any Morley sequence for tp(b/A). For each
Y C X such that inf(Y') exists and each i € X such that i < inf(Y’), the
formula (7, b;) divides over AU ¢y b;.

Proof. Recall that by stands for (b; | i € Y). Let q(,y) = tp(b;, by /A).
First, by using an automorphism we have that ¢(Z,b;) divides over A. Let
J be an infinite sequence of indiscernibles over A such that { p(z,¢) |¢ € J }
is inconsistent and b; € J. By Proposition 1.9, the type ¢(b;,§) does not
divide over A. Hence, by Lemma 1.5, there exists b’ = q(b;, #/A) such that
J is an sequence of indiscernibles over Ab'. Since tp(b'/Ab;) = tp(by /Ab;)
there is f € Aut 45, (€) such that f(b') = by. The sequence f(.J) witnesses

that o(,b;) divides over Aby-. o

Let I be a Morley sequence for tp(b/A). Assume, for a contradiction, that
{@(z,e) | c €1} is consistent. Let X be the reverse order of (k(T') + Ng)™.
Use Theorem 1.13 to fix an sequence of indiscernibles J = (b, | i € X)
such that for any finite increasing sequence from J there is a finite sequence
of elements of I that realize the same type over A. Then J is a Morley
sequence for tp(b/A). Furthermore, by compactness, since { p(z,¢) | € I }
is consistent, then so is r := { ¢(Z,b;) | 7 € X }. Choose ¢ realizing 7.
By simplicity, there exists a set Y of cardinality less than x(7") such that
tp(¢/AJ) does not fork over Aby. Choose i € X such that i < min(Y).
Then o(Z,b;) divides over Aby by the Claim applied to J. But ¢ realizes
©(Z,b;), so tp(¢/AJ) forks over Aby, which contradicts the choice of Y.

We can now prove the equivalence of forking and dividing under simplicity.

Theorem 2.5. Let T be simple. The following conditions are equivalent:
(1) (z,b) divides over A;
(2) o(z,b) forks over A.
Proof. (1) = (2) is obvious. We prove (2) = (1): Since ¢ (&, b) forks over 4,
there exist m < w and ;(Z,a") such that ¢;(z,a") divides over A for i < m
and

*) o(@,b) -\ (@ ).

<m
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Let a:= (a% ...,am 1)

tp(ab/A),

. By Corollary 2.3 we can fix a Morley sequence for

(Gpby | n < w), with ag=a,by = b.

0 am—1) for every n < w.

Let us write a, = (a,,...,an

Since (b, | n < w) is indiscernible over A, to show that ¢(Z,b) divides
over A, it suffices to show that the set { o(Z,b,) | n < w} is inconsistent.
Assume that it is consistent and let ¢ realize it. By the definition of Morley

sequence,
tp(ab/A) = tp(anb,/A), for every n < w.

Hence, using an A-automorphism and (*), we conclude that

() o(Z,by) - \/ Vi(x,al), for every n < w.

i<m
By the choice of ¢ we have |= ¢[¢,by] for every n < w. Therefore, (**)
implies that for every n < w there exists i(n) < m such that |= 1;,)[c, dln(n)].
By the pigeonhole principle, there exist an infinite S C w and a fixed k < m

such that
(1) = ] ak], for every n e S.

But (@* | n € S) is a Morley sequence for tp(af /A). Furthermore, (1) shows
that the set {¢x(Z,a%) | n € S} is consistent. Thus, ¥y (z,a") does not
divide over A by Theorem 2.4. This contradicts the choice of 1 (Z,a").

Theorem 2.6 (Symmetry). Let T be simple. Then tp(a/Ab) forks over A
if and only if tp(b/Aa) forks over A.

Proof. Tt is, of course, sufficient to prove one direction. Suppose tp(a/Ab)
forks over A and take o(%,¢,b) € tp(a/Ab) with ¢ € A such that ¢(z,¢,b)
forks over A. By Theorem 2.5, the formula ¢(Z,¢,b) divides over A. If
tp(b/Aa) does not fork over A, we can choose I = (b, | n < w), a Morley
sequence for tp(b/Aa) over A such that by = b. We have |= ¢[a, ¢, b], so, by
the indiscernibility of I over Aa, we also have = ¢la, ¢, b,] for every n < w.
Thus, {p(Z,¢,b,) | n < w} is consistent (as it is realized by a). Notice
that (éb, | n < w) is a Morley sequence for tp(eb/A). But then the set
{¢(7,¢,b,) | n < w} must be inconsistent, by Theorem 2.4. We have a
contradiction, so tp(b/Aa) forks over A. =

Theorem 2.7 (Transitivity). Let T' be simple and A C B C C. Iftp(a/C)
does not fork over B and tp(a/B) does not fork over A, then tp(a/C) does
not fork over A.

Proof. We use the fact that forking is equivalent to dividing. Let b enumerate
B and ¢ enumerate C'\ B. By Symmetry and Finite Character, we have that
tp(b/Aa) does not divide over A and that tp(¢/Aba) does not divide over
Ab. Hence, by Lemma 1.6, tp(ch/Aa) does not divide over A. Another use
of Symmetry finishes the proof. —
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The next two lemmas will be used to prove Corollary 2.10. We first prove
Corollary 2.10 for Morley sequences.

Lemma 2.8. Let T be simple. Let p(f,l_)) be a complete type over Ab which
does not fork over A. Let (b; | i < w) be a Morley sequence for tp(b/A)
with b = by. Then there exists a realizing p(Z,b) such that (b; | i < w) is
Aa-indiscernible and tp(a/A{b; | i < w}) does not fork over A.

Proof. By Lemma 1.5, there exists a realizing p(Z,b) such that (b; | i < w)
is Aa-indiscernible. We now show that tp(a/A U {b; | i < w}) does not fork
over A. Tt is enough to show that tp(a/AU{b; | i < w}) does not divide over
A, and by Finite Character, it is enough to show that tp(a/AU{b; | i < n})
does not divide over A, for each n < w.

Fix n < w and let

(%, 50, ..., bu1) = tp(@/AU {b; | i < n}).

By Transitivity and Symmetry, for each n < w the sequence

<bnk e bnkJrn,l ‘ k< w>
is a Morley sequence for tp(by . iy b1 /A). Now by indiscernibility of (b; |

i < w) over Aa, the type q(Z,buk,. .., bpkin—1) is realized by a, for ev-
ery n < w. Therefore |, ¢(%,bnk; - - -, bpk4n—1) is consistent, and hence
q(z,bo,...,bp—1) does not divide over A, by Theorem 2.4. -

Lemma 2.9. Let T' be simple. Let (b; | i <w +w) be indiscernible over A.
Then (byti | i < w) is a Morley sequence for tp(b, /AU {b; | i < w}).

Proof. Let I = (b; | i <w). By indiscernibility of (b; | i < w + w), each by
realizes tp(b, /AU {b; | i < w}), and (b,4; | ¢ < w) is indiscernible over AI.
We now show that for each i < w,

tp(6w+i+1/AI U {[_)w, e l_)er’i})
does not fork over AI. By Symmetry and Finite Character, it is enough to
show that the type

p(Z,bo, ..., bp, bytit1) = tp(buy ..oy buti /AU {bo, cooy b, bw+i+1})
does not divide over Al, for each n < w. Let J be indiscernible over Al and
containing by, ;4+1. We must show that Uzesp(z, bo, - - -, bn, ) is consistent.
Notice that byy1”. .. byy14 realizes p(Z, bo, . .., bn,byrir1) by indiscernibil-
ity of (b; | i < w+ w). Hence, byi1"... byr14s realizes p(T,bg,. .., by, E),
for each ¢ € J, by indiscernibility of J over Al, so |J.c;p(Z, bo, ..., bn,¢) is
consistent. -

The key improvement in the next Corollary over Lemma 1.5 is that
U< P(Z,b;) does not fork over A.

Corollary 2.10. Let T be simple. Let p(Z,b) be a type over Ab which does
not fork over A. Let (b; | i < w) be an sequence of indiscernibles over A
with b = bg. Then there exists @ realizing p(Z,b) such that (b; | i < w) is
Aa-indiscernible and tp(a/AU {b; | i < w}) does not fork over A.
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Proof. Let I = (b; | i < w) be an sequence of indiscernibles over A with
b = byg. By compactness, extend I to (b; | i < w + w) indiscernible over A.
By the preceding lemma, we have

*) (byti | i < w) is a Morley sequence for tp(b,,/AI).

By indiscernibility, p(z,b,) does not fork over A, and by Extension, there
exists @’ |= p(Z, b,), such that tp(a’/AIb,) does not fork over A, and hence
does not fork over AI. Thus, by Lemma 2.8 and (*), there exists a” real-
izing tp(a’'/AIb,), such that (b,y; | i < w) is indiscernible over Aa” and
tp(a”/AI U {byr; | i < w}) does not fork over AI. By Monotonicity,
tp(a”/AI U {bys; | i < w}) does not fork over AIb,. Hence, by Transi-
tivity, tp(a”/AI U{b,1; | i < w}) does not fork over A, since tp(a”/AIb,) =
tp(a’/AIb,,). This implies in particular that tp(a”/A U {b,; | i < w}) does
not fork over A.

Let f € Auts(€) be such that f(b,y;) = b; for i < w and let a = f(a").
Then (b; | i < w) is indiscernible over Aa and a = p(Z, by), since f(b,) = bo.
Furthermore, tp(a/AI) does not fork over A. =

When the theory is stable, the next theorem follows from Shelah’s fact
that types over models are stationary (see Theorem 2.12 below). The the-
orem is due to Kim and Pillay and generalizes a result of Hrushovski and
Pillay in [HP1]). The Independence Theorem is to simple theories what the
stationarity of types over models is to stable theories. Similarly, the Chain
Condition (Theorem 4.9) is to simple theories what to the bound on the
number of nonforking extensions is to stable theories.

Theorem 2.11 (The Independence Theorem). Let T be simple and M be
a model of T. Let A and B be sets such that tp(A/M B) does not fork over
M. Letp e S(M). Let q be a nonforking extension of p over M A and r be
a nonforking extension of p over M B. Then qUr is consistent, moreover
qUr is a nonforking extension of p over MAB.

Proof. Write a for an enumeration of A and b for an enumeration of B.
By Extension, there exist ¢ realizing ¢(Z,a) such tp(¢/Ma) does not fork
over M and d realizing (%, b) such that tp(d/Mb) does not fork over M.
By assumption, tp(¢/M) = p = tp(d/M), so we can find & such that
tp(eb' /M) = tp(db/M). By Invariance and choice of d and ¥, we have that
tp(¢/MU') does not fork over M. By Symmetry we have that tp(b'/M¢) does
not fork over M, so by Extension we may assume that tp(b'/Mac) does not
fork over M. By Symmetry and Monotonicity, tp(¢/Mab’) does not fork
over Ma. By choice of ¢ and Transitivity, we finally have that tp(¢/Mab’)
does not fork over M. Since ¢ realizes ¢(z,a) and 7(z,b'), we have that
q(z,a) Ur(z,b') does not fork over M.

Suppose, by contradiction, that q(Z,a) U r(z,b) forks over M. We will
eventually contradict the following claim.

Claim. There does not exist a sequence (a;,¢ | ¢ < w) indiscernible over
M such that
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- q(z,a9) Ur(z, ) does not fork over M, and
- q(z,a9) Ur(z,é) forks over M.

Proof of the claim. Suppose that there is (a;,¢ | i < w) as above. By
Corollary 2.10, there exists d realizing ¢(%,ag) U (%, ¢o) such that (a;,¢; |
i < w) is indiscernible over Md and tp(d/M U {a;,¢ | i < w}) does not
fork over M. By Monotonicity, q(Z,ag) U r(Z,¢) does not fork over M, a
contradiction. -

Since M is a model, the set F := {@(M,¢) : ¢(#,¢) € tp(b/M)} has the
finite intersection property. Let D be an ultrafilter over M extending F such
that tp(b/M) = tp(t/ /M) = Av(D, M) 2. Define (b; | i < w) such that by =
b and b; realizes Av(D, M U{b; | j <i}). Then (b; | i <w) is indiscernible
over M. By Lemma 1.5, since forking is the same as dividing, we may
assume, by using an Mb-automorphism, that (b; | i < w) is indiscernible
over Ma. Similarly, we define (¥, | i < w) such that b = b’ and b} realizes
Av(D,M U {l_); | j < i}). Again, we may assume, that (b} | i < w) is
indiscernible over Ma. Now, let us construct a third indiscernible sequence
(G | i < w), but now such that ¢; realizes

AV(D,MU{b; | i <w}U{b|i<w}U{g|j<i}).

Then, both (b; |i < w)+ (& |i <w)and (b} |i <w)+ (& |i<w) are
indiscernible over M. Furthermore, by taking a longer sequence if necessary,
we may assume that

tp(ac;/M) = tp(ac;j/M), for every i,j < w.

Suppose that for some (and hence all) i < w the type ¢(z,a)Ur(z,¢;) does
not fork over M. We will find an infinite sequence (a; | ¢ < w) such that
q(z,a;) Ur(z,¢;) forks over M if and only if i < j. By Ramsey’s Theorem
and Compactness, we may assume that (a;,¢; | ¢ < w) is indiscernible over
M. This contradicts the claim.

Since (b; | i < w) + (& | i < w) is indiscernible over M, then for each
1 < w, we have

tp(l_)(),l_)l, ..., bi_1,¢p,C1,.. /M) = tp(éo,él, ey Ci—1,Ci, Cig 1, - - /M)

Hence, by homogeneity, for each i < w, we can find a; such that

tp(bg, bi,...,b;_1,a,co,Cq,... /M) = tp(éo, Cly.+-3Ci—1,Qi,Ciy Cit1,. .. /M)
Notice that for i < j, we have tp(a;,¢;/M) = tp(a, ¢j—;/M) = tp(a, c;/M).
Hence, by Invariance, we have ¢(x,a;) Ur(z,¢;) does not fork over M. Now
if i > j, then tp(a;,¢;/M) = tp(a,b;/M) = tp(a,b/M), so by Invariance,
q(z,a;) Ur(x,c;) forks over M.

In case q(z,a) Ur(z,¢;) forks over M, for some i < w, we use the bls,

rather than the b;s, to derive a similar contradiction.
_|

2Recall: IfIC ™|¢| and D is an ultrafilter on I then for Z such that £(Z) = m
Av(D,M) :={ p(z;a) |lac A, {bel : Cl=¢plbhal} €D }.
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The purpose of the rest of this section is to convince the reader famil-
iar with stability that Shelah’s Finite Equivalence Relation theorem is a
particular case of the Independence Theorem. One of the many equivalent
versions of the Finite Equivalence Relation Theorem is as follows.

Theorem 2.12 (Finite equivalence relation theorem). Suppose that T is sta-
ble and let M = T. If p € S(M), then p is stationary (i.e. has a unique
non forking extension).

First notice the following application of the independence theorem:

Corollary 2.13. Suppose T is simple and that {B; | i < A\} and p € S(M)
are such that

tp(B;/M U{B; | j <i}) does not fork over M for each i < .

If p; € S(M B;) is a nonforking extension of p then the set |J,. pi is con-
sistent and does not fork over M.

Proof. By Finite Character we may assume that A is finite. But then the
Independence Theorem can be used to prove the statement by induction
on \. 4

Now to the proof of Theorem 2.12. We shall use the fact that T is stable
then T is simple. This is proved in the next section (Theorem 3.13).

Proof of Theorem 2.12. Suppose for the sake of contradiction that M, B D
|M| and that ¢, € S(B) are are distinct nonforking extensions of the type
p:=q | M=r] M LetA>|T|+ Ny, we will show that T is unstable
in A\. By the Extension and Finite Character properties and the downward
Léwenhweim-Skolem theorem we may assume that ||M|| = |B| = X. Let
(B; | i < A) be a Morley sequence for tp(B/M) (see Remark 1.15). Since
tp(B/M) = tp(B;/M), there exists f; € Auty/(€) such that f(B) = B;.
Given S C )\ consider

s = J filgu | ().
€S jes
By Corollary 2.13, gx is consistent. Now S} # S implies ¢g, # ¢s,. Hence
[S(U Bl = {as : S <A} =2
<A
while | ;. Bi| = A, so T is unstable. =
The reader familiar with the independence property (See [Sha]) will notice

that what we have used in the proof is that T is simple and does not have
the independence property.



18 RAMI GROSSBERG, JOSE IOVINO, AND OLIVIER LESSMANN

3. RANKS AND SIMPLE THEORIES

Shelah’s original definition of simple theories was requiring that a certain
rank be bounded. In this section, we introduce a rank that captures simplic-
ity, give several characterizations of simplicity and forking and show that
they coincide with the one from the previous section.

Definition 3.1. Let p(Z) be a set of formulas, possibly with parameters.
Let A be a set of formulas without parameters and let & < w. We define
the rank DIp, A, k]. The rank D[p, A, k] is either an ordinal, or —1, or oco.
The relation Dip, A, k] > «, is defined by induction on «.
(1) Dip, A, k] > 0 if p is consistent;
(2) D[p,A,k] > 6 when ¢ is a limit if D[p, A, k] > ( for every (3 < d;
(3) Dip, A, k] > a + 1 if for every finite r C p, there exist a formula
o(z,y) € A and a set {a; | 1 <w} with ¢(a;) = £(y) such that:
(a) [r Ue(z,a;),A k] > o for every i < w;
(b) The set { ¢(z,a;) | i <w} is k-contradictory.
We write

Dip, A, k] = —1 if p is not consistent;
Dip, A k] = a when Dlp, A, k] > a but D[p, A k] 2 a+ 1;
Dip, A, k] = oo when D[p, A, k] > « for every ordinal a.

The next propositions establish some of the most basic properties of the
rank. The proofs are rather easy exercises. They are included for complete-
ness.

Proposition 3.2.
(1) (Monotonicity) If p1 F pa, A1 C Ag, and k1 < kg, then
Dip1, A1, k1] < Dip2, Ao, kaol;
(2) (Finite Character) For every type p there exists a finite r C p such
that D[p, A, k] = D]r, A, k]
(8) (Invariance) If f is an automorphism, then D[p, A, k] = D[f(p), A, k].

Proof. (1) We prove by induction on the ordinal «, that
Dilp1,A1,k1] > « implies  Dipa, Ag, ko] > «.

If D[p1, A1, k1] > 0, then p; is consistent, so ps is consistent since p; F pa,
and hence D[pa, Ag, ko] > 0.

When « is a limit ordinal, the implication is immediate from the induction
hypothesis.

Suppose DIp1,A1,k1] > a+ 1 and let 79 C py be finite. Since p; F po,
there is a finite 71 C p; such that r; F ro. By the definition of the rank,
there exist ¢(Z,y) € A1 and {a; | i < w} with ¢(a;) = ¢(y) such that
Dir1 Up(z,a;) A1, k1] > a for every i < w and { p(Z,a;) | i < w}
is ki-contradictory. Now, r U p(Z,a;) F re U ¢(Z, a;),
so D[roU(Z,a;), Ag, ko] > « for every i < w by induction hypothesis. But
o(Z,7) € Ag (since Ay C Ay), and {p(Z,a;) | i < w} is ky-contradictory
(since kg > k1). Hence, D[pa, Ao, ko] > a + 1, by definition of the rank.
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(2) If D[p,A,k] = —1, then p is inconsistent and by the compactness
theorem there is an inconsistent finite » C p. Then, D[r, A k] = —1.

If D[p, A, k] = oo, then for every finite r C p, D[r, A, k] = co by Mono-
tonicity.

If D[p,Ak] = «, then D[p, A k] > o and D[p, A, k] 2 a+ 1, so there
exists a finite r C p with D[r, A, k] > « such that there are no ¢(z,y) € A
and {a; | i <w} such that { p(Z,a;) | i <w} is k-contradictory and
D[rUe(z,a;) A, k] > « for every i < w. But this demonstrates that
Dir,A k] # a+ 1. Thus, D[r,Ak] = «a.

(3) Immediate. %

Lemma 3.3 (Ultrametric Property). For every p, A, k,n <w
and formulas {¥y(Z,b;) | 1 <n}, we have

D[pu \/ ¢u(z,b) , A k] = max D[p U Wi(Z,by), A, K.
I<n

Proof. By Monotonicity, for every | < n we have

D[pUu(2,b), Akl < D[pu \/ %u(Z,b), A, k).
I<n

Hence,

max D[pU(Z,b) , A, k] < D[pU \/ ¥u(z,b) , A, K].

I<n

I<n

To prove the reverse inequality, we show by induction that for every ordinal
a and every type p,

D[puU \/ Ui(Z,b), A, k] >« implies rlnngD[pU i (Z,b), A k] > a.
I<n
When o = 0 or « is a limit ordinal, the implication is easy. For the successor
stage suppose, for contradiction, that
(*)
D[pU \/ V(@ b)), A k] > a+1, but I}a<arf<D[p U (z, b)), A k] # a+1.
I<n

Then, for every | < n we have D[p U ¢;(Z,b;), A, k] < a. Choose a finite
r; C p such that

D[T[ U Ibl(i',gl) A, k] <a
and let r := (J;.,, 7. Then r C p is finite, so, by (*) and the definition of
the rank, there exist p(z,y) € A and {a; | i < w} with ¢(a;) = £(y) such
that { p(Z,a;) | i <w} is k-contradictory and for every i < w

D[ru\/ (z,b) Up(z,a;), Ak > a.
I<n

By induction hypothesis, for every i < w

max D[r Uy (z,b) Up(T,a;) A k] > a,
<n



20 RAMI GROSSBERG, JOSE IOVINO, AND OLIVIER LESSMANN

so there exists I; < n such that
D[r Uy, (z,b,) Up(z,a;),A k] > a.
By the pigeonhole principle, we may assume that [; = [* < n is fixed and
D[r Ut (z, by ) U p(T,a;) , A, k] > a,
for every i < w. By definition of the rank,
D[rUp(Z,bp<), A k] > a+ 1,
and by Monotonicity,
D[rp Uy (Z,bp) , A K] > a+ 1.
But this contradicts the choice of r«. Therefore,

IlnaXD[prl(jaEl) aAak;] o+l
<n

The proof of the following lemma is similar to that of Theorem 1.12.

Lemma 3.4. Let p be a type, A and ® be sets of formulas and k < w.
Suppose that D[p, A, k| < oco. Then, for every set B there exists a type
q € Se(B) such that

D[p,A,k] = D[pUq, A, k].

Proof. We may assume that @ is closed under conjunction. Suppose that
Dip, A, k] = a. Consider

D= {-0(2,0) | b€ B,%(z,5) € ®, D[pU(z,b), A k] < a}.
Let us show that p UT is consistent. If p UT" were inconsistent, there would

be { —p;(Z,b;) | i < n} C I such that pU{ —;(Z,b;) | i < n} is inconsistent.
But then, p - \/,.,, ¥:(Z,b;). By Monotonicity and Lemma 3.3, we have

a=D[p, Ak < Dlpu \/ %i(z,b:), A k] = max D[p U »i(7,0:) , A K] < a,
<n
which is, of course, a contradiction.

Choose g € S3(B) extending I'. If D[p U q,A,k] < «, then by Finite
Character, there exists ¢(%, b) € ¢ such that D[pU(Z,b), A, k] < a. Hence,
by definition of I', we must have —¢(z,b) € I' C ¢, which is a contradiction.

4

Lemma 3.5. Suppose that D][p, A, k| < 0o, for each finite A and each k <
w. Suppose that p is a type over A and that p(Z,a) forks over A. Then
there are Ag finite and ko < w such that

DlpU¢(z,a),A, k] < D[p, A, k],
for every A D Ag finite and every k > k.
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Proof. Suppose first that ¢(Z,a) divides over A. By lemma 1.4 there exist a
set {@; | i <w} and k < w such that ap = a, tp(a/A) = tp(a;/A) for every
i <w,and {¢(Z,a;) | i < w} is k-contradictory. Let Ag := {¢(z,7) } and
ko := k. Suppose that there exist a finite A D A finite and [ > kg such
that

DlpUe(z,a),Al] £ D[p,A,l].
By Monotonicity,
D[pUp(z,a),A,l] = D[p,A,l].

By assumption, there is an ordinal « such that D[p,A,l] = «. By Finite
Character, there is a finite r C p such that D[r, A,l] = D[p, A,l] = . Since
pkErUplkr, we have

(*) D[rUe(z,a),Al] = a.

Since tp(a;/A) = tp(a/A), there exists an A-automorphism f such that
fi(a) = a;. By Invariance of the rank,

() DA U@ fi(@), Al =a,  forevery i <w.
Since f; fixes A pointwise and dom(r) C A, from (**) we obtain
DirUep(z,a;),Al] = a, for every i < w,

but ¢(z,y) € A and {¢(Z,a;) | i < w} is l-contradictory (since | > k).
Hence, D[r,A,l] > a+ 1, which is a contradiction.

The lemma is therefore true if ¢(Z,a) divides over A. If (7, a) forks over
A, there exist n < w and ¢;(Z,a") for i < n, such that
o, a) - V., ¢i(Z,a") and ¢;(Z,a") divides over A, for every i < n. By

the preceding argument, for every i < n there exist a finite A’ and k' < w
such that

(1)
D[pUgi(z,a’),A,l] < D[p,A,l], for every A D A’ finite and k' <1 < w.

Let Ao :== U, A?) ko = max;p, k'. We prove that these Ag and ko satisfy
the conclusion of the lemma.
Suppose A D Ay is finite and ky <1 < w. We have

DlpUep(z,a),A,l] < Dlpu \/ i(x,a’),A1] (since p(z,a) - \/ @i(z,a’))

<n <n
= max D[p U p;(z,a"), A, ] (by Lemma 3.3)
<n
< D[p,A,] (by (1)),
which is what we sought to prove. —

Theorem 3.6. Suppose that D[z = Z,A,k] < oo for each finite A and
k <w. Then T s simple.



22 RAMI GROSSBERG, JOSE IOVINO, AND OLIVIER LESSMANN

Proof. Let p be a given type. By Monotonicity, we have D[p, A, k] < oo for
every A finite and £ < w. Fix A finite, k¥ < w, and a finite type ga 1 C p,
such that

*) DIp, A K] = Dlgas A, K.
Let

q:= U{ aak | A C L(T), A finite, k<w} Cp and B := dom(q).
Then |B| < |T'|, and since p - ¢ F ga i, by (*) we have

(**) D[p,A k] = D[q,Ak], for every finite A and k < w.

We will show that p does not fork over B.
Suppose p forks over B. Then there exists ¢(Z,a) such that p - ¢(z,a),
and ¢(z,a) forks over B. Since pF qU p(Z,a) F ¢,

Dip, Akl < D[qU ¢(Z,a),A k] < D[q,A, k], for every finite A and k < w.
Therefore, by (**),

DlqUp(z,a),A k] = D[q,A,k], for every finite A and k < w.
This contradicts Lemma 3.5 since q is over B. o
Lemma 3.7. Let p(Z) be a set of formulas, possibly with parameters, let

o(z,9) be a formula, k < w, and o be an ordinal. The following conditions
are equivalent:

(1) D[p,p, k] > a;

(2) There exists {a, | n € ““w} such that
(a) For everyn € “w, the set pU{@(Z,an3) | B < a} is consistent;
(b) For everyn € “w, the set { p(Z,ay ) | n < w} is k-contradictory.

Proof. By induction on «. -

To show a rather strong converse of Theorem 3.6, we make the next
definition.

Definition 3.8. A theory T had the tree property if there exist a formula
©(Z,7), an integer k < w, and {a, | n € ““w} such that

(1) For every n € “w, the set { p(Z,a,y) | I <w} is consistent;

(2) For every n € ““w, the set { ¢(Z,a,,) | n < w} is k-contradictory.

Theorem 3.9. Suppose that T has the tree property. Then, for every car-
dinal k there exists a type p such that p forks over all subsets of cardinality
Kk of its domain.

Proof. Let & be given and let = (25TITH*. Let ¢ and k < w witness this.
By compactness, we can find {a, | n € ”+>u} such that

(1) For every n € ’iu, the set { ¢(Z,ay3) | B < T} is consistent;
(2) For every n € * ~p, the set { ¢(Z,ay) | i < pu} is k-contradictory.
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By the pigeonhole principle and compactness, there exist {Bn |n e ”+>w}
such that

(3) For every n € ", the set {(Z,by15) | B < KT} is consistent;

(4) For every n € #">0, the set {o(Z,byn) | n < w} is k-contradictory;

(5) For every n € K>

tn(byo/ (UL | v < n}) =t nn/U{bV|V<77})

Let n € " w and consider the set p : = { (@, byp) | B < T} (which is a
type by (3)). For every subset A of dom(p) of cardmahty at most x there is
o < kT such that p | A C {@(Z,byg) | B < a}. By (4) and (5), p divides,
and hence forks over A. =

w and every n < w,

The next corollary gathers several characterizations of simplicity.

Corollary 3.10. The following conditions are equivalent:
(1) T is simple;
(2) k(T) < c©
(8) T does not have the tree property;
(4) D[z =z, A k] < 0o, for every finite A and every k < w;
(5) D[z =z, k] < w, for every finite A and k < w.

Proof. (1) implies (2) is trivial. The equivalence of (3), (4), and (5) is by
the compactness theorem and Lemma 3.7 (and coding finite sets of formulas
by a single formula). (4) implies (1) is Theorem 3.6. — (3) implies = (2) is
Theorem 3.9. o

We now turn to the connection with stability. As we will see in Theo-
rem 3.13, any stable theory is simple. However, there are important exam-
ples of simple unstable theories. Historically, the motivating example was
Tna, the theory of the countable random graph.

There are several equivalent formulations of model theoretical stability.
One of them is via the following rank. Recall that the types p and ¢ are
explicitly contradictory if there exists o(Z,b) such that ¢(Z,b) € p and
—¢(Z,b) € q (or vice versa).

Definition 3.11. Let p(Z) be a set of formulas, possibly with parameters.
Let A be a set of formulas. We define the rank R[p, A,Rg]. The rank
R[p, A,X¢] is either an ordinal, or —1, or co. The relation R[p, A, Xg] > a,
is defined by induction on .
(1) Rlp,A,Rg] > 0 if p is consistent;
(2) Rlp,A,Rg] > d when ¢ is a limit if R[p, A, Rg] > ( for every 8 < ;
(3) Rlp,A,Rg] > a+ 1 if for every finite r C p
there exists a set of A-types {¢; | i < w } such that:
(a) R[rUgq;,A,Rg] > « for every i < w;
(b) The types ¢; and ¢; are explicitly contradictory if ¢ # j < w.
We write



24 RAMI GROSSBERG, JOSE IOVINO, AND OLIVIER LESSMANN

R[p, A, Rg] = —1 if p is not consistent;
R[p, A, Rg] = a when R[p, A,Rg] > a but R[p, A, Ng] ? o+ 1;
R[p, A, Rg] = oo when R[p, A, Ny] > « for every ordinal a.

The following fact follows from Theorems 2.2 and 2.13 of Chapter II in
[Sha].

Fact 3.12. T is stable if and only if R[z = &, A, Ng] < w for every finite set
of formulas A.

Theorem 3.13. Let T' be a (complete) first order theory. If T is stable,
then T is simple.

Proof. Using Fact 3.12 it suffices to show that for every finite A and every
k<uw,

D[z =,A, k| < R[T =, A, ).

We shall show by induction on the ordinal « that for every type p, every
finite set of formulas A, and every k < w

Dip,Ak] > « implies R[p,A,Ng] > a.

When o = 0 or « is a limit ordinal, the implication is obvious. Suppose
Dip,A k] > a+ 1. Let r C p be finite subtype. Then there exist a for-
mula ¢ € A and {a; | i < w} such that the set {p(Z,a;) | i < w}
is k-contradictory, and D[r U ¢(Z,a;), A, k] > « for every i < w. Let
A:=J{ai|i<w}. ByLemma 3.4, for every i < w there exists ¢; € Sa(4)
such that

DirUp(z,a;) Uq, Ak > a, for every i < w.
Therefore, by the induction hypothesis,
R[rUo(z,a;) Ugi, A, o] > a, for every i < w.

Now, since { ¢(z,a;) | i < w} is k-contradictory and ¢(Z,a;) € ¢;, any
k-element subset of {¢; | i < w} contains two types that are explicitly
contradictory. Hence, there exists an infinite S C w such that for any ¢ # j
in S the A-types ¢; and ¢; are explicitly contradictory. By definition, we
must have R[r, A, Xg] > « + 1, which finishes the induction. =

Shelah’s original definition of the rank in [Sh93] is more general than that
in Definition 3.1. We now compare both definitions and derive a few facts.

Definition 3.14. Let p(Z) be a set of formulas, possibly with parameters.
Let A be a set of formulas, ¥ < w and A a cardinality (not necessarily
infinite). We define the rank D[p, A, k,A]. The rank D[p, A, k, A] is either
an ordinal, or —1, or co. The relation D[p, A, k,A\] > «, is defined by
induction on «.

(1) Dip, A, k,A] > 0 if p is consistent;

(2) D[p,A,k,\] > § when ¢ is a limit if D[p, A, k, \] > (3 for every [ < §;
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(3) Dlp, Ak, A\] > a+ 1 if for every finite r C p and every p < X there
exist a formula ¢(z,y) € A and a set {a; | i < p} with £(a;) = £(y)
such that:

(a) DrUe(z,a;),Ak,\] > « for every i < p;
(b) The set { ¢(z,a;) | ¢ < p} is k-contradictory.
As usual, we write

Dilp,A,k,\] = —1 if p is not consistent;

Dlp,A,k,\] = a when D[p, Ak, \] > «a but D[p, A, k,\| 2 a+ 1;

Dilp, Ak, \] = co when D[p, A, k,\] > « for every ordinal a.

Remark 3.15. Clearly, we have the equality D[p, A, k] = D[p, A, k,¥],
and the function D[p, A, k, -] is nonincreasing. The statements of Proposition

3.2 are also true for this new definition. The Ultrametric Property (Lemma
3.3) holds for D[p, A, k, A], when A is uncountable.

Proposition 3.16. Let p be finite, ¢ be a formula, k < w, n < w and
A= put (or u+1 when p is finite). Then D[p, o, k,\] > « if and only if the
union of the following sets of formulas is consistent:

Ap@y) Ine “ul;

: {_El'f /\'L'Ew SO('%’ gnAi) ’ w C H, ‘w’ = k: ne a>:u’};

A e@ni Unraan) [ € "pl <a.
Proof. Immediate from Definition 3.14. o

Corollary 3.17. Let p be a type, A be a finite set of formulas and k < w.
The following conditions are equivalent:

(1) D[paAv k] > n;
(2) D[p, A, k,m| > n for every m < w.

Proof. When p is finite, the statement follows from from Proposition 3.16.
The general case follows immediately by compactness. —

Corollary 3.18. Let p be a type, A be a finite set of formulas,
and k < w.Then,

Dip, Ak, N\ = D[p, A k], for every A > Ny.

Proof. We may assume that A = {p}. Clearly D[p, A, k,A\] < Dip, A, k.
The reverse inequality follows by Finite Character and Proposition 3.16.

Remark 3.19. Proposition 3.16 implies that if A, A, and « are finite, then
for every 9 (x;y) the set

{b] D{e(z:0)}, Ak, A = o}
is first order definable in €.

Corollary 3.20. In Definition 3.1 we can add at the successor stage the
condition

(¢) (a;|i<w) is indiscernible over dom(p).
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Proof. We wish to prove that if D[p, A, k] > a+1, then for every finite r C p
there exist ¢ € A and a sequence (a; | ¢ < w) indiscernible over dom(p)
such that { ¢(z,a;) | i <w} is k-contradictory and

(1) DlruUe(z,a;), A k] > a, for every i < w.
Let A := dom(p) and fix k < w. Let x := (21T + and X\ := (3,)*. By
Corollary 3.18, we have

Dip, Ak, A\] = D[p,Ak] > a+ 1.

Hence, for every finite 7 C p there exist a formula ¢ € A and a set {bi]i<
3 } such that { p(Z,b;) | ¢ < 3y } is k-contradictory and

(*) DirUe(z,b;), Ak, \] > «a, for every i < J,.

Theorem 1.13 provides a sequence (a; | ¢ < w) indiscernible over A such
that for every n < w there exist i1 < --- < i, < 3, satisfying

(**) tp(do, - - ., an—1/A) = tp(bj,, ..., bj, /A).

Clearly, () guarantees that { ¢(Z,a;) | i+ < w} is k-contradictory. Now,
(), (*x), and Invariance imply

D[rUo(z,a;),Ak] > a, for every i < w.
_|

We can now show the converse of Lemma 3.5. This provides an alternative
characterization of forking in simple theories.

Theorem 3.21. Let T be simple. Let p be a type over B and A C B. The
following conditions are equivalent:

(1) p does not fork over A;
(2) D[p, Akl = D[p | A, A k|, for every k < w and A finite.

Proof. (2) = (1) is Lemma 3.5. B
(1) = (2). By Finite Character, we may assume that B = AUb for some
tuple b. We show by induction on « that

Dlp| A, Ak] >« implies Dilp, A k] > a.
When a = 0 or « is a limit ordinal, the implication is easy. Suppose that
Dlp| A Akl > a+ 1.

By Corollary 3.20, we can find a formula ¢ € A and a sequence (a; | i < w)
indiscernible over A such that { ¢(Z,a;) | i <w } is k-contradictory and

*) Di(p | A)Up(z,a;), A, k] > «, for every i < w.

By the definition of the rank, it suffices to show that the sequence
(a; | i <w) can be chosen so that

(**) DpUp(z,a;),A k] > «, for every i < w.
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Using Lemma 3.4, we find ¢; for i < w realizing (p [ A) U ¢(Z, a;) such that
D[tp(éi/A @] di), A, k] > .

Now, using Theorem 1.13 (as in the proof of Corollary 3.20), we may assume
that the sequence (¢, a; | i < w) is indiscernible over A. Let dj realize p and
take f € Aut4(€) be such that f(¢g) = do. By replacing ¢; and a; with f(¢;)
and f(a;), we may also assume that ¢y realizes p. Since, by hypothesis,
tp(Co/Ab) does not fork over A, the type tp(b/Ac) does not fork over A
by Symmetry. Now, using Extension and an Ac¢g-automorphism, we may
further assume that tp(b/Acyag) does not fork over A. Since forking and
dividing are equivalent for simple theories, we can use Lemma 1.5 and an
Acpap-automorphism to assume that

(1) (Gi,a; | i <w) is indiscernible over B.

Using now Extension and an Ac¢yag-automorphism, we may further assume
that

(1) tp(b/AU{ &, a; | i <w}) does not fork over A.

(From (1) and the fact that ¢ realizes p, we conclude that ¢; realizes p for
every i < w. By (1) and Symmetry, the type tp(¢;/Ba;) does not fork over
A for any i < w. Therefore, by Monotonicity, p U ¢(Z, a;) does not fork over
A, for any i < w. Thus, by induction hypothesis, D[p, A, k] > a + 1. -

4. SHELAH’S BOOLEAN ALGEBRA

The argument we present in this section differs from [Sh93] only in that
we use a different partial order. The partial order considered in [Sh93] is
defined through weak dividing; here we use forking. The proof of the chain
condition was communicated to us by Shelah in a recent correspondence. It
uses the Independence Theorem (Theorem 2.11). We are grateful to Shelah
for allowing us to include it here.

Recall that a pair of cardinals (A, k) is in SP(T") if every model of car-
dinality A has a k-saturated elementary extension of the same cardinality.
(See the introduction.)

Definition 4.1. Let p(Z) be a type over C and A be a set containing C.
We define

W(p,A) :={e(x;a) | ¢(z;a)Upis a non-forking extension of p, a € A }.

We identify two formulas o(z;b) and 1(Z;¢) when ¢(€;b) = 9(€;¢). By
abuse of notation we denote by ((Z;b) the above equivalence class deter-
mined by the formula (Z;b) in W (p, A).

The set W (p, A) is partially ordered by

©(Z;b) < (z;¢) if and only if (F;¢) F (T;b).
Remark 4.2. Notice that meet in the poset W (p, A) corresponds to logical

disjunction of formulas. Thus for ¢, € W (p, A) the expression ¢ -1 stands
for the definable set defined by the formula ¢ V .
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Proposition 4.3. Suppose C C A and p € S(C). Then the partially or-
dered set

(W(p,A),<)
1s a distributive lower semi-lattice.

Proof. 1t suffices to show that W (p, A) is closed under finite disjunctions,
but this is an obvious property of forking. -

We will say that two formulas ¢, € W(p, A) are incompatible if there is
no p € W(p, A) such that p > ¢ and p > 1), i.e., thereisno p - p and p - ¢
such that p U p is a nonforking extension of p.

Proposition 4.4. The formulas ¢(Z;b),¢(z;¢) € W(p, A) are compatible
if and only if o(Z;b) N(z;¢) € W(p, A).

Proof. Sufficiency is trivial. To prove the converse, let p(z;d) be such that
p > @ and p > 3. By definition, p(7;d) = ¢(Z;b) and p(z;d) = (7;¢).

Therefore, p(%;d) F [p(Z;b) A ¢(Z;¢)]. Since p(z;d) does not fork over p,
also ¢(Z;b) A (Z;¢) does not fork over p. =

We will use some facts about the completion of partially ordered sets to
boolean algebras. In particular, we need to recall the following notion. A
partially ordered set (P, <) is separative if for every p,q € P such that p £ ¢
there exists r € P with r £ g and p £ r.

Fact 4.5. If (P, <) is separative, there exists a unique complete boolean
algebra B containing P such that

(1) The order of B extends that of P;
(2) P is dense in B.

For the proof, see Lemma 17.2 in Thomas Jech’s book [Je].

Notice that since the W (p, A) is in general not closed under conjunctions,
the partially ordered set W (p, A) is not separative. However, the following
fact (Lemma 17.3 of [Je]) allows us to circumvent this difficulty.

Fact 4.6. Let (P, <p) be an arbitrary partially ordered set. Then there exist
a unique separative partially ordered set (Q,<q) and a function h: P — Q
such that

(1) h[P] is dense in Q;
(2) If p <p g, then h(p) <q h(q);
(8) p and q are compatible in P if and only if h(p) and h(q) are compatible

m Q.
JFrom Facts 4.5 and 4.6 one gets:

Corollary 4.7. Let C C A be sets and p € S(C). Then there exist a unique
complete boolean algebra By, 4 and a function e,: W(p, A) — By, a4 such that

(1) If o(;b) F 9(z;0), then ep(¥) <p, , ep();
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(2) The formulas ¢(%;b) and (Z;¢) are compatible in W(p, A) if and
only if in By A

ep(0(;)) - ep(¥(;2)) # 0;
(3) The image of W (p, A) under ey is dense in By, 4.

In [Sh 80], Shelah introduced a generalization of Martin’s Axiom that con-
sistently holds above the continuum. He denotes that principle by (Axou).
The tradeoff is that the countable chain condition is replaced by stronger
requirements, namely,

- The forcing notion is complete, and
- The forcing conditions are essentially compatible on a club.

For a more complete description see [Sh 80]. The proof is a variant of
the traditional finite support iteration used to show that the consistency
of ZFC+GCH implies the consistency of ZFC+—-CH + MA.

In [Sh93] Shelah claims that if the ground model satisfies GCH, then for a
class of regular cardinalities R (such that for every p € R the next element
of R is much larger than u) there exists a generic extension preserving
cardinals and cofinalities such that

(1) (Axou) holds;

(2) 2# >> pt and pu=<F = p, for every cardinal p € R.
The construction is by class forcing.

Recall that a boolean algebra is said to have the u-chain condition if the
size of every antichain is less than pu.

Rather than stating (Axgu) specifically, we will quote as a fact the only
consequence of it that we will use. The enthusiastic reader can find a com-
plete proof of the following in Lemma 4.13 of [Sh93].

Fact 4.8. Suppose (Axou) and p~* = u holds. Let B be a boolean algebra
of cardinality less than 2" satisfying the u-chain condition. Then B — {0}
is the union of u ultrafilters.

Corollary 4.7 will be used together with Fact 4.8 to find k-saturated ele-
mentary extensions of models of a simple theory.

In order to apply Fact 4.8 we need to show that for C C A and p € S(C),
the boolean algebra B, 4 has the p*-chain condition. Notice that, below, u
is independent of A and depends only on |C| + |T.

Shelah [Sh93] had characterized simplicity in terms of a bound on the
number of pairwise inconsistent types of size u over a set of cardinality
A. Casanovas [Ca] extended this and characterized supersimplicity. In [Le]
the third author used an extension of the chain condition to improve those
bounds and characterize not only simplicity, but also x(7"): If a theory T is
simple then the number of pairwise inconsistent types of size u over a set of
cardinality A is at most A<*(T) 4 2#+IT|  Conversely, the existence of such
a bound (for a given cardinal x instead of x(7")) implies that the theory
is simple and k(T) < k. Furthermore, similarly to [KP1], it is shown in
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[Le] that a theory is simple if and only if it has a dependence relation satis-
fying Invariance, Finite Character, Extension, Local Character, Symmetry,
Transitivity, and the Chain Condition.

Theorem 4.9 (Shelah 1998). Let T' be simple. For every C, A such that
C C A and every p € S(C) the partially ordered set W(p, A) has the
(2THICY* _chain condition.

Proof. Let A = (2ITHCN+ and fix {@;(Z;a;) | i < A} € W(p, A). We will
show that { v;(Z;a;) | ¢ < A} is not an antichain by finding ¢ < j < X such
that
pU{¢i(Z;a;),p(Z;a;) } does not fork over C.

To this end, choose (M; | i < A) an increasing, continuous chain of models
such that:

(1) € C Mo;

(2) a; € My, for @ < )\

(3) 1M = 2IT1HIC for i < A;
Consider the following stationary subset of A.

S:={5<\|cfds=|T|"}.
Define a function f: S — A by
f(6) := min{ j | tp(as/Mj;) does not fork over M; }.

Since T is simple, for every § € S there exists B C Mj of cardinality at
most |T'| such that tp(as/Ms) does not fork over B. Since cf § = |T'|*, there
is j < ¢ such that B C M;. This shows that f(§) < ¢ for every § € S.
Hence, by Fodor’s Lemma ([Je|, Theorem 1.7.22), there exists a stationary
S* C S and a fixed j < A such that tp(as/M;) does not fork over M, for
every § € S*. Without loss of generality, we may assume that S* = A and
=0, 7.e.,

tp(a;/M;) does not fork over My, for every i < A.

By simplicity (see Theorem 3.6), for every ¢ < A there exists N; < My
of cardinality |C| + |T'| such that N; contains C and tp(a;/M;) does not
fork over N;. But, there are at most 2/€I71T1 subsets of My of cardinality
|C|+4|T'|. Hence, by the pigeonhole principle, there exists a subset S* C \ of
cardinality A and a model N < My of cardinality |C|+|T| such that N; = N
for every i € S*. Without loss of generality, we may assume that S* = A,
i.e.,

(*) tp(a;/M;) does not fork over N, for every i < .

Now, p U ¢;(7;a;) does not fork over C' by definition. Hence, by Extension,
we can find ¢; € S(Na;) extending p U ;(Z; a;) such that

(**) ¢i does not fork over C, for every i < A.
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But, [S(N)| < 2lCIHITI 5o, by the pigeonhole principle again, there exists a
subset S* C )\ of cardinality A and a type ¢ € S(N) such that ¢; | N = ¢ for
every ¢ € S*. Without loss of generality, we may assume that S* = A, i.e.,

g | N=gq, foreveryi<A\.
Thus, by the choice of ¢;,

(***)
q U pi(Z;a;) is a nonforking extension of g € S(N), for every i < A.

Now, fix i < j < A. Recall that a; € M; (by (2)) and N < N;. Therefore,
by (*) and Monotonicity, we conclude that

(1) tp(a;/Na;) does not fork over N.

But now, the Independence Theorem (Theorem 2.11) applied to (***) and
(t) shows that

(1) qU{vi(z;a;),p;(Z;a;) } does not fork over N.
By (**), (1) and Transitivity,
qU{pi(Z;a;),¢j(Z;a;) } does not fork over C.
Thus, pU { ¢;i(Z;a;), ¢;(Z;a;) } does not fork over C' by Monotonicity.

Corollary 4.10. Let T be simple. Let C C A and p € S(C). Then the
boolean algebra By 4 has the (2THIC)* _chain condition.

Proof. By Theorem 4.9 and Corollary 4.7. .
The following facts are fairly well-known.

Fact 4.11. Let \ and k be infinite cardinals.
(1) Let X > 2Tl If x< = X, then (\, k) € SP(T).
(2) Let X > 2T1. If XX > X, then (\,\) € SP(T) if and only if T is
stable in A.

(1) Holds just by the standard construction of saturated model using only
cardinal arithmetic (without assumptions on the theory T'), see Theorem
1.1.7(2) of [Sha]. Victor Harnik in [Ha] have shown that if 7" is stable in A
then it has a saturated model of cardinality A (this result is reproduced as
Theorem II1.3.12 in [Sha]). The argument can be used to show that when
T is stable in A then (A, k) € SP(T) for all k < A, and that the case A = k is
completely understood. The other implication in (2) follows from Theorem
VIIL.4.7 of [Sha].

Observe that (1) below implies that the problem of characterizing when
(A, k) € SP(T) is open only when A<® > A. (2) implies that the problem of
characterizing the pairs (A, k) such that (A, k) € SP(T) is interesting only
for k < A with A<® > X and T unstable. Observe also that (A, k) € SP(T)
implies A > |D(T")|.
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We now proceed to the proof of the main theorem. We will first prove
three simple propositions. The reader may want to skip to Theorem 4.16
below before reading the proofs of Propositions 4.12, 4.14, and 4.15.

Proposition 4.12. Let A\ > k. Then (A\,k) € SP(T) if and only if the
following property holds.

(#): For every set A of cardinality \ there exists S C S(A)
of cardinality A such that every type over a subset of A of
cardinality less than k has an extension in S.

Proof. Sufficiency is clear. To prove necessity, let M be a model of car-
dinality A and construct an increasing and continuous sequence of models
(M; | i < k™), such that

(1) Mo = M;

(2) || M) = A, for every @ < kT

(3) M, realizes every type over subsets of M; of cardinality less than k.
We let N = J; it M;. Then N is a k-saturated extension of M of cardi-
nality A. —

Remark 4.13. Proposition 4.12 can be regarded as a statement about the
boolean algebras By, 4 as follows. Let p € S(C) and suppose ¢ € S(A)
extends p and does not fork over C. Then, ¢ C W(p, A) C By 4, and ¢ has
the finite intersection property. Conversely, if F' C B, 4 is an ultrafilter,
then the set of formulas

qr = { p(z,a) € W(p, A) | There exists e € F' with p(z,a) <e}
is a complete type extending p which does not fork over C.

Proposition 4.14. Suppose that T is simple, and let A and k be cardinals
such that A,k > Kk(T) and X<*T) = X\ > |D(T)|. Then (\, k) € SP(T) if the
following property holds.

(#®): For every set A of cardinality \ and every complete
type p over a subset of A of cardinality less than w(T) the
boolean algebra Bj, o contains a family D, o of cardinality
A of ultrafilters of Bp a, such that every subset of By a of
cardinality less than k with the finite intersection property
can be extended to an ultrafilter in D, 4.

Proof. We show that Condition (44) implies Condition (4) of Proposi-
tion 4.12. Since A<¥(T) = X, there are only X subsets of A of cardinality
k(T). Since A > |D(T')|, there are at most A complete types over every of

these subsets. Therefore there are only A boolean algebras of the formB,, 4.
Thus,

(1) ’ U @p,A‘ =\
p,A
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Now let S C S(A) be the set of types of the form
gr ={ p(z,a) € W(p, A) | There exists e € F' with ¢(z,a) <e},

where F' € |J, 4 Dp 4. We claim that S satisfies Condition (¢). By (1), S
has cardinality A. Now, let ¢ be a type over a subset of A of cardinality less
than k. Then, ¢ does not fork over a subset C of A of cardinality less than
k(T). Let p=¢q | C. Thus, ¢ is a subset of W (p, A) of cardinality less than
k with the finite intersection property, so by (#4), there exists an ultrafilter
F in D, 4 extending g. This implies that ¢r extends ¢, as required. -

Proposition 4.15. Suppose that . = p~%. Let B be a boolean algebra.
Assume that there exists a family § of cardinality p of ultrafilters of B such
that B — {0} = US. Then, there exists a family of ultrafilter © of B of
cardinality p satisfying the following property.

(0448): Every subset of B of cardinality less than k with the

finite intersection property can be extended to an ultrafilter

mD.

Proof. Let § be as in the hypothesis. Let us write § = {F; | i < pn}. To
construct D, let us consider for every x < x the family I, of finite subsets
of x, and for o < k let I, (a) be the set {t € I, | a € t}. Notice that
{I(a) | @ < K} is closed under finite intersections, so we can pick an
ultrafilter E, C P(I,) extending { I (o) | o < K }.

Given x < k and a function f : I, — p, define Dy C B as follows:

a€ Dy ifandonlyif {t€l, |a€ Fy} € Ey.

We prove that Dy is an ultrafilter of B.

Given a € B, let S, = {t € I, | a € Fy(;) }. We show that Dy is upwardly
closed. Suppose that a € Dy and b > a is in B. Since Fy) is a filter,
a € Fyyy and a < b, imply b € Fyy. Thus, S, C Sp. But Ey is a filter, so
Sa € E, implies S, € E,. Therefore, b € Dy.

Dy is also closed under A. Suppose a,b € Dy. Then S,,S, € Ey, so
SaNSp € Ey since By is a filter. But, a,b € Fy;), implies a Ab € Fy;) since
Fyy) is a filter. Hence, S, N Sp C Saap and Saap € Ey, since By is a filter.
Thus, a Ab € Dy.

Now we show that Dy is maximal: Suppose a € B— Dy. By the definition
of S, and since E, is an ultrafilter, we have S, ¢ E,. Therefore, we must
have {t € I | a & Fy4) } € Ey. Since Fy is an ultrafilter, we must have
S1—q € Ey, that is, 1 —a € Dy.

Thus, Dy is an ultrafilter. Define

@::{Df|x</£, f:IX—>'u}.
Notice that [D| < k-3, _, X < u<" = p. It remains to show that ©

satisfies (¢ 44).
Suppose that D := {a; | i < x < K} C B has the finite intersection

property. For every t € I, let a; := /\jet aj. Then a; # 0. Let f: I, — p be
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defined by

f@):=min{i < p|a € F; }.
(Our assumption on on § guarantees that fis well-defined.) We now check
that D C Dy. Take a; € D. Then a; > at, for t € I,(i). But a; € Fy(,) by
the definition of f, so a; € Fy() since Fyy) is a filter. We have shown that

L(i) C{teIy|a; € Fpy }-
But I, (i) € E, and E, is a filter, so

{tel|a; € Fpy } € By

Hence, a; € Dy. =

We can now prove the theorem.

Theorem 4.16. Let T be simple. Let A\ = M1 > k > |D(T)| and suppose
that there exists pn > 2171 such that (Axou) holds and p = p<H < X < 2~
Then (X, k) € SP(T).

Proof. By Theorem 3.6 x(T) < |T|", so the assumption on ), guarantees
that A<f(T) = X\. Therefore, by Proposition 4.14 it suffices to show that
given A of cardinality A\, C' C A of cardinality x(T) and p € S(C) there
is a family of ultrafilters satisfying Condition (¢4) of Proposition 4.14. By
Proposition 4.15, it suffices to show that for any boolean algebra B, 4 and
any subalgebra B 4 < By 4 of cardinality A containing W (p, A) there exists
a family of ultraﬁlters § of B, 4 of cardinality p such that B, , —{0} =USF.

Since T' is simple, the boolean algebra B, 4 satisfies the (2|C‘+|T|) -chain

condition by Corollary 4.7. Since |C] < \T] B, 4l = A <2 and p > 2ITl,
the algebra B/ 5.4 satisfies the pi-chain condltlon But, since |W(p, A)| = A,
Fact 4.8 1mphes the existence of a family of ultrafilters § as desired. -

APPENDIX A. A BETTER BOUND FOR THEOREM 1.13

Theorem 1.13 had a crucial role in producing Morley sequences. In this
Appendix we improve the bound on the length of the sequence in the hy-
pothesis of the theorem. This also improves Shelah’s result from [Sh93].

We find it interesting to note that potentially there is here an interest-
ing issue for Friedman’s reverse mathematics: While all the classical re-
sults about the main dichotomies (stability, superstability, dop, otop, in-
dependence property etc) depend on the existence of very small cardinals.
Namely, all the theory can be developed inside the structure (H(x), €) for
x = (32(|T]))™. It seems to be strange that a basic fact like existence of a
Morley sequence requires existence of relatively large cardinals like :(2|T\)+.
We think that in either case an answer to the following question is interest-
ing.

Question A.1. Is it possible to carry out the arguments of the first 3 sec-
tions in (H(x), €) for x = (D2(|T]))* 2
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Notice that the question is a distant relative of Problem 2.20 from Shelah’s
list of open problems ([Sh 702]).

Below is an attempt to make progress on this question. We do manage
to lower much (in some cases) the bound 3(2|T\)+ but we are still very far
from being able to answer the above question.

Given a first order complete theory 7" and a set I' of (not necessarily
complete) types over the empty set, we let

EC(T,T) ={ M =T | M omits every type in I }.
For a cardinal A, the ordinal §()) is defined as the least ordinal ¢ such
that for any 7" and I' and M, if
F (P, <) is a linear order,
M € EC(T,T), and
(PM <M) has order type at least 6,
then there exists N € EC(T,T), such that (P, <¥) is not well-ordered.

Theorem A.2. Let T be any theory. For every (a; | i < Jsqry)) there
exists an sequence of indiscernibles (b, | n < w) with the following property:
for every n < w there are ig < --- < ip_1 satisfying

tp(bo, e ,bnfl/w) = tp(aio, ceey ainfl/Q).

Theorem A.2 is an improvement of Theorem 1.13. We prove below that
5(IT)) < (27h*. Furthermore, when T is countable or |T| is a singular
strong limit of countable cofinality, then 6(|7'|) < |T|* (Theorem VII 5.5(5)
of [Sha]).

The following theorem is well-known. E.g. see Theorem 11.5.1 in Wilfrid
Hodges’s book[Ho].

Theorem A.3. Let P be a unary predicate and < a binary predicate in
L(T) such that

T F “< is a linear order on P”.
Suppose M € EC(T,T') with PM = {a; : i < (2T} is such that
M Ea;<aj ifandonlyif i<j< (2Th+,
Then there exists N € EC(T,T) such that P is not well-ordered by <™.
Corollary A.4. 6(|T|) < (27h)+.

We could not find a proof of Theorem A.2 in the literature, so we have
included a complete proof here:

Proof. Let I = (a; | i < Jsp)) ). We define the following functions:

- For every n < w, functions f,: [Js(r]" — D(T') given by

fn(ZOa" Zn 1) tp(aloa" aln 1/®)
- A b1Ject10n g: Js(ry) — I, defined by g(i) = a
- A bijection h: D(T) — k, where k = |D(T)|;
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Let x be a regular cardinal large enough so that H(y) contains L(T),
D(T), I, Dg(m) and the functions f,, g and h as subsets. Assume in addition
that H(x) “knows” the Erdés-Rado Theorem; more precisely:

H(x) F 3a(3a) — (3DE Ya € §(T])Vn € w.

Next, choose new predicates J, D, A, p; new constants x and ¢ for every
¢ € L(T); and new function symbols f, for every n € w, g,h, and b. Now
form the following expansion of H ().

V= <H(X)7 €,J, D, A p, K, fny g, b, b:‘P>g06L(T),nEwa

where JV = I, DV = D(T), \V = Jsqr))s pV =@t Y = ., ¢V =g,
Y =h, b(a)V =1,, KV =k, and ¢V = ¢ for ¢ € L(T).
Let T* = Th(V). Then T™ contains the following sentences (written
informally for readability):
I =X
Dl =k <
“Vaepbla+n+1)— (b(a)), for every n € w;
We define a set of types I' in the language of T™ as follows:
(*) I':={peS®) | noa e I realizes p }.

Then V € EC(T*,T) and " > §(|T|), so by CorollaryA.4, there is V' €
EC(T*,T) such that p"" is not well-ordered. Let {a, | n < w} C p"”
witness this. We may assume that V' = a,, > ape1 +n+ 1.

We now construct sets X, C AV for n < w such that

(1) V' E |X,] > blay,) for every n < w;

(2) 14 ): fn(g(i())a s >g(in—1)) = fn(g(jﬁ)a s 7g(jn—1))a

forig <---<ip—1€ X, and jo <+ < Jpo1 € Xy

The construction is by induction on n. Let Xo = AV’ and clearly V' =
| Xo| > b(av) since V' = b(ap) € .

Having constructed X,,, notice the following.

() V' = [Xa] > blo):

(ii) V' = c: [Xn]"H — D, with c(io, ..., in) := far1(g(i0), .., 9(in));
(i) V' |= D] = 5
() V' = blan) — (b(ans)) .

Then (iv) applied to (1) and (2) implies that there is X,,+1 C X,, such
that
V' = | Xnt1| = b(an+1) monochromatic with respect to ¢, so X141 is as
required.

Since every ¢ € L has a name in L(T™), there are p, € D(T) for n € w
such that tp(g(ig), ..., g(in)/0) = p, for
Qjq = g(io), ey Q4 4 = g(in—l) S JV/, and ig < - < ip_1 € Xp.

Now let { ¢, | n < w} constants not in L(T*) and let 77 be the union of
the following set of sentences:

ST
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- pnlcoy ..., Cn_1), for every n < m;

- g(en) < glem), for every n < m;

- p(co, .-y Cn-1) < ©(Cigy- -, Ci,_,), whenever p € L(T), ig < ...ip—1,

and n < w.
Then T is consistent: for every finite subset of T7 use g(X,,) to realize the
cL’s.
Let Ny = T1 and b, = ¢}t for every n € w. Certainly {b, | n < w}

is indiscernible (in L(T")). Now we show that for every n < w there exist
io << Zlnfl < :(Z\T\)J,_ such that

tp(aiov cee 7ain71/®) = Dn-
But by construction, there are jo < --- < jp—1 such that

an = tPr(r+)(9(jo), - - -+ 9(Jn-1)/0) = pn.
Hence, {z; € J } € ¢, for every i < n, and since { J, g, € } C L(T™), we have

{9(xo) < g(w1),...,9(xn—2) < g(xn-1)} € ¢n

But since V' € EC(T*,T'), we must have ¢, ¢ I'. Thus, by (*), there are
Qig, - - - G4, in I realizing gp. =

APPENDIX B. HisTORICAL NOTES

Introduction: Important progress toward a solution of Los’ conjecture
was made by Frank Rowbottom who in 1964 introduced the notion
of A-stability (see [Ro]) and J. P. Ressayre in [Re]. Shelah’s 1970
proof of Los’ conjecture never appeared in print. A “simplified” was
published in 1974 in [Sh31]. Another proof (which is more conceptual
but uses deeper machinery) appeared in 1978 in [Sha).

Although Baldwin’s book [Ba] was published in 1988, early versions
of it circulated since 1980 and had significant influence on several
publications with earlier publication dates.

We have learned from Baldwin that a preliminary version of [Sh93]
was titled “Treeless unstable theories”.

Section 1: The concept of Definition 1.7 was introduced in [Sha] and [Sh93],

where it is called indiscernible based on (A, B). However, since the
name “Morley sequence” has become standard since the 1970’s (see[Sa]
and [Po]), we have departed from Shelah at this point.

We do not know of any complete proof of Theorem 1.13 in print.
It is stated as Lemma 6.3 in [Sh93] and used heavily in the proof of
Claim 6.4, the precursor of Kim’s proof. The scant proof of Theo-
rem 1.13 offered in [Sh93] contains the line “by the method Morley
proved his omitting types theorem”.

Section 2: The equivalence between forking and dividing for stable the-
ories was discovered by Baldwin and Shelah in 1977 while discussing
a preliminary version of [Sh93]. It appears in print for the first time
as Exercise II1.4.15 in [Sha).
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The characterization of dividing through Morley sequences (Theo-
rem 2.4), the equivalence between forking and dividing (Theorem 2.5),
the Symmetry and Transitivity properties of forking in simple theo-
ries, and Corollary 2.10 are due to Kim [Ki]. The proof we present
of Theorem 2.4 is from Buechler and Lessmann [BuLe], where this
is done in an infinitary context. The argument for the equivalence
between forking and dividing is new and is due to Shelah in a private
communication.

The Symmetry property for strongly minimal sets was discovered
by William Marsh [Mar| and used by Baldwin and Lachlan in [BaLa].
Lascar discovered the Symmetry property for superstable theories [Lal,
La2]. Independently, Shelah generalized it to stable theories. The im-
plication (1) = (2) of Theorem 3.21 is from [KP1]|. This theorem is
an analog of Shelah’s characterization of non-forking extension via
local rank for stable theories (see Theorem II1.4.1 of [Sha]).

The Independence Theorem 2.11 for simple theories is due to Kim
and Pillay [KP1] and is a generalization of a result of Hrushovski and
Pillay about S1-structures ((i)=-(ii) in Lemma 5.22 of [HP1]).

Section 3: Our D[p, A, k] is Shelah’s D™[p, A, Ny, k] in [Sh93]. All the
material in this section is due to Shelah and is taken from [Sh93| and
Chapter III of [Sha], where the facts are often stated without proof.
Occasionally, we have chosen more modern language. The implication
(2) = (1) of the characterization of forking in terms of a drop in the
rank (Theorem 3.21) is due to Shelah. The direction (1) = (2) of is
from Kim and Pillay [KP1].

Section 4: The boolean algebra introduced here is different than that
in [Sh93] it is a variation of that in [Sh93]; we have replaced weak
dividing with forking. The proof that this boolean algebra satisfies
the chain condition is not from [Sh93] it was communicated to us by
Shelah 1998.

Appendix A: The theorems and the proofs are new and based on the
approach of Barwise and Kunen [BaKu] for computing Hanf numbers.
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