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If T were to tell you

1 3 4
“Let S = span 21,110,112 I
3 1 4

you might stop me and tell me I've been inefficient; for I didn’t have to go through the

tedious process of typing (%), since

1 3 4 1 3
span 21,10].,(2 = span 21,10
3 1 4 3 1

Now that I'm tired from all that typing, and embarrassed to boot for missing the above,
I’d like to find a consistent way of avoiding this situation. Indeed, since the third vector
above is the sum of the first two, it’s not too hard to see that I don’t need it when taking
the span; but what’s to say I can’t drop one of the first two as well? The following
definition will help in solving this problem.

Definition. A set X C R" of vectors is called linearly independent if for all distinct
T1,..., 0 € X and Ay, ..., A\p € R} if

)\1$l++)\kxk:0
then Ay =--- =X, = 0.

Ezxample. Let’s check that

1\ /3
x=<{[2],[o
3/ \1

is linearly independent. Call the two vectors above x and y. Then if A\, u € R satisfy

A+ py =0
1



we must have

A+3u=0
2\ =0
3N+ pu=0
This easily shows A = pu = 0.
In general we have
Lemma 1. Let ay,...,a, € R™ be distinct vectors. Then the set {ay,...,a,} is linearly

independent if and only if the only solution to Ax = 0 is the zero vector, where A is the
m X n matriz with columns ay, ..., a,.

Proof. Both directions follow from the fact that
A
Al | = Mar+- -+ ay
An

Theorem 1. Let X C R"™. Then the following are equivalent;

(1) X is linearly independent.
(2) For all x € X, span(X \ {z}) # span(X).

[If A and B are sets, then A\ B = {a|a€ ANa & B}. So X \ {z} is just X with
x removed.] The second condition says exactly what I wanted above; that I can’t get
away with writing down less vectors when describing the span. The first condition, linear
independence, will be easier to check (and have uses in other situations, as well). Before
we prove this theorem we need to prove a lemma about spans.

Lemma 2. Let X CR"™ and let x € X be given. Then span(X \ {z}) = span(X) if and
only if x € span(X \ {z}).

Proof. Suppose span(X \ {z}) = span(X). Since z € X, and X C span(X), it follows
that © € span(X \ {z}).

Now suppose x € span(X \{z}). Then there are y,...,yr € X\{z} and \,..., Ay € R
such that
T =My + -+ A
We'd like to show span(X) C span(X \ {z}) (the other inclusion is obvious). So let
v € span(X) be given. Then there are 2z;...,2, € X and pq,...,pue € R such that
v =121 + - -+ + peze. By relabeling things, we may assume that zi,...,z, # x and

V=0or+ (121t Weze



Then
U= QA A @AYk a2y e ez
and hence v € span(X \ {z}) since none of the y’s or the z’s is equal to x. O

Proof of Theorem 1. Suppose X is linearly independent. Let z € X be given and assume
for sake of contradiction that span(X \ {z}) = span(X). By the Lemma above, = €
span(X \ {z}). Hence there are y; ...,y € X \ {z} and A,..., \x € R such that

T = Myr e ARk
But then
My + -+ My + (D2 =0
and this contradicts linear independence since —1 # 0.
Now suppose that for all € X, span(X \ {z}) # span(X). Let z1,...,z; be distinct
members of X and A, ..., \r € R coefficients such that
Az + -+ Az =0

Suppose for sake of contradiction that for some i, A; # 0. Then we have

1
T = x(/\1$1 +o AT+ A @i + o+ AT
showing z; € span(X \ {z;}) (since the z;’s are distinct). Again by the above lemma,
span(X) = span(X \ {z;}), and we have a contradiction. O

We can go in another direction to prove another theorem.

Theorem 2. Let X C R" be a linearly independent set and let x € R™ be given. Then
X U{x} is linearly independent if and only if v ¢ span(X).



