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A1 There aren such sums. More precisely, there is exactly
one such sum withk terms for each ofk = 1, . . . , n
(and clearly no others). To see this, note that ifn =
a1 + a2 + · · ·+ ak with a1 ≤ a2 ≤ · · · ≤ ak ≤ a1 + 1,
then

ka1 = a1 + a1 + · · ·+ a1

≤ n ≤ a1 + (a1 + 1) + · · ·+ (a1 + 1)
= ka1 + k − 1.

However, there is a unique integera1 satisfying these
inequalities, namelya1 = bn/kc. Moreover, oncea1

is fixed, there arek different possibilities for the sum
a1 + a2 + · · · + ak: if i is the last integer such that
ai = a1, then the sum equalska1 + (i − 1). The pos-
sible values ofi are1, . . . , k, and exactly one of these
sums comes out equal ton, proving our claim.

Note: In summary, there is a unique partition ofn with
k terms that is “as equally spaced as possible”. One
can also obtain essentially the same construction induc-
tively: except for the all-ones sum, each partition ofn
is obtained by “augmenting” a unique partition ofn−1.

A2 First solution: Assume without loss of generality that
ai + bi > 0 for eachi (otherwise both sides of the de-
sired inequality are zero). Then the AM-GM inequality
gives (

a1 · · · an

(a1 + b1) · · · (an + bn)

)1/n

≤ 1
n

(
a1

a1 + b1
+ · · ·+ an

an + bn

)
,

and likewise with the roles ofa andb reversed. Adding
these two inequalities and clearing denominators yields
the desired result.

Second solution: Write the desired inequality in the
form

(a1+b1) · · · (an+bn) ≥ [(a1 · · · an)1/n+(b1 · · · bn)1/n]n,

expand both sides, and compare the terms on both
sides in which k of the terms are among the
ai. On the left, one has the product of eachk-
element subset of{1, . . . , n}; on the right, one has(
n
k

)
(a1 · · · an)k/n · · · (b1 . . . bn)(n−k)/n, which is pre-

cisely
(
n
k

)
times the geometric mean of the terms on

the left. Thus AM-GM shows that the terms under con-
sideration on the left exceed those on the right; adding
these inequalities over allk yields the desired result.

Third solution: Since both sides are continuous in each
ai, it is sufficient to prove the claim witha1, . . . , an all
positive (the general case follows by taking limits as
some of theai tend to zero). Putri = bi/ai; then the
given inequality is equivalent to

(1 + r1)1/n · · · (1 + rn)1/n ≥ 1 + (r1 · · · rn)1/n.

In terms of the function

f(x) = log(1 + ex)

and the quantitiessi = log ri, we can rewrite the de-
sired inequality as

1
n

(f(s1) + · · ·+ f(sn)) ≥ f

(
s1 + · · ·+ sn

n

)
.

This will follow from Jensen’s inequality if we can ver-
ify that f is a convex function; it is enough to check that
f ′′(x) > 0 for all x. In fact,

f ′(x) =
ex

1 + ex
= 1− 1

1 + ex

is an increasing function ofx, so f ′′(x) > 0 and
Jensen’s inequality thus yields the desired result. (As
long as theai are all positive, equality holds when
s1 = · · · = sn, i.e., when the vectors(a1, . . . , an) and
(b1, . . . , bn). Of course other equality cases crop up if
some of theai vanish, i.e., ifa1 = b1 = 0.)

Fourth solution: We apply induction onn, the case
n = 1 being evident. First we verify the auxiliary in-
equality

(an + bn)(cn + dn)n−1 ≥ (acn−1 + bdn−1)n

for a, b, c, d ≥ 0. The left side can be written as

ancn(n−1) + bndn(n−1)

+
n−1∑
i=1

(
n− 1

i

)
ancnidn(n−1−i)

+
n−1∑
i=1

(
n− 1
i− 1

)
bncn(n−i)dn(i−1).
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A1 By differentiating Pn(x)/(xk − 1)n+1, we find that
Pn+1(x) = (xk−1)P ′n(x)− (n+1)kxk−1Pn(x); sub-
stituting x = 1 yields Pn+1(1) = −(n + 1)kPn(1).
SinceP0(1) = 1, an easy induction givesPn(1) =
(−k)nn! for all n ≥ 0.

Note: one can also argue by expanding in Taylor series
around1. Namely, we have

1
xk − 1

=
1

k(x− 1) + · · ·
=

1
k

(x− 1)−1 + · · · ,

so

dn

dxn

1
xk − 1

=
(−1)nn!

k(x− 1)−n−1

and

Pn(x) = (xk − 1)n+1 dn

dxn

1
xk − 1

= (k(x− 1) + · · · )n+1(
(−1)nn!

k
(x− 1)−n−1 + · · ·

)
= (−k)nn! + · · · .

A2 Draw a great circle through two of the points. There are
two closed hemispheres with this great circle as bound-
ary, and each of the other three points lies in one of
them. By the pigeonhole principle, two of those three
points lie in the same hemisphere, and that hemisphere
thus contains four of the five given points.

Note: by a similar argument, one can prove that among
anyn+3 points on ann-dimensional sphere, somen+2
of them lie on a closed hemisphere. (One cannot get by
with only n+2 points: put them at the vertices of a reg-
ular simplex.) Namely, anyn of the points lie on a great
sphere, which forms the boundary of two hemispheres;
of the remaining three points, some two lie in the same
hemisphere.

A3 Note that each of the sets{1}, {2}, . . . , {n} has the
desired property. Moreover, for each setS with in-
teger averagem that does not containm, S ∪ {m}
also has averagem, while for each setT of more than
one element with integer averagem that containsm,
T \{m} also has averagem. Thus the subsets other than
{1}, {2}, . . . , {n} can be grouped in pairs, soTn −n is
even.

A4 (partly due to David Savitt) Player 0 wins with opti-
mal play. In fact, we prove that Player 1 cannot prevent
Player 0 from creating a row of all zeroes, a column of
all zeroes, or a2 × 2 submatrix of all zeroes. Each of
these forces the determinant of the matrix to be zero.

For i, j = 1, 2, 3, let Aij denote the position in rowi
and columnj. Without loss of generality, we may as-
sume that Player 1’s first move is atA11. Player 0 then
plays atA22: 1 ∗ ∗

∗ 0 ∗
∗ ∗ ∗


After Player 1’s second move, at least one ofA23 and
A32 remains vacant. Without loss of generality, assume
A23 remains vacant; Player 0 then plays there.

After Player 1’s third move, Player 0 wins by playing at
A21 if that position is unoccupied. So assume instead
that Player 1 has played there. Thus of Player 1’s three
moves so far, two are atA11 andA21. Hence fori equal
to one of 1 or 3, and forj equal to one of 2 or 3, the
following are both true:

(a) The2 × 2 submatrix formed by rows 2 andi and
by columns 2 and 3 contains two zeroes and two
empty positions.

(b) Columnj contains one zero and two empty posi-
tions.

Player 0 next plays atAij . To prevent a zero column,
Player 1 must play in columnj, upon which Player 0
completes the2× 2 submatrix in (a) for the win.

Note: one can also solve this problem directly by mak-
ing a tree of possible play sequences. This tree can be
considerably collapsed using symmetries: the symme-
try between rows and columns, the invariance of the
outcome under reordering of rows or columns, and the
fact that the scenario after a sequence of moves does
not depend on the order of the moves (sometimes called
“transposition invariance”).

Note (due to Paul Cheng): one can reduce Determi-
nant Tic-Tac-Toe to a variant of ordinary tic-tac-toe.
Namely, consider a tic-tac-toe grid labeled as follows:

A11 A22 A33

A23 A31 A12

A32 A13 A21
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A1 We change to cylindrical coordinates, i.e., we putr =
√

x2 + y2. Then the given inequality is equivalent to

r2 + z2 + 8 ≤ 6r,

or

(r − 3)2 + z2 ≤ 1.

This defines a solid of revolution (a solid torus); the
area being rotated is the disc(x − 3)2 + z2 ≤ 1 in
thexz-plane. By Pappus’s theorem, the volume of this
equals the area of this disc, which isπ, times the dis-
tance through which the center of mass is being rotated,
which is(2π)3. That is, the total volume is6π2.

A2 Suppose on the contrary that the setB of values of
n for which Bob has a winning strategy is finite; for
convenience, we includen = 0 in B, and writeB =
{b1, . . . , bm}. Then for every nonnegative integern not
in B, Alice must have some move on a heap ofn stones
leading to a position in which the second player wins.
That is, every nonnegative integer not inB can be writ-
ten asb+p−1 for someb ∈ B and some primep. How-
ever, there are numerous ways to show that this cannot
happen.

First solution: Let t be any integer bigger than all of
theb ∈ B. Then it is easy to write downt consecutive
composite integers, e.g.,(t+1)!+2, . . . , (t+1)!+t+1.
Taken = (t + 1)! + t; then for eachb ∈ B, n − b + 1
is one of the composite integers we just wrote down.

Second solution: Let p1, . . . , p2m be any prime num-
bers; then by the Chinese remainder theorem, there ex-
ists a positive integerx such that

x − b1 ≡ −1 (mod p1pm+1)

. . .

x − bn ≡ −1 (mod pmp2m).

For eachb ∈ B, the unique integerp such thatx =
b + p − 1 is divisible by at least two primes, and so
cannot itself be prime.

Third solution: (by Catalin Zara) Putb1 = 0, and take
n = (b2 − 1) · · · (bm − 1); thenn is composite because
3, 8 ∈ B, and for any nonzerob ∈ B, n − bi + 1 is
divisible by but not equal tobi − 1. (One could also
taken = b2 · · · bm − 1, so thatn− bi +1 is divisible by
bi.)

A3 We first observe that given any sequence of integers
x1, x2, . . . satisfying a recursion

xk = f(xk−1, . . . , xk−n) (k > n),

wheren is fixed andf is a fixed polynomial ofn vari-
ables with integer coefficients, for any positive integer
N , the sequence moduloN is eventually periodic. This
is simply because there are only finitely many possible
sequences ofn consecutive values moduloN , and once
such a sequence is repeated, every subsequent value is
repeated as well.

We next observe that if one can rewrite the same recur-
sion as

xk−n = g(xk−n+1, . . . , xk) (k > n),

whereg is also a polynomial with integer coefficients,
then the sequence extends uniquely to a doubly infinite
sequence. . . , x−1, x0, x1, . . . which is fully periodic
modulo anyN . That is the case in the situation at hand,
because we can rewrite the given recursion as

xk−2005 = xk+1 − xk.

It thus suffices to find 2005 consecutive terms divisible
by N in the doubly infinite sequence, for any fixedN
(so in particular forN = 2006). Running the recursion
backwards, we easily find

x1 = x0 = · · · = x−2004 = 1

x−2005 = · · · = x−4009 = 0,

yielding the desired result.

A4 First solution: By the linearity of expectation, the av-
erage number of local maxima is equal to the sum of
the probability of having a local maximum atk over
k = 1, . . . , n. Fork = 1, this probability is 1/2: given
the pair{π(1), π(2)}, it is equally likely thatπ(1) or
π(2) is bigger. Similarly, fork = n, the probability is
1/2. For1 < k < n, the probability is 1/3: given the
pair{π(k− 1), π(k), π(k + 1)}, it is equally likely that
any of the three is the largest. Thus the average number
of local maxima is

2 · 1

2
+ (n − 2) · 1

3
=

n + 1

3
.

Second solution: Another way to apply the linear-
ity of expectation is to compute the probability that
i ∈ {1, . . . , n} occurs as a local maximum. The most
efficient way to do this is to imagine the permutation as
consisting of the symbols1, . . . , n, ∗ written in a circle
in some order. The numberi occurs as a local maxi-
mum if the two symbols it is adjacent to both belong to
the set{∗, 1, . . . , i−1}. There arei(i−1) pairs of such
symbols andn(n−1) pairs in total, so the probability of



2

i occurring as a local maximum isi(i− 1)/(n(n− 1)),
and the average number of local maxima is

n
∑

i=1

i(i − 1)

n(n − 1)
=

2

n(n − 1)

n
∑

i=1

(

i

2

)

=
2

n(n − 1)

(

n + 1

3

)

=
n + 1

3
.

One can obtain a similar (if slightly more intricate) so-
lution inductively, by removing the known local maxi-
mumn and splitting into two shorter sequences.

Remark: The usual term for a local maximum in this
sense is apeak. The complete distribution for the num-
ber of peaks is known; Richard Stanley suggests the ref-
erence: F. N. David and D. E. Barton,Combinatorial
Chance, Hafner, New York, 1962, p. 162 and subse-
quent.

A5 Since the desired expression involves symmetric func-
tions of a1, . . . , an, we start by finding a polynomial
with a1, . . . , an as roots. Note that

1 ± i tan θ = e±iθ sec θ

so that

1 + i tan θ = e2iθ(1 − i tan θ).

Consequently, if we putω = e2inθ, then the polynomial

Qn(x) = (1 + ix)n − ω(1 − ix)n

has among its rootsa1, . . . , an. Since these are distinct
andQn has degreen, these must be exactly the roots.

If we write

Qn(x) = cnxn + · · · + c1x + c0,

then a1 + · · · + an = −cn−1/cn and a1 · · · an =
−c0/cn, so the ratio we are seeking iscn−1/c0. By
inspection,

cn−1 = nin−1 − ωn(−i)n−1 = nin−1(1 − ω)

c0 = 1 − ω

so

a1 + · · · + an

a1 · · ·an
=

{

n n ≡ 1 (mod 4)

−n n ≡ 3 (mod 4).

Remark: The same argument shows that the ratio be-
tween any twoodd elementary symmetric functions of
a1, . . . , an is independent ofθ.

A6 First solution: (by Daniel Kane) The probability is
1 − 35

12π2 . We start with some notation and simplifi-
cations. For simplicity, we assume without loss of gen-
erality that the circle has radius 1. LetE denote the

expected value of a random variable over all choices of
P, Q, R. Write [XY Z] for the area of triangleXY Z.

If P, Q, R, S are the four points, we may ignore the case
where three of them are collinear, as this occurs with
probability zero. Then the only way they can fail to
form the vertices of a convex quadrilateral is if one of
them lies inside the triangle formed by the other three.
There are four such configurations, depending on which
point lies inside the triangle, and they are mutually ex-
clusive. Hence the desired probability is 1 minus four
times the probability thatS lies inside trianglePQR.
That latter probability is simplyE([PQR]) divided by
the area of the disc.

Let O denote the center of the circle, and letP ′, Q′, R′

be the projections ofP, Q, R onto the circle fromO.
We can write

[PQR] = ±[OPQ] ± [OQR] ± [ORP ]

for a suitable choice of signs, determined as follows. If
the pointsP ′, Q′, R′ lie on no semicircle, then all of the
signs are positive. IfP ′, Q′, R′ lie on a semicircle in
that order andQ lies inside the triangleOPR, then the
sign on[OPR] is positive and the others are negative.
If P ′, Q′, R′ lie on a semicircle in that order andQ lies
outside the triangleOPR, then the sign on[OPR] is
negative and the others are positive.

We first calculate

E([OPQ] + [OQR] + [ORP ]) = 3E([OPQ]).

Write r1 = OP, r2 = OQ, θ = ∠POQ, so that

[OPQ] =
1

2
r1r2(sin θ).

The distribution ofr1 is given by2r1 on [0, 1] (e.g.,
by the change of variable formula to polar coordinates),
and similarly forr2. The distribution ofθ is uniform on
[0, π]. These three distributions are independent; hence

E([OPQ])

=
1

2

(∫ 1

0

2r2 dr

)2(
1

π

∫ π

0

sin(θ) dθ

)

=
4

9π
,

and

E([OPQ] + [OQR] + [ORP ]) =
4

3π
.

We now treat the case whereP ′, Q′, R′ lie on a semicir-
cle in that order. Putθ1 = ∠POQ andθ2 = ∠QOR;
then the distribution ofθ1, θ2 is uniform on the region

0 ≤ θ1, 0 ≤ θ2, θ1 + θ2 ≤ π.

In particular, the distribution onθ = θ1 + θ2 is 2θ
π2 on

[0, π]. PutrP = OP, rQ = OQ, rR = OR. Again, the
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Now substitute to eliminate evaluations ata/x:

f ′′(x) = −f ′(x)
x

+
f ′(x)2

f(x)
.

Clear denominators:

xf(x)f ′′(x) + f(x)f ′(x) = xf ′(x)2.

Divide through byf(x)2 and rearrange:

0 =
f ′(x)
f(x)

+
xf ′′(x)
f(x)

− xf ′(x)2

f(x)2
.

The right side is the derivative ofxf ′(x)/f(x), so that
quantity is constant. That is, for somed,

f ′(x)
f(x)

=
d

x
.

Integrating yieldsf(x) = cxd, as desired.

B4 First solution: Definef(m,n, k) as the number ofn-
tuples(x1, x2, . . . , xn) of integers such that|x1|+· · ·+
|xn| ≤ m and exactlyk of x1, . . . , xn are nonzero. To
choose such a tuple, we may choose thek nonzero posi-
tions, the signs of thosek numbers, and then an ordered
k-tuple of positive integers with sum≤ m. There are(
n
k

)
options for the first choice, and2k for the second.

As for the third, we have
(
m
k

)
options by a “stars and

bars” argument: depict thek-tuple by drawing a num-
ber of stars for each term, separated by bars, and adding
stars at the end to get a total ofm stars. Then each tu-
ple corresponds to placingk bars, each in a different
position behind one of them fixed stars.

We conclude that

f(m,n, k) = 2k

(
m

k

)(
n

k

)
= f(n, m, k);

summing overk givesf(m,n) = f(n, m). (One may
also extract easily a bijective interpretation of the equal-
ity.)

Second solution:(by Greg Kuperberg) It will be con-
venient to extend the definition off(m,n) to m,n ≥ 0,
in which case we havef(0,m) = f(n, 0) = 1.

Let Sm,n be the set ofn-tuples(x1, . . . , xn) of inte-
gers such that|x1| + · · · + |xn| ≤ m. Then elements
of Sm,n can be classified into three types. Tuples with
|x1| + · · · + |xn| < m also belong toSm−1,n. Tuples
with |x1| + · · · + |xn| = m andxn ≥ 0 correspond
to elements ofSm,n−1 by droppingxn. Tuples with
|x1| + · · · + |xn| = m andxn < 0 correspond to ele-
ments ofSm−1,n−1 by droppingxn. It follows that

f(m,n)
= f(m− 1, n) + f(m,n− 1) + f(m− 1, n− 1),

so f satisfies a symmetric recurrence with symmetric
boundary conditionsf(0,m) = f(n, 0) = 1. Hencef
is symmetric.

Third solution: (by Greg Martin) As in the second so-
lution, it is convenient to allowf(m, 0) = f(0, n) = 1.
Define the generating function

G(x, y) =
∞∑

m=0

∞∑
n=0

f(m,n)xmyn.

As equalities of formal power series (or convergent se-
ries on, say, the region|x|, |y| < 1

3 ), we have

G(x, y) =
∑
m≥0

∑
n≥0

xmyn
∑

k1, ..., kn∈Z
|k1|+···+|kn|≤m

1

=
∑
n≥0

yn
∑

k1, ..., kn∈Z

∑
m≥|k1|+···+|kn|

xm

=
∑
n≥0

yn
∑

k1, ..., kn∈Z

x|k1|+···+|kn|

1− x

=
1

1− x

∑
n≥0

yn

(∑
k∈Z

x|k|
)n

=
1

1− x

∑
n≥0

yn

(
1 + x

1− x

)n

=
1

1− x
· 1
1− y(1 + x)/(1− x)

=
1

1− x− y − xy
.

SinceG(x, y) = G(y, x), it follows that f(m,n) =
f(n, m) for all m,n ≥ 0.

B5 First solution: Put Q = x2
1 + · · · + x2

n. SinceQ is
homogeneous,P is divisible byQ if and only if each of
the homogeneous components ofP is divisible byQ. It
is thus sufficient to solve the problem in caseP itself is
homogeneous, say of degreed.

Suppose that we have a factorizationP = QmR for
somem > 0, whereR is homogeneous of degreed and
not divisible byQ; note that the homogeneity implies
that

n∑
i=1

xi
∂R

∂xi
= dR.

Write∇2 as shorthand for∂
2

∂x2
1

+ · · ·+ ∂2

∂x2
n

; then

0 = ∇2P

= 2mnQm−1R + Qm∇2R + 2
n∑

i=1

2mxiQ
m−1 ∂R

∂xi

= Qm∇2R + (2mn + 4md)Qm−1R.

Sincem > 0, this forcesR to be divisible byQ, con-
tradiction.

Second solution:(by Noam Elkies) Retain notation as
in the first solution. LetPd be the set of homogeneous



If a − b = 0, then a = b = ±
√

2/2 and either
f = 2 + 3

√
2 > 6.24, or f = 2− 3

√
2 < −2.24.

If a = 0, then eitherb = −1 as discussed above, or
b = 1. In the latter case,f blows up as one approaches
this point, so there cannot be a global minimum there.

Finally, if ab− a− b = 0, then

a2b2 = (a + b)2 = 2ab + 1

and soab = 1±
√

2. The plus sign is impossible since
|ab| ≤ 1, soab = 1−

√
2 and

f(a, b) = ab +
1
ab

+ 1

= 1− 2
√

2 > −1.83.

This yields the smallest value of|f | in the list (and in-
deed no sign crossings are possible), so2

√
2− 1 is the

desired minimum of|f |.
Note: Instead of using the geometry of the graph off
to rule out sign crossings, one can verify explicitly that
f cannot take the value 0. In the first solution, note that
c + 2/(c − 1) = 0 impliesc2 − c + 2 = 0, which has
no real roots. In the second solution, we would have

a2b + ab2 + a + b = −1.

Squaring both sides and simplifying yields

2a3b3 + 5a2b2 + 4ab = 0,

whose only real root isab = 0. But the cases with
ab = 0 do not yieldf = 0, as verified above.

A4 We split into three cases. Note first that|A| ≥ |a|, by
applying the condition for largex.

Case 1:B2 − 4AC > 0. In this caseAx2 + Bx + C
has two distinct real rootsr1 andr2. The condition im-
plies thatax2 + bx + c also vanishes atr1 andr2, so
b2 − 4ac > 0. Now

B2 − 4AC = A2(r1 − r2)2

≥ a2(r1 − r2)2

= b2 − 4ac.

Case 2: B2 − 4AC ≤ 0 and b2 − 4ac ≤ 0. As-
sume without loss of generality thatA ≥ a > 0, and
that B = 0 (by shifting x). ThenAx2 + Bx + C ≥
ax2 + bx + c ≥ 0 for all x; in particular,C ≥ c ≥ 0.
Thus

4AC −B2 = 4AC

≥ 4ac

≥ 4ac− b2.

Alternate derivation (due to Robin Chapman): the el-
lipse Ax2 + Bxy + Cy2 = 1 is contained within the

ellipseax2 + bxy + cy2 = 1, and their respective en-
closed areas areπ/(4AC −B2) andπ/(4ac− b2).

Case 3: B2 − 4AC ≤ 0 and b2 − 4ac > 0. Since
Ax2 + Bx + C has a graph not crossing thex-axis, so
do (Ax2 + Bx + C)± (ax2 + bx + c). Thus

(B − b)2 − 4(A− a)(C − c) ≤ 0,

(B + b)2 − 4(A + a)(C + c) ≤ 0

and adding these together yields

2(B2 − 4AC) + 2(b2 − 4ac) ≤ 0.

Henceb2 − 4ac ≤ 4AC −B2, as desired.

A5 First solution: We represent a Dyckn-path by a se-
quencea1 · · · a2n, where eachai is either (1, 1) or
(1,−1).

Given an (n − 1)-path P = a1 · · · a2n−2, we
distinguish two cases. IfP has no returns
of even-length, then letf(P ) denote then-path
(1, 1)(1,−1)P . Otherwise, letaiai+1 · · · aj denote the
rightmost even-length return inP , and let f(P ) =
(1, 1)a1a2 · · · aj(1,−1)aj+1 · · · a2n−2. Thenf clearly
maps the set of Dyck(n − 1)-paths to the set of Dyck
n-paths having no even return.

We claim thatf is bijective; to see this, we simply
construct the inverse mapping. Given ann-pathP , let
R = aiai+1...aj denote the leftmost return inP , and
let g(P ) denote the path obtained by removinga1 and
aj from P . Then evidentlyf ◦ g andg ◦ f are identity
maps, proving the claim.

Second solution: (by Dan Bernstein) LetCn be the
number of Dyck paths of lengthn, let On be the num-
ber of Dyck paths whose final return has odd length,
and letXn be the number of Dyck paths with no return
of even length.

We first exhibit a recursion forOn; note thatO0 = 0.
Given a Dyckn-path whose final return has odd length,
split it just after its next-to-last return. For somek (pos-
sibly zero), this yields a Dyckk-path, an upstep, a Dyck
(n−k− 1)-path whose odd return has even length, and
a downstep. Thus forn ≥ 1,

On =
n−1∑
k=0

Ck(Cn−k−1 −On−k−1).

We next exhibit a similar recursion forXn; note that
X0 = 1. Given a Dyckn-path with no even return,
splitting as above yields for somek a Dyckk-path with
no even return, an upstep, a Dyck(n−k−1)-path whose
final return has even length, then a downstep. Thus for
n ≥ 1,

Xn =
n−1∑
k=0

Xk(Cn−k−1 −On−k−1).

3



To conclude, we verify thatXn = Cn−1 for n ≥ 1,
by induction onn. This is clear forn = 1 since
X1 = C0 = 1. Given Xk = Ck−1 for k < n, we
have

Xn =
n−1∑
k=0

Xk(Cn−k−1 −On−k−1)

= Cn−1 −On−1 +
n−1∑
k=1

Ck−1(Cn−k−1 −On−k−1)

= Cn−1 −On−1 + On−1

= Cn−1,

as desired.

Note: Since the problem only asked about theexistence
of a one-to-one correspondence, we believe that any
proof, bijective or not, that the two sets have the same
cardinality is an acceptable solution. (Indeed, it would
be highly unusual to insist on using or not using a spe-
cific proof technique!) The second solution above can
also be phrased in terms of generating functions. Also,
the Cn are well-known to equal the Catalan numbers

1
n+1

(
2n
n

)
; the problem at hand is part of a famous exer-

cise in Richard Stanley’sEnumerative Combinatorics,
Volume 1giving 66 combinatorial interpretations of the
Catalan numbers.

A6 First solution: Yes, such a partition is possible. To
achieve it, place each integer intoA if it has an even
number of 1s in its binary representation, and intoB
if it has an odd number. (One discovers this by simply
attempting to place the first few numbers by hand and
noticing the resulting pattern.)

To show thatrA(n) = rB(n), we exhibit a bijection be-
tween the pairs(a1, a2) of distinct elements ofA with
a1 + a2 = n and the pairs(b1, b2) of distinct elements
of B with b1 + b2 = n. Namely, given a pair(a1, a2)
with a1 + a2 = n, write both numbers in binary and
find the lowest-order place in which they differ (such a
place exists becausea1 6= a2). Change both numbers
in that place and call the resulting numbersb1, b2. Then
a1 + a2 = b1 + b2 = n, but the parity of the number of
1s inb1 is opposite that ofa1, and likewise betweenb2

anda2. This yields the desired bijection.

Second solution: (by Micah Smukler) Writeb(n) for
the number of 1s in the base 2 expansion ofn, and
f(n) = (−1)b(n). Then the desired partition can be
described asA = f−1(1) andB = f−1(−1). Since
f(2n) + f(2n + 1) = 0, we have

n∑
i=0

f(n) =

{
0 n odd
f(n) n even.

If p, q are both inA, thenf(p) + f(q) = 2; if p, q are
both inB, thenf(p)+f(q) = −2; if p, q are in different

sets, thenf(p) + f(q) = 0. In other words,

2(rA(n)− rB(n)) =
∑

p+q=n,p<q

(f(p) + f(q))

and it suffices to show that the sum on the right is always
zero. Ifn is odd, that sum is visibly

∑n
i=0 f(i) = 0. If

n is even, the sum equals(
n∑

i=0

f(i)

)
− f(n/2) = f(n)− f(n/2) = 0.

This yields the desired result.

Third solution: (by Dan Bernstein) Putf(x) =∑
n∈A xn and g(x) =

∑
n∈B xn; then the value of

rA(n) (resp.rB(n)) is the coefficient ofxn in f(x)2 −
f(x2) (resp.g(x)2−g(x2)). From the evident identities

1
1− x

= f(x) + g(x)

f(x) = f(x2) + xg(x2)

g(x) = g(x2) + xf(x2),

we have

f(x)− g(x) = f(x2)− g(x2) + xg(x2)− xf(x2)

= (1− x)(f(x2)− g(x2))

=
f(x2)− g(x2)
f(x) + g(x)

.

We deduce thatf(x)2− g(x)2 = f(x2)− g(x2), yield-
ing the desired equality.

Note: This partition is actually unique, up to inter-
changingA andB. More precisely, the condition that
0 ∈ A andrA(n) = rB(n) for n = 1, . . . ,m uniquely
determines the positions of0, . . . ,m. We see this by
induction onm: given the result form − 1, switching
the location ofm changesrA(m) by one and does not
changerB(m), so it is not possible for both positions to
work. Robin Chapman points out this problem is solved
in D.J. Newman’sAnalytic Number Theory(Springer,
1998); in that solution, one uses generating functions to
find the partition and establish its uniqueness, not just
verify it.

B1 No, there do not.

First solution: Suppose the contrary. By settingy =
−1, 0, 1 in succession, we see that the polynomials
1 − x + x2, 1, 1 + x + x2 are linear combinations of
a(x) andb(x). But these three polynomials are linearly
independent, so cannot all be written as linear combina-
tions of two other polynomials, contradiction.

Alternate formulation: the given equation expresses a
diagonal matrix with1, 1, 1 and zeroes on the diagonal,
which has rank 3, as the sum of two matrices of rank 1.
But the rank of a sum of matrices is at most the sum of
the ranks of the individual matrices.

4
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A5 First solution: First recall that any graph withn ver-
tices ande edges has at leastn − e connected com-
ponents (add each edge one at a time, and note that
it reduces the number of components by at most 1).
Now imagine the squares of the checkerboard as a
graph, whose vertices are connected if the correspond-
ing squares share a side and are the same color. LetA
be the number of edges in the graph, and letB be the
number of 4-cycles (formed by monochromatic2 × 2
squares). If we remove the bottom edge of each 4-cycle,
the resulting graph has the same number of connected
components as the original one; hence this number is at
least

mn−A + B.

By the linearity of expectation, the expected number of
connected components is at least

mn− E(A) + E(B).

Moreover, we may computeE(A) by summing over
the individual pairs of adjacent squares, and we may
computeE(B) by summing over the individual2 × 2
squares. Thus

E(A) =
1
2
(m(n− 1) + (m− 1)n),

E(B) =
1
8
(m− 1)(n− 1),

and so the expected number of components is at least

mn− 1
2
(m(n− 1) + (m− 1)n) +

1
8
(m− 1)(n− 1)

=
mn + 3m + 3n + 1

8
>

mn

8
.

Remark: A “dual” approach is to consider the graph
whose vertices are the corners of the squares of the
checkerboard, with two vertices joined if they are ad-
jacent and the edge between then does not separate two
squares of the same color. In this approach, the 4-cycles
become isolated vertices, and the bound on components
is replaced by a call to Euler’s formula relating the ver-
tices, edges and faces of a planar figure. (One must be
careful, however, to correctly handle faces which are
not simply connected.)

Second solution: (by Noam Elkies) Number the
squares of the checkerboard1, . . . ,mn by numbering
the first row from left to right, then the second row,
and so on. We prove by induction oni that if we just
consider the figure formed by the firsti squares, its
expected number of monochromatic components is at
leasti/8. For i = 1, this is clear.

Suppose thei-th square does not abut the left edge or
the top row of the board. Then we may divide into three
cases.

– With probability1/4, thei-th square is opposite in
color from the adjacent squares directly above and
to the left of it. In this case adding thei-th square
adds one component.

– With probability1/8, the i-th square is the same
in color as the adjacent squares directly above and
to the left of it, but opposite in color from its diag-
onal neighbor above and to the left. In this case,
adding thei-th square either removes a component
or leaves the number unchanged.

– In all other cases, the number of components re-
mains unchanged upon adding thei-th square.

Hence adding thei-th square increases the expected
number of components by1/4− 1/8 = 1/8.

If the i-th square does abut the left edge of the board,
the situation is even simpler: if thei-th square differs in
color from the square above it, one component is added,
otherwise the number does not change. Hence adding
the i-th square increases the expected number of com-
ponents by1/2; likewise if thei-th square abuts the top
edge of the board. Thus the expected number of com-
ponents is at leasti/8 by induction, as desired.

Remark: Some solvers attempted to consider adding
one row at a time, rather than one square; this must be
handled with great care, as it is possible that the num-
ber of components can drop rather precipitously upon
adding an entire row.

A6 By approximating each integral with a Riemann sum,
we may reduce to proving the discrete analogue: for
xij ∈ R for i, j = 1, . . . , n,

n
n∑

i=1

 n∑
j=1

xij

2

+ n
n∑

j=1

(
n∑

i=1

xij

)2

≤

 n∑
i=1

n∑
j=1

xij

2

+ n2
n∑

i=1

n∑
j=1

x2
ij .

The difference between the right side and the left side
is

1
4

n∑
i,j,k,l=1

(xij + xkl − xil − xkj)2,

which is evidently nonnegative. If you prefer not to dis-
cretize, you may rewrite the original inequality as∫ 1

0

∫ 1

0

∫ 1

0

∫ 1

0

F (x, y, z, w)2 dx dy dz dw ≥ 0

for

F (x, y, z, w) = f(x, y) + f(z, w)− f(x, w)− f(z, y).


