Math 127: Finite Cardinality

Mary Radcliffe

1 Basics

Now that we have an understanding of sets and functions, we can leverage those definitions to an un-
derstanding of size. In general, the question we will be considering is this: given a set S, how big is
it?

Definition 1. Given a nonempty set X, we say that X is finite if there exists some n € N for which there
exists a bijection f: {1,2,...,n} = X. The set {1,2,...,n} is denoted by [n]. If there exists a bijection
f:[n] = X, we say that X has cardinality or size n, and we write |X| = n. If X is not finite, then we say
that X is infinite. By convention, the empty set is presumed to be finite, and || = 0.

All this is to say: our definition of finiteness is based on an understanding of finiteness in the natural
numbers. Effectively, we declare that the following sets are finite:

0,{1},{1,2},{1,2,3},{1,2,3,4},{1,2,3,4,5}, ...

Then, if we have any different set, we say that it is finite if it corresponds, bijectively, to one of these.
Our notion of size is determined by the size of these sets, and the size of these sets is determined by their
largest elements.

Throughout these notes, we will give various theorems and shortcuts to determining the size of a finite
set. Fundamentally, though, it all comes back to bijections. This is particularly useful when, in the next
notes, we consider the size of infinite sets. Since it is difficult (nay, impossible!) to literally count the
number of things in an infinite set, we will use the idea of bijection to determine when things are the
“same” size.

Before we start developing theorems, let’s get some examples working with the definition of finite sets.

N

Example 1. Fix m € N. Let X,,, ={¢ € Q| 0< ¢ <1, and mq € Z}. Prove that X is finite, and
determine its cardinality.

Solution. To prove that X, is finite, by definition we need a natural number n chosen so that
we can construct a bijection from [n] to X,,. To figure out what n might be, let’s take a look at a
few examples of X,,.

When m =1 X, ={0,1}
When m = 2: Xm=1{0,11}

’» 9
When m = 3 : Xm:{O,%,%,l}
Whenm=4: X, ={0,%1 31}
So it appears that |X,,| should be m + 1. Indeed, this makes some mathematical sense also; if
mq € Z, then we should be able to think of ¢ with denominator m, so that the denominators cancel

out. The number of different rationals between 0 and 1 that have denominator m is certainly m+1.




Now, to formally prove that |X,,| = m + 1, we need to construct a bijection from [m + 1] to X,,.
Define f : [m + 1] — X,, by f(k) = &=L, Note that mf(k) = k — 1 € Z, and for all k € [m + 1],
0 < f(k) <1, so fis a well-defined function. We wish to establish that f is bijective.
Injectivity: Let k,j € [m + 1] with f(k) = f(j). Then % = %7 so clearly k = j. Therefore f
is injective.

Surjectivity: Let ¢ € X,,,. Then mq € Z; let kK = mgq, so q = % By definition of X,,, we
must have that 0 < k < m. Hence, 1 < k+1 < m+ 1, and hence kK + 1 € [m + 1]. Moreover,
flk+1) = % = £ — ¢. Therefore, f is surjective.

m
Since f is both injective and surjective, it is bijective, and thus X, is finite, with | X,,| =m+1. O

We note that here, we constructed a bijection explicitly to the set [m + 1], but that is not strictly
necessary. Indeed, we can get away with just constructing a bijection to another set, whose size we know.

Theorem 1. Let X andY be finite sets. Then |X| = |Y| if and only if there exists a bijection h : X =Y.

Indeed, this theorem can be taken as the definition of sets having equal cardinality, rather than the
definition being taken as having a bijection to [n]. This is helpful, as it allows us to compare the sizes of
various sets without having to directly construct bijections into [n], but just between each other.

Proof. [Proof of Theorem [I] Suppose that X and Y are finite sets with |X| = |Y| = n. Then there exist
bijections f : [n] — X and g : [n] — Y. Taking h = go f~!, we get a function from X to Y. Moreover, as
f~1 and g are bijections, their composition is a bijection (see homework) and hence we have a bijection
from X to Y as desired.

For the other direction, suppose that X and Y are finite sets, and that there exists a bijection h : X —
Y. Suppose that |Y| = n, so that there is a bijection g : [n] — Y. Then the function f = h=togis a
bijection from [n] to X, and hence | X| = n. O

The next theorem may seem a bit silly, but it is in fact quite important. In order for finiteness to be
a meaningful idea, it must also be true that infiniteness is a real thing; that is, we’d like to confirm that
infinite sets exist, and that proving something is finite actually matters. So we have:

Theorem 2. The set N is infinite.

Proof. Let us suppose, to the contrary, that N is finite. Then there exists n € N having a bijection
g : [n] = N. For simplicity of notation, write g; = g(¢) for 1 <4 < n. We claim the following:

Claim 1. The set S = {¢1,92,-.-,9n} has a maximum.

Proof. [Proof of Claim] We work by induction on n. If n = 1, then S = {g¢1}, and clearly gy
is a maximum for S.

Now, suppose that any set containing n natural numbers has a maximum. Consider the
set S = {91,92,--+9n,9n+1}- By the inductive hypothesis, we know that the subset T =
{91,92,--.,9n} has a maximum; let j € [n] be such that g; is a maximum for T, so g; > g; for
all 1 <1i < n. We now consider two cases. If g,41 < g5, then g; > g; forall 1 <i <n+1,
and hence g; is a maximum for S. On the other hand, if g,4+1 > g;, then we have that for all
1 <9< n, gnt1 > g5 > gi, and hence g, is a maximum for S. In any case, S has a maximum
element.

Therefore, by induction, the set S = {g1,ga, ..., gn} has a maximum. O

Now, notice that g([n]) = {g1,92,---,9n}. Let g; be the maximum element of g([n]). Let m =g; +1 € N.
Then as g; is the maximum element of g([n]), we must have that m ¢ g([n]). Then g is not surjective.
But, by assumption, g is bijective, and hence g is surjective.



This is clearly a contradiction, and hence we must have that N is infinite. O

We note that the claim made in this proof is actually an item of independent interest. We already
know, from the Well-Ordering Principle, that any nonempty subset of N has a minimum. The claim made
in the proof of Theorem [2| shows that any finite nonempty subset of N also has a maximum. This is
important enough that, just to emphasize it, we’ll break it out into its own theorem.

Theorem 3. Any finite nonempty subset of N contains a mazximum.

1.1 Basics of finite sets

Now, let’s take a look at how size of sets relates to our favorite set operations. In this section, we’ll focus
almost exclusively on finite sets; a discussion of infinite sets will occur in the next set of notes. Here, we
will develop some theorems to help us count finite sets, and in the next few sections of these notes, we will
use these theorems and others to develop, understand, and count basic combinatorial objects.

In order to prove some of these theorems, we shall require that the bijections we construct between sets
we wish to count and [n] take certain specified structures. So we start with the following Lemma, which
will appear throughout these theorems as a tool.

Lemma 1. Let X be a nonempty finite set with |X| = n, and let S C X. Then there exists a bijection
f:[n] = X, such that f~1(S) = [k] for some 1 <k < n.

Before we prove Lemmal[T] let’s decode a little what we are doing here. The Lemma tells us really two
things. First, that the subset S is finite; indeed, that it has size k < n (this is explicitly stated as Corollary
. Second, that we can construct our bijection in such a way as to ensure that the elements of S appear
first. This can be useful as we consider putting sets together; we can specify not only that .S is part of the
image of the bijection, but which part of the image it really is.

Proof. [Proof of Lemma [I] We work by induction on n. First, consider the base case that n = 1. Let
[ :[1] = X be a bijection, so that X = {f(1)}. There are two cases for S: either S =0 or S = {f(1)}. In
either case, the result of the theorem is trivially true.

Now, let us assume for induction that the result holds when | X| = n, for any subset of X.

Suppose that | X| =n+ 1, and let S C X. If S is empty, the result is trivial, so let us presume that S
is nonempty. By definition of cardinality, there exists a bijective function g : [n + 1] — X. We consider
two cases, according as whether g(n+1) € S.

For the first case, suppose that g(n + 1) ¢ S. Define X’ = X\{g(n + 1)}, and notice that S C X’.
Moreover, the function h : [n] = X’ defined by h(k) = g(k) for all 1 < k < n is a bijection, so | X’| = n.
By the inductive hypothesis, then, there exists a bijection b’ : [n] — X’ having (h')~1(S) = [k] for some k.

Construct f: [n+ 1] = X by

h'(m) fl1<m<n
f(m):{g(nJrl) ifm=n+1. (1)

We make the following claim:
Claim 1. The function f defined in equation is bijective.

A formal proof of this claim is a homework exercise.

Note that f is bijective, and that f~1(S) = h=1(S) = [k] by construction. Therefore, the result is
satisfied.



For the second case, suppose g(n + 1) € S. Define X’ = X\{g(n + 1)}, and define S’ = S\{g(n + 1)}.
Notice that S’ C X’. Moreover, the function h : [n] — X’ defined by h(k) = g(k) for all 1 < k < n is
a bijection, so |X’| = n. By the inductive hypothesis, then, there exists a bijection h’ : [n] — X’ having
(h')~1(S") = [k] for some k.

Construct f: [n+ 1] = X by

n+1) ifm=1
f<m>={%5<m_)1> if2<m<n+l. .

We make the following claim:

Claim 2. The function f defined in equation is bijective.

A formal proof of this claim is a homework exercise.

Note that f is bijective, and that f=1(S) = {1} U {m|m — 1 € h=1(S")} = [k + 1] by construction.
Therefore, the result is satisfied.

Therefore, in either case, the inductive step is true.
Hence, by induction, the result holds for any finite set X. O

We note that this lemma has many useful corollaries, some of which are to be proven in homework.
For example:

Corollary 1. If X is finite and S C X, then S is finite and |S| < | X]|.
Corollary 2. If g: X =Y is injective, and Y is finite, then X is also finite, and |X| < |Y].
This corollary can be proven by considering g(X) as a subset of Y, and applying Lemma (I} The fact

that g is injective ensures that when we restrict the codomain of g to just g(X), we get a bijection, so that
| X | =1]g9(X)| by an application of Theorem

Corollary 3. Ifg: X =Y is surjective, and X is finite, then Y is also finite, and |Y| < | X]|.

Proof. Suppose that g : X — Y is surjective, and that X is finite. For each y € Y, select an element
a, € g~ ({y}); note that such an element exists due to surjectivity of g. Define aset S = {a, € X |y € Y},
the set of all chosen preimage points. Note that S C X, so by Corollary [} we have that S is finite and
|S| < [X].

Moreover, let us consider the restriction of g to S, g|s. Note that forally € Y, a,, € S and g|s(ay) =y,
so glg is surjective. Moreover, if a,,a, € S, then g|s(ay) =y and g|s(a.) = z. By definition, if y = z, we
must have that a, = a., and thus g|s is also injective. Therefore, g|s is a bijection between S and Y, and
therefore by Theorem [l we must have that Y] = |S| < |X]. O

Corollary 4. If X is finite or'Y is finite, then X N'Y s finite.

The proof of this corollary is a homework exercise.
Corollary 5. If X is a finite set, then for all sets A, X\ A is finite and | X\A| < |X|.

This is immediate, since by definition for any set A, X'\ A is a subset of X, so an application of Corollary
[@is all that is needed.

Now, let us turn our attention to proving something a bit more complex using the result of Lemma [T}
In particular, we will prove the following theorem about the cardinality of the union of two sets.

Theorem 4. Let X andY be finite sets. Then | X UY| =|X|+|Y|—|X NY]|.



This theorem is a small case of what’s known as the Inclusion-Exclusion Principle. The full Inclusion-
Exclusion Principle is as follows.

Theorem 5. Let X1, Xs,... X, be finite sets. Then

IXiUXoU---UX,| = [Xi|+|Xa| +--- 4| X,
—1XiNXs| = X1 NXs| == |Xpno1 N Xyl (all intersections of two sets)
HXiNXoNXs|+- -+ [ XnoNXy_1NX,| (all intersections of three sets)

+H=D)"HX N XN N X

This is a little confusing, so before we hit up the proof of Inclusion Exclusion, let’s decode this a bit.

First, let’s consider the case that you have two sets, X and Y, and wish to determine |X UY], as
depicted in Figure We want to count how many elements are inside the circles.

The first idea, then, is to count the elements in X, and then also count the elements in Y, and add
them up. We can see that in Figure where the horizontal hatches represent elements in X, and the
vertical hatches represent elements in Y. But notice that any points in the intersection X NY get counted
two times by such a strategy, which is obviously not going to give us an accurate count of the elements in
X UY. So, we can fix up our count by subtracting away this overcounting: adding on a —|X NY|. This
gives us exactly the result we see in Theorem [} (X UY|=|X|+|Y|—|X NY].

|
X

//'

/\

Figure 1

Now, what about Theorem That seems a lot more complicated. To understand what’s happening
let’s just add one more set to our picture, and look at |X; U Xa U X3|. We'll try the same strategy as
before: first, we add up all the sizes of the three sets, represented by horizontal, vertical, and diagonal
hatching, as shown in Figure

But as before, we are overcounting on the intersections. So we’ll try to take away one count from each
intersection, by adding on the term —|X; N Xs5| — | X7 N X3| — | X2 N X3|. To represent this, I'll remove
one set of hatching from each intersection of two sets, as shown in Figure Specifically, remove the
horizontal hatching from X; N X5, remove the vertical hatching from X; N X3, and remove the diagonal
hatching from Xy N X3s.

Well, we can see that we fixed up some of the overcount, but we also created a problem. We removed
ALL the count from the very center, where all three sets intersect each other. So we need to add that
back in, with a term of the form +|X; N X5 N X3|. If we put all this together, we come to the result of



Theorem

X1 U Xo U Xs| = | X0| + [ Xa| + | Xs] — | X1 0 Xa| — | X1 0 X5 — [ X2 N Xs| + | X1 N X2 N Xs).

Figure 2

To get the whole result of Theorem [5| this pattern would continue repeating itself. Every time we add
a set, we add a layer to our counting. First, add up the sizes of the sets. Then, subtract off the sizes of the
intersections of pairs. Then, add up the sizes of the intersections of triples. Then, subtract off the sizes of

the intersections of quadruples. Yada, yada, yada.

Example 2. Call a number “prime-looking” if it is not divisible by 2, 3, or 5, but is composite.
How many prime-looking numbers are there below 2007

Solution. We shall use in this proof the fact that there are 46 prime numbers between 1 and 200:
2,3,5,7,11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47, 53, 59, 61, 67, 71, 73, 79, 83, 89, 97, 101, 103,
107, 109, 113, 127, 131, 137, 139, 149, 151, 157, 163, 167, 173, 179, 181, 191, 193, 197, and 199.
We shall first determine how many numbers up to 100 are not divisible by 2, 3, or 5. Let

X2 = {neN|n <200 and n is divisible by 2}
X5 = {neN |n <200 and n is divisible by 3}
Xs = {neN|n <200 and n is divisible by 5}.

Notice that XoUX3UXj5 is exactly those numbers up to 200 that are divisible by at least one of 2, 3, 5,
so the number of integers up to 200 that are NOT divisible by any of 2, 3,5 is 200 — | X2 U X35 U X5|.
Notice, further, that if we consider X4 to be the set of integers up to 100 that are divisible by d,
we have | X4 = |22].

Now, using the Principle of Inclusion-Exclusion, as in Theorem [5] we obtain

|X2UX3UX5| = |X2|+‘X3|+|X5|—|X2ﬂX3|—|X2ﬂX5|—|X3ﬂX5|+|X2ﬂX3ﬂX5|
= [ Xa| +[X5] + | X5] — | X6| — [ X10| — | X15] + [Xz0] ()
- 200 200 200 200 200 200 200
- 212 F - - - E
= 1004+66+40—-33 —-20—13+3
143.




where line (*) follows because a number divisible by both 2 and 3 is divisible by 6, a number
divisible by both 2 and 5 is divisible by 10, etc.

Hence, the number of integers between 1 and 200 that are NOT divisible by any of 2, 3, 5 is
200 — 143 = 57.

Finally, we eliminate those numbers between 1 and 200 that are not divisible by any of 2, 3, 5, but
are also not composite; this would be any primes other than 2, 3, 5, and also the number 1. Hence,
we have that the number of prime-looking numbers up to 200 is 57 — 43 — 1 = 13. O

Now that we have a handle on what’s going on here, let’s prove the Inclusion-Exclusion Theorems. To
do so, we will make use of the following Lemma:

Lemma 2. If X and Y are finite sets, and X NY =0, then | X UY| = |X|+|Y].

Proof. Suppose that X and Y are finite sets, and X NY = (). By definition, there exist n,m € N and
bijections f : [n] - X and g: [m] = Y.

Define a function h : [n +m] - X UY by

o fR) if1<k<n
h(k)_{ glk—n) fn+l1<k<m

We wish to prove that h is a bijection. First, suppose that j, k € [n + m] with h(j) = h(k). Since
X NY =0, we cannot have that one of h(j), h(k) is in X and the other from Y’; hence both h(j) and h(k)
are in the same set, either X or Y. Because f and g are themselves bijections, we therefore must have
that j = k. Hence, h is injective.

Now, for surjectivity. Let y € X UY. If y € X then as f is a bijection, 3k € [n] such that f(k) = y.
Moreover, h(k) = f(k) = y. If y € Y than as g is a bijection, 3j € [m] such that ¢g(j) = y. Moreover,
h(j +n) =g(j) = y. In either case, we have that y is in the image of h. Hence, h is surjective.

Therefore, h is bijective, and | X UY| =n+m = |X]|+|Y]. O
Now, let us prove Theorems [4] and

Proof. [Proof of Theorem 4| To recall the statement of the Theorem, we wish to prove that for any finite
sets X,Y we have |[ X UY| = |X|+|Y]|—-|XNY].

First, note that XUY = XU(Y'\X), and that X and Y\ X are disjoint. Therefore, | XUY| = | X|+|Y\ X]|
by Lemma 2] Solving for [Y\X|, we obtain [Y\X| = [X UY|— |X]|.

In addition, Y = (Y\X) U (X NY), which are also disjoint sets. Therefore, |Y| = |Y\X|+|X NY| by
Lemma 2] Again solving for [Y\X|, we obtain [Y\X|=[Y|—|X NY].

Taking these two equations together, we thus obtain | X UY|—|X| = |Y|—|X NY], and thus | XUY| =
[ X|+ Y| —|XNnY]. O

Proof. [Proof of Theorem [5| To prove the full Inclusion-Exclusion Principle, we work by induction on n,
the number of sets in the union.

The case that n = 1 is trivial. The case that n = 2 is proven in Theorem [4]



For the inductive hypothesis, suppose that for some n € N, we have the result:

IXiUXoU---UX,| = [ X1]+|Xe| +--+ | X,
—X1NXa| - | XiNXs| = — | X1 N X,
HXiNXoN X3+ + [ Xn2NXpo1 N Xy

+H=D)"HX N X NN X,

Consider the union X; UXoU---U X, U X, 41.

Let Y = X; UX,U---UX,. Then by Theorem [4] we have that
X1 UXoU- UX,UXpp| = Y UX | = Y|+ [ X = Y N Xppa |
For 1 <k <mn,let Y, = Xi N X,41. Notice that Y N X,,11 = Y1 UYoU---UY,. We therefore can
rewrite the above statement as
[X1UXoU-- UX,UXp1| =Y UXpq| = X1 UXo U UX, | 4+ [ X - [VAUY2 U UY,
We can now apply the inductive hypothesis to the first and last terms. This yields the following:

X UXoU---UX,UXp1| = | X+ X+ + | X,
—|XiNXa| — | X1NX3| = — [ Xno1 N X,
HX1NXoN X3+ -4 [ Xpn2NXp_1 N X,

+(=)" X1 NnXoNn-- N X,

+|Xn+1|

Y| = [Ya| = = |Y|

+HYiNYe |+ Y1 N3+ + |V, NY,
—YinYaNYs|—- = |V, 2NY,_1NY,]

—(=)" Y yinYan---NY,.
Now, by definition, as Y, = X N X,,+1, we have that for any ji, jo,. .., j¢, that

Y, nY,n---ny;, = (le N Xpt1) N (ij NXpp1)NeeeN (Xje N Xopt1)
= X;NX,N0-NX;,N X
Thus, any intersection of £ Y; sets is in fact an intersection of £+ 1 X; sets. Moreover, any intersection of

X sets that includes X,, 1 can be expressed as an intersection involving the Y} sets, and any intersection
of X sets that does not include X, 1 can be expressed as intersection without the Y; sets. By rearranging



the large equation above, we thus obtain the desired result:
IX1UXoU - UXpUXpp| = [ X+ [ Xe[+ -+ [Xn| + | Xnta]

—1X1NXs| = — | Xp1 N Xy — V1] — - — Yy
HXiNXoN X3+ + [ XpnoNXp 1 NXp| +|YVINYs|+ -+ Y, 1 NY,|

+(=D"YINYon---NY,|.
= | Xu|+ | Xo| 4o+ [ X+ [ X
SX1NXo| = — [ X1t N X = X1 N X =+ — | X N X |
HXiNXoNXs|+- 4+ | Xp o NXpn 1 N X, |+ X1 N XoN Xpiq |+ + [ X1 N X, N

F(=D)" X N X NN Xy O X g

Finally, we close this basic finite counting with a theorem for Cartesian Products.

Theorem 6. Let X and Y be finite sets. Then |X x Y| = |X||Y].

Proof. First, if either X or Y is empty, then X x Y is also empty, and hence | X x Y| =0 = |X||Y], and
the result holds.

We proceed by induction on |X|. Let Y be any finite nonempty set, having |Y| = n, so that there
exists a bijection f : [n] = Y.

If | X| =1,1let X = {a}. Define g : [n] = X XY by g(k) = (z, f(k)). This is clearly bijective, and
hence | X xY|=n=1-n=|X||Y].

Now, suppose that it is known that if | X| = n, then | X x Y| = |X]|[Y].

Let X be a set with |X| = n 4+ 1. Then there exists h : [n + 1] — X, a bijection. For simplicity of
notation, write xy = h(k) for all k € [n + 1].

Notice that X x Y = (X\{zn+1} X Y)U ({zn+1} x Y), and that these sets are disjoint. Applying the
inductive hypothesis, the base case, and Lemma [2] we thus obtain

(X3 V] = [(X\{znp1} x V) U ({2041} x Y))

(X \ {241} x V)| +[({2ns1} x ¥V)| (by Lemmal2)
X\ {zn 1 HIY [+ Y]

= Y[+ Y] =(n+DY|=[X]|]Y],

as desired.

Hence, by induction, the result holds for all finite sets X and Y. O
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