ALMOST EXPONENTIAL DECAY OF PERIODIC VISCOUS SURFACE
WAVES WITHOUT SURFACE TENSION

YAN GUO AND IAN TICE

ABSTRACT. We consider a viscous fluid of finite depth below the air, occupying a three-
dimensional domain bounded below by a fixed solid boundary and above by a free moving
boundary. The fluid dynamics are governed by the gravity-driven incompressible Navier-Stokes
equations, and the effect of surface tension is neglected on the free surface. The long time
behavior of solutions near equilibrium has been an intriguing question since the work of Beale
[3]. This paper is the third in a series of three [13, 14] that answers this question. Here we
consider the case in which the free interface is horizontally periodic; we prove that the problem
is globally well-posed and that solutions decay to equilibrium at an almost exponential rate.
In particular, the free interface decays to a flat surface.

Our framework contains several novel techniques, which include: (1) optimal a priori esti-
mates that utilize a “geometric” reformulation of the equations; (2) a two-tier energy method
that couples the boundedness of high-order energy to the decay of low-order energy, the latter
of which is necessary to balance out the growth of the highest derivatives of the free interface;
(3) a localization procedure that is compatible with the energy method and allows for curved
lower surface geometry. Our decay estimates lead to the construction of global-in-time solutions
to the surface wave problem.

1. INTRODUCTION

1.1. Formulation of the equations in Eulerian coordinates. We consider a viscous, in-
compressible fluid evolving in a moving domain

(1.1) Q) ={y e xR | —b(y1,y2) <ys <n(y1,y2,1)}

Here we assume that €(¢) is horizontally periodic by setting ¥ = (L1T) x (L2T) for T = R/Z
the usual 1—torus and Ly, Ly > 0 the periodicity lengths. The lower boundary 0 < b € C*(X)
is assumed to be fixed and given, but the upper boundary is a free surface that is the graph of
the unknown function 7 : ¥ x RT™ — R. For each ¢, the fluid is described by its velocity and
pressure functions (u,p) : Q(t) — R3 x R. We require that (u,p,n) satisfy the gravity-driven
incompressible Navier-Stokes equations in Q(t) for ¢ > 0:

Ou+u-Vu+ Vp=pAu  in Q(t)

divu =0 in Q(t)
(1.2) O = uz — w10y, — ugdy,n  on {yz = n(y1, y2,)}
(pI — pD(u))v = gnv on {ys = n(y1,y2,1)}
(u=20 on {ys = —b(y1,y2)}

for v the outward-pointing unit normal on {y3 = n}, I the 3 x 3 identity matrix, (Du);; =
O;u; + Oju; the symmetric gradient of u, g > 0 the strength of gravity, and p > 0 the viscosity.
The tensor (pI — uD(u)) is known as the viscous stress tensor. The third equation in (1.2)
implies that the free surface is advected with the fluid. Note that in (1.2) we have shifted the
gravitational forcing to the boundary and eliminated the constant atmospheric pressure, patm,
in the usual way by adjusting the actual pressure p according to p = p + 9y3 — Patm-

The problem is augmented with initial data (ug,n9) satisfying certain compatibility condi-
tions, which for brevity we will not write now. We will assume that 79 > —b on X.
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Without loss of generality, we may assume that 4 = g = 1. Indeed, a standard scaling
argument allows us to scale so that u = g = 1, at the price of multiplying b and the periodicity
lengths L1, Lo by positive constants and rescaling b. This means that, up to renaming b, L1,
and L9, we arrive at the above problem with p =g = 1.

We assume that the initial surface function satisfies the “zero average” condition

1
1.3 —0.
(1.3) LILQ/EUO

If it happens that 7y does not satisfy (1.3) but does satisfy the extra condition that infs, b+(ng) >
0, where we have written (79) for the left side of (1.3), then it is possible to shift the problem
to obtain a solution to (1.2) with 7o satisfying (1.3). Indeed, we may change

(1.4) ys — y3 — (M0),m — 1 — (m0),b+— b+ (o), and p — p— (o)

to find a new solution with the initial surface function satisfying (1.3). The data ug and 79— (7o)
will still satisfy the compatibility conditions, and b+(ny) > infs, b+(n9) > 0, so after renaming we
arrive at the above problem with 7y satisfying (1.3). Note that for sufficiently regular solutions to
the periodic problem, the condition (1.3) persists in time since 9y = u-v~/1 + (9y,1)% + (0y,n)2:

(1.5) /n—/@tn—/ uu—/ divu = 0.
{ys=n(y1,y2,t)} Q(t)

The zero average of n(t) for t > 0 is analytically useful in that it allows us to apply the Poincaré
inequality on ¥ for all ¢ > 0. Moreover, we are interested in the decay n(t) — 0 as t — oo,
in say L%(X) or L>(X); due to the conservation of (19), we cannot expect this decay unless
(m0) = 0.

The problem (1.2) possesses a natural physical energy. For sufficiently regular solutions, we
have an energy evolution equation that expresses how the change in physical energy is related
to the dissipation:

1 1 1 ft 1 1
(16) 1+ / () + 2 / @ + 2 / / Du(s)?ds = - / o2 + 2 / nol?.
2 Jaw 2 )s 2 Jo Jas) 2 Ja(o) 2 )s

The first two integrals constitute the kinetic and potential energies, while the third constitutes
the dissipation. The structure of this energy evolution equation is the basis of the energy method
we will use to analyze (1.2).

1.2. Geometric form of the equations. In order to work in a fixed domain, we want to
flatten the free surface via a coordinate transformation. We will not use a Lagrangian coordinate
transformation, but rather a flattening transformation introduced by Beale in [4]. To this end,
we consider the fixed equilibrium domain

(1.7) Q:={z e xR| —b(x1,22) < 23 <0}

for which we will write the coordinates as x € 2. We will think of X as the upper boundary of
2, and we will write ¥y, := {3 = —b(z1, z2)} for the lower boundary. We continue to view 1 as
a function on ¥ x RT. We then define

(1.8) 7 := Pn = harmonic extension of n into the lower half space,

where Pn is defined by (A.7). The harmonic extension 77 allows us to flatten the coordinate
domain via the mapping

(1.9) Q> x e (1,22, 23 + (2, 1) (1 + 23/b(21,22))) = P(2,1) = (Y1,92, ¥3) € Q1).

Note that ®(X,t) = {ys = n(y1,y2,t)} and @(-,t)|s, = Idy,, i.e. ® maps ¥ to the free surface
and keeps the lower surface fixed. We have

1 0 0 1 0 -AK

(1.10) Vo = and A:= (Ve H)I' = (0 1 —-BK
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for

A= (9177(; — (1‘37761[))/[)2, B = 82775 — (.7}37762[))/1)2,
(1.11) J=1+7/b+dmb, K=J1

b= (1+x3/b).

Here J = det V& is the Jacobian of the coordinate transformation.

If 7 is sufficiently small (in an appropriate Sobolev space), then the mapping @ is a diffeo-
morphism. This allows us to transform the problem to one on the fixed spatial domain €2 for
t > 0. In the new coordinates, the PDE (1.2) becomes

Oy — ObKdsu+u - Vqu — Aqu+Vap=0 inQ
divqu=20 in

(112) Salp, w)N =N on ¥
om=u-N on X
u=20 on X
u(z,0) = up(w), n(a', 0) = no ().

Here we have written the differential operators V 4, div4, and A 4 with their actions given by
(Vaf)i = Aijojf, divaX = Aj;0;X;, and Aaf = diva V4f for appropriate f and X; for
u-V qu we mean (u-V qu); := u;jAjr0pu;. We have also written N := —01ne; —0anazea+e3 for the
non-unit normal to ¥, and we write S4(p,u) = (pI —D qu) for the stress tensor, where I the 3x 3
identity matrix and (D qu)i; = AixOru; +.A;jrOpu; is the symmetric A—gradient. Note that if we
extend div 4 to act on symmetric tensors in the natural way, then div4 Sa(p,u) = Vap — Agu
for vector fields satisfying div 4 u = 0.

Recall that A is determined by 7 through the relation (1.10). This means that all of the
differential operators in (1.12) are connected to 1, and hence to the geometry of the free sur-
face. This geometric structure is essential to our analysis, as it allows us to control high-order
derivatives that would otherwise be out of reach.

1.3. Previous results and Beale’s non-decay theorem. Many authors have considered
problems similar to (1.2), both with and without viscosity and surface tension: [1, 2, 3, 4, 5,
6, 7, 8, 11, 15, 16, 17, 18, 19, 20, 21, 23, 24, 25, 26, 27, 28, 29, 30]. We refer the reader to the
introduction of our paper [13] for a discussion of how these results relate to ours. We will only
mention the details of those papers most relevant to the present problem.

In [3], Beale developed a local existence theory for the problem (1.2) in Lagrangian coordi-
nates, where the unknowns are replaced with v = wo (, ¢ = p o ¢ for ¢ the Lagrangian flow
map, which satisfies ;¢ = v. The result showed that (roughly speaking), given vg € H" !
for r € (3,7/2), there exists a unique solution on a time interval (0,7), with 7' depending on
vo, so that v € L2H" N H"/2L2. A second local existence theorem was then proved for small
data near equilibrium. It showed that for any fixed 0 < T < oo, there exists a collection of
sufficiently small data so that a unique solution exists on (0,7") and so that the solutions depend
analytically on the data.

The second result suggests that solutions should exist globally in time for small data. If global
solutions do exist, it is natural to expect the free surface to decay to 0 as ¢ — oco. However,
Beale’s third result in [3] was a non-decay theorem that showed that a “reasonable” extension
to small-data global well-posedness with decay of the free surface fails. More precisely, Theorem
6.4 of [3] establishes that it is possible to choose © € H(2) with © = 0 on ¥ so that there
cannot exist a curve of solutions in Lagrangian coordinates, written (v(e), ¢(¢)) for € near 0, so
that (among other things)

(1.13)  w(e) € L2([0,00); H(2)) N H™?([0, 00); L2(Q)) N L ([0, 00); H™(Q)) for 7 € (3,7/2),
(1.14) Co(e) = Id+ €0, vy(e) =0,
(1.15) tlggO Gle)lg =0, and v(e) = ev! 4+ %0 + O(£3).



4 YAN GUO AND IAN TICE

The proof, which is a reductio ad absurdum, hinges on the inclusion v(¢) € L'H" and ©
satisfying the properties

(1.16) dive =0 and / 83@3 . @3 7& 0.
b

The condition (1.14) says that the domain is initially close to equilibrium, and the first condition
in (1.15) says that the free surface returns to equilibrium as t — oco. In the discussion of this
result, Beale pointed out that it does not imply the non-existence of global-in-time solutions,
but rather that establishing global-in-time results requires stronger or different hypotheses than
those imposed in the non-decay theorem. Note that, even though the non-decay theorem is
proved in the context of horizontally infinite domains, its proof carries over to horizontally
periodic domains.

The non-decay theorem raises two intriguing questions. First, is viscosity alone capable of
producing global well-posedness? Second, if global solutions exist, do they decay as t — oo?
Our main result answers both questions in the affirmative. In order to avoid the applicability
of the non-decay theorem, we must show why its hypotheses are not satisfied. We would like
to highlight two crucial ways in which we do this. The first and most obvious is that we work
in a different coordinate system and within a different functional framework. In particular this
requires higher regularity of the initial data and imposes more compatibility conditions than
are satisfied by the data in the non-decay theorem.

The second difference is found in our assumption that 79 has zero average in (1.3). We claim
that this condition makes (1.16) impossible, i.e. the zero average condition prevents the choice
of © satisfying (1.16), which then breaks the reductio ad absurdum used to prove the non-decay
theorem. The argument in the theorem goes as follows. The expansion of v(e) in (1.15), and
the L'H" condition in (1.13) imply an expansion ((g) = ¢! +&2¢? + O(e?). The term v! is
assumed to be known, and a contradiction is derived in solving for v? using the ¢ expansion, if
© is chosen to satisfy (1.16).

To show that the zero average condition prevents the choice of © satisfying (1.16), we must
first compare the flow map, ¢, to the free surface function, 1. Since ¢ and 7 yield the same
surface, we must have that as graphs,

(1'17) {(Cl(xlv x2,0, t)a (2(161, x2,0, t)7 C3($1> xg,0, t))} = {(.7}1, T2, 77(901, L2, t))}

Let ¢;(x1,x2,t) = (;(x1,22,0,t) for i = 1,2. If { is a diffeomorphism, then it is possible to solve
Y(y1,y2,t) = (z1,22) = 2’ for y' = (y1,42), L.e. y' =~ (2',¢). Hence

(1.18) n(x1, zo,t) = (3(Hxy, 29,1),0,t) for all 2’ € B, > 0.
At time ¢ = 0 we have
(1.19) Yo(e) = (1 +€O1)e1 + (w2 +£O2)ea, and ez - (o(e)(y',0) = eO3(y/,0),

so that no(z') = €O3(1po(e) 1 (2’),0). Using the zero average condition and a change of variables
shows that

(1200 0= /E no(2')da = e /Z O3 (o ()~ (2'), 0)da’ = e /E (', 0) |det Dy (e)| dy.

but it is easily verified that for € near 0,

(1.21) |det Dytho(e)| = det Dyio(e) = 14 (9101 + 0202) + O(?),
so that
(1.22) 0= E/ O3 (1 +¢e(0101 + (92@2) + 0(82)) dy/.

b

Sending € — 0, we find that © must satisfy

(1.23) 0= / @3dy' and 0 = / @3(81@1 + 82@2)dy/.
b by
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However, div© = 0 implies that 9303 = —(9101 + 3202), so that the latter condition becomes

(1.24) 0—/@38393,
b

in violation of assumption (1.16).

This analysis shows that imposing condition (1.16) on the initial data for the flow map is
essentially equivalent to choosing an initial coordinate system in which the average disturbance
of the free surface does not vanish. If the system returns to equilibrium, then the map describing
the equilibrium surface should be a non-zero constant (whatever the initial average was), and
hence we should not expect L? or L™ decay of this map. Choosing the initial data with zero
average circumvents this problem and allows for L? and L> decay.

1.4. Local well-posedness. The a priori estimates we develop in this paper are done in dif-
ferent coordinates and in a different functional framework from those used by Beale in [3]. As
such, we need a local well-posedness theory for (1.12) in our framework. We proved this in
Theorem 1.1 of our companion paper [13]. Since we will need the result here, we record it now.

In order to state our result, we must explain our notation for Sobolev spaces and norms. We
take H*(Q) and H*(X) for k > 0 to be the usual Sobolev spaces. When we write norms we will

suppress the H and Q or . When we write H@g qu and H@g ka we always mean that the space

is H*(Q), and when we write HﬁgnHk we always mean that the space is H¥(X).

In the following we write o H'(Q) := {u € HY(Q) | ulg, = 0}. The compatibility conditions
for the initial data are the natural ones that would be satisfied for solutions in our functional
framework. They are cumbersome to write, so we shall not record them here. We refer the
reader to [13] for their precise definition.

Theorem 1.1. Let N > 3 be an integer. Assume that ug and 1y satisfy the bounds |uol|3y +

”770”3N+1/2 < 0o as well as the appropriate compatibility conditions. There exist 0 < dg, Ty < 1
so that if

1
(1.25) 0<T§T0min{1,2},
”770||4N+1/2

and |Juo||5x + |1m0ll3x < o, then there exists a unique solution (u,p,n) to (1.12) on the interval
[0,T] that achieves the initial data. The solution obeys the estimates

2N
1.26 su H@juH + su H@j H + su H@J H
(1.26) = 0<t£T 4N —2j ZO<t£T 4N —2j Z:: 0<t£T 4N-2j-1

T [ 2N 9
j 2N 1
# o AR oty + o
0 =0 J
2N+1

T
+/0 H77H4N+1/2+H3t77”41v 12+ Z H tUH

o,
(GHY(Q +ZH Pl N 2j

AN —2j+5/2

2 2
< C (ol + ol + T Imolldns2)

and
2 2 2
(1.27) sup [nll3yj2 < C (luolldy + (1+T) ol
0<t<T

for a universal constant C > 0. The solution is unique among functions that achieve the initial
data and for which the sum of the first three sums in (1.26) is finite. Moroever, n is such that
the mapping ®(-,t), defined by (1.9), is a C*N=2 diffeomorphism for each t € [0,T].
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Remark 1.2. All of the computations involved in the a priori estimates that we develop in
this paper are justified by Theorem 1.1 and the fact that n(t) has zero average for t > 0. In
this sense, Theorem 1.1 is a necessary ingredient in the global analysis of (1.12). We do not
believe that our a priori estimates could be justified within a high-reqularity modification of the
functional framework of [3].

1.5. Main result. In [17], Hataya studied the periodic problem with a flat bottom, b(z’") =
b € (0,00). Using the parabolic theory pioneered by Beale [3] and Solonnikov [21], it was shown
that if 1o has zero average (1.3), then

(1.28) / (1+6)% [[u(t)lly—y dt +sup(1+ ) [n(t)ll;_y < o0
0 t>0

for r € (5,11/2). Our result on the periodic problem is an improvement of this in two important
ways. First, we allow for a more general non-flat bottom geometry. Second, we establish faster
decay rates by working in a higher regularity context.

To state our result, we must first define our energies and dissipations. For any integer N > 3
we write the high-order energy as

2N 2N-1 o
(1.29) 52N—]7 (Haj H4N Y H t”H4N 2]) + jz; ‘)Gfp‘)4N_2j_1

and the corresponding dissipation as

OIN—1
130) Dav =3 [ofu], Jora],
(1.30) Don = Z Ofu AN— 2]+1+ jz;) Pl N _oj

2N+1

+H77H4N 1/2+||at77||4N 1/2 Z H th4N 2j+5/2

We write the high-order spatial derivatives of n as

(1.31) Fon = |nll3n 112 -
We define the low-order energy as
N N4l o
132 [ otz ‘
(1.32) Eno = p= ( % 2(N+2)—2 t 2(N+2)— + jZO o 2(N+42)—2j—1
Finally, we define total energy
f

(133) ggN( ) = sup EZN DQN dT+ sup (1+T‘)4N 88N 2( )+ sup ZN(T)‘

0<r<t 0<r<t o<r<t (1+7)

Notice that the low-order terms 5N+2 are weighted, so bounds on Gon imply decay estimates
Ena(t) S (L+1) V8,

Theorem 1.3. Suppose the initial data (ug,no) satisfy the compatibility conditions of Theorem
1.1 and that ng satisfies the zero average condition (1.3). Let N > 3 be an integer. There exists
a0 < Kk =kr(N) so that if Ean(0) + Fan(0) < K, then there exists a unique solution (u,p,n) on
the interval [0,00) that achieves the initial data. The solution obeys the estimate

(1.34) Gan(00) < C (E2n(0) + Fan(0)) < Cirk,

where C1 > 0 is a universal constant.

Remark 1.4. The decay of Enya(t) implies that
_ 2 2
(1.35) sup(1+ )" [[lu(®) [a+a + 110 ll2571a] < Cor

Since N may be taken to be arbitrarily large, this decay result can be regarded as an “almost
exponential” decay rate.
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Remark 1.5. The surface n is sufficiently small to guarantee that the mapping ®(-,t), defined
in (1.9), is a diffeomorphism for each t > 0. As such, we may change coordinates to y € Q(t)
to produce a global-in-time, decaying solution to (1.2).

The proof of Theorem 1.3 is completed in Section 9. We now present a summary of the
principal difficulties we encounter in our analysis as well as a sketch of the key ideas used in
our proof.

Principal difficulties

In the study of the unforced incompressible Navier-Stokes equations in a fixed bounded
domain with Dirichlet boundary conditions, it is natural to use the energy method to prove
that solutions decay in time. Indeed, one may prove an analogue of (1.6) for sufficiently smooth
solutions, which relates the natural energy and dissipation:

2
1
(1.36) DE+D = at/ ‘“(;)’ + 2/ IDu(t)| = 0.
Q Q

Korn’s inequality allows us to control CE(t) < D(t) for a constant C' > 0 independent of time,
which shows that the dissipation is stronger than the energy. From this and Gronwall’s lemma
we may immediately deduce that the energy £ decays exponentially in time and that we have
the estimate E(t) < £(0) exp(—Ct).

If one seeks to similarly use the energy method to obtain decay estimates for solutions to (1.2),
then one encounters a fundamental obstacle that may already be observed in the differential
form of (1.6),

Ju(t)? In(t)|” 1 2
(1.37) O (/Q(t) . +/E : >+2/ﬂ(t) Du(t)[? = 0.

The difficulty is that the dissipation provides no direct control of the n—term in the energy. As
such, we must resort to using the equations (1.2) to try to control ||n(t)||, in terms of |[Du(t)||,.
From (1.2) we see that there are only two available routes: solving for 7 in the fourth equation;
or using the third equation, which is the kinetic transport equation. If we pursue the first route,
then we must be able to control

(1.38) (&) 0y + IDu(t)y - vl S IDu®)l o) -

which is not possible. If instead we pursue the second route, then we must estimate 7 as a
solution to the kinematic transport equation. Such an estimate (see Lemma A.5) only allows
us to estimate ||n(t)||, in terms of fg |Du(s)|, ds. That is, transport estimates do not provide
control of the n—part of the energy in terms of the “instantaneous” dissipation, but rather
in terms of the “cumulative” integrated dissipation. From this we see that in our problem
the dissipation is actually weaker than the energy, so we cannot argue as above to deduce
exponential decay.

We might hope that we could avoid this problem by working with a high-regularity energy
method, but we will always encounter the same type of problem as above. Regardless of the level
of regularity in the energy, the instantaneous dissipation is always weaker than the instantaneous
energy, which prevents us from deducing exponential decay of the energy. Instead we pursue a
strategy similar to one employed in [22] for another problem where the dissipation is weaker than
the energy. We first show that high-order energies are bounded by using an integrated version
or (1.37) for derivatives of the solution. Then we consider a low-order energy and show that an
equation of the form (1.37) holds, i.e. Ot€low + CDiow < 0. Now, instead of trying to estimate
(1.38) for low-order derivatives, we instead interpolate between low-order derivatives and high-
order derivatives, which are bounded. Instead of an estimate C'&\yy < Diow, Wwe must prove one of

the form CS&;VG < Diow for some 0 > 0. We can then use this to derive the differential inequality
OrElow + Cé’l};f < 0, which can be integrated to see that Ejow(t) < Elow(0)/(1 + t)l/e. We would
then find that the low-order energy decays algebraically in time rather than exponentially.

To complete this program, we must overcome a pair of intertwined difficulties. First, to close
the high-order energy estimates with, say ||u|]421 N4 for an integer N > 0 in the dissipation,
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we have to control n in H*N*t1/2. The only option for this is to again appeal to estimates for
solutions to the transport equation, which say (roughly speaking) that
(1.39)

T T
sup H77(t)Hz21N+1/2 < Cexp (C/ HDu(t)HHQ(E) dt) |:‘770H121N+1/2 + T/ Hu(t)”iNJrl dt} :
0<t<T 0 0

Without knowing a priori that u decays, the right side of this estimate has the potential to grow
at the rate of (1 —|—T)eﬁ. Even if u decays rapidly, the right side can still grow like (147"). This
growth is potentially disastrous in closing the high-order, global-in-time estimates. To manage
the growth, we must identify a special decaying term that always appears in products with the
highest derivatives of . If the special term decays quickly enough, then we can hope to balance
the growth and close the high-order estimates. Due to the growth in (1.39), we believe that it
is not possible to construct global-in-time solutions without also deriving a decay result.

This leads us to the second difficulty in this program. The decay rate of the special term is
dictated by the decay rate of the low-order energy, so we must make the low-order energy decay
sufficiently quickly. This amounts to making the constant 8 > 0 appearing in the interpolation
estimates above sufficiently small. We must then carefully choose the terms that will appear in
the low-order and high-order energies in order to keep 6 small enough.

The resolution of these intertwined difficulties requires a delicate and involved analysis. We
now sketch some of the techniques we will employ.

Localization and horizontal energy evolution estimates

In order to use the natural energy structure of the problem (given in Eulerian coordinates
by (1.6)) to study high-order derivatives, we can only apply derivatives that do not break the
structure of the boundary condition u = 0 on ¥;. We allow the lower boundary 3 to be
curved. This means that spatial derivatives in the x1 and x5 directions are not compatible with
the boundary condition on ¥;,. This prohibits us from applying, say 8f , to the equations and
studying the evolution of a{m and 8fv7. The only operator that does not break the boundary
condition is 0.

To get around this problem we introduce a localization procedure. We localize in a horizontal
strip near 3, and in an area around Y. Near Y the problem behaves like a free boundary problem
with a flat bottom, and we are free to apply all horizontal derivatives. In the lower domain,
near Y, the problem behaves like a fixed boundary problem with curved lower boundary. The
only derivatives we can apply are temporal, but they are sufficient for controlling all derivatives
because of the fixed upper boundary.

We then build our a priori estimates out of sums of these appropriate derivatives in the
localizations as well as sums of temporal derivatives in all of ). The natural energy structure
(1.6) leads us to consider “horizontal” energies and dissipations of the form (see Section 2.5 for
precise definitions):

a0 En=EF+E7+&,
(140) D, =D;f + D, + DY,
where we allow n = 2N or n = N + 2 for an integer N > 3. Here 2n is the number of
temporal derivatives, the superscript + indicates the upper or lower localization, the superscript
0 indicates the global temporal derivatives, and the bar indicates horizontal derivatives. After
estimating the nonlinear terms that appear from differentiating (1.12), we are eventually led to
evolution equations for these energies. Roughly speaking, at high-order we have the estimate

t t t

(1.41) gQN(t) +/ DQN(T)dT 5 52]\](0) +/ ((‘:QN(T))QDQN(T)dT +/ \/DQN(T),C(T)fQN(T)dT,
0 0 0

where I is of the form

(1.42) K = ||Vul[n + ”DUH%I?(E)a

and 6 > 0; and at low-order we have

(1.43) 3th+2 + ZjNJrQ < ggNDNJrQ.
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Notice that the product Fyn in (1.41) multiplies low-order norms of u against the highest-order
norm of 7.

The actual derivation of bounds like (1.41)—(1.43) is rather delicate and depends crucially on
the geometric structure of the equations given in (1.12). Indeed, if we attempted rewrite (1.12)
as a perturbation of the usual constant-coefficient Navier-Stokes equations, then we would fail
to achieve the estimate (1.41) because we would be unable to control the interaction between
02N p and div 02V u, the latter of which does not vanish in the geometric form of the equations.

Comparison estimates

The next step in the analysis is to replace the horizontal energies and dissipations with the
full energies and dissipations. We prove that there is a universal 0 < § < 1 so that if Eon <9,
then

Ean S N, Doy S Doy + KFon,

(1.44) - '
Ent2 SEN+2, Dni2 SDnio

This estimate is extremely delicate and can only be obtained by carefully using the structure
of the equations. We make use of every bit of information from the boundary conditions and
the vorticity equations to establish it. There are two structural components of the estimates
that are of such importance that we mention them now. First, the equation div4 u = 0 allows
us to write dguz = —(d1uq + daug) + G? for some quadratic nonlinearity G2. This allows us to
“trade” a vertical derivative of ug for horizontal derivatives of u; and uo, an indispensable trick
in our analysis. Second, the interaction between the parabolic scaling of u (J;u ~ Au) and the
transport scaling of n (9;n ~ us|y) allows us to gain regularity for the temporal derivatives of
1 in the dissipation, and it also gives us control of a,?N *1p), which is one more time derivative
than appears in the energy.

Two-tier energy method

Suppose we know that

o

(1.45) Enta(r) < (1§ r)ins

for some 0 < 0 < 1 and N > 3. It is possible to show that K < Enya, so that K also decays as
in (1.45). Since 7 satisfies a transport equation, we may use Lemma A.5 to derive an estimate
of the form

t t

(1.46) sup Fon(r) < exp <C/ VIC(T)dr) [}"QN(O) +t/ DQN(r)dr] .
0<r<t 0 0

Although the right side of this equation could potentially blow up exponentially in time, the

decay of K implied by (1.45) implies that

t

(1.47) sup Fon(r) S Fon(0) + t/ Doy (r)dr.
0<r<t 0

This estimate allows for Fan(t) to grow linearly in time, but in the product IC(r)Fan(r) that

appears in (1.41), we can use the decay of K to balance this growth. Then if supy<,<; Eon (1) < 0

with 0 small enough, we can combine (1.41), (1.44), (1.45), and (1.47) to get an estimate

(1.48) Ean(t) + /Ot Doy (r)dr < Ean(0) + Fan(0).

This highlights the first step of our two-tier energy method: the decay of low-order terms (i.e.
K) can balance the growth of Fay, yielding boundedness of the high-order terms. In order
to close this argument, we must use a second step: the boundedness of the high-order terms
implies the decay of low-order terms, and in particular the decay of K.

To attain this decay, we combine (1.43) and (1.44) to see that

- 1
(1.49) OEN+2 + §DN+2 <0
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if &y < 6 for § small enough. If we could show that Exio < Dn+2, then this estimate

~

would yield exponential decay of Eyyo and Exyo. An inspection of Exio and Dyio (see
Section 2.5) shows that Dy 2 can control every term in Ey4o except Han( N+2) since Dy only
controls ||77||§( N+2)—1/2- In a sense, this means that exponential decay fails precisely because

the dissipation fails to control the highest spatial derivatives of n appearing in Enyo. In lieu of
an estimate of the form Ex19 < Do, we instead interpolate between En and Dy ya:

(1.50) Ento < (D yo) N-9/(N=7) (g, NI/AN-T)

Combining (1.49) with (1.50) and the boundedness of &y in terms of the data (1.48) then
allows us to deduce that

§ C
(1.51) OEn o +

(E2n(0) + Fon (0)) 1/ 4N=5)
Gronwall’s inequality (along with some auxiliary estimates) then leads us to the bound

(1.52) Enta(t) S Enva(t) S 52]21(041;5\[21(0)

We thus use the boundedness of high-order terms to deduce the decay of low-order terms,
completing the second step of the two-tier energy estimates.

Poincaré from the zero average condition

Owing to (1.5), we know that the average of 7(t) over ¥ vanishes for all ¢ > 0. This allows
us to utilize the standard Poincaré inequality on ¥ to estimate ||n]|3 < ||Dnlls. This is useful

(5N+2)1+1/(4N—8) <0.

because we will be able to control ||D17||3 with the dissipation (through careful use of the
boundary conditions), which means we will gain control of 7 itself. This plays an essential role
in the derivation of the decay rate in our two-tier energy method.

Localization for the curved lower surface

The localization procedure that we employ introduces a difficulty in the form of “localization
forces” that appear because the cutoff functions we multiply by to localize do not commute with
all of the differential operators. These localization forces can only be controlled in terms of the
dissipation by employing the Poincaré inequality for n on ¥. Through a careful balance of how
and where we localize, we are able to control the localization forces and close our estimates.

1.6. Comparison to the horizontally infinite problem. In our companion paper [14], we
prove the analogue of Theorem 1.3 for horizontally infinite domains. In order to compare with
Theorem 1.3, we record a version of our result here. In the theorem the terms &g, Fig, and
Gio are similar to what we use here (setting N = 5). However, they differ in two crucial
ways: they include terms involving the horizontal Riesz potential, which amounts to negative
fractional derivatives; and at low-order they require a minimal number of derivatives in the
sums of derivatives. We refer to [14] for precise definitions.

Theorem 1.6. Suppose the initial data (ug,no) satisfy the compatibility conditions of Theorem
1.1. Let X\ € (0,1). There exists a k > 0 so that if E10(0) + F10(0) < K, then there erists a
unique solution (u,p,n) on the interval [0, 00) that achieves the initial data. The solution obeys
the estimate

(1.53) Gio(o0) < C1 (€10(0) + Fr0(0)) < Cik,

where C1 > 0 is a universal constant. For any 0 < p < A, we have that
2+ 2

(1.54) sup (1024 Jult) 2| < Clo)m

for C(p) > 0 a constant depending on p. Also,

1

(1.55)  sup | (L+ 6 u®)F + 1+ 0" n) 130 + S0+ | Din(o)|5| < Cx
t>0 X
= j=0

for a universal constant C > 0.
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Remark 1.7. For the horizontally infinite problem we require the lower boundary to be com-
pletely flat, i.e. we take b € (0,00) to be a constant. If we allowed for a curved lower surface
and attempted the same localization procedure that we use here, the lack of a Poincaré inequality
for n would prohibit us from controlling the localization forces in terms of the dissipation, and
our estimates would fail to close.

Remark 1.8. A key difference between the periodic result, Theorem 1.3, and the non-periodic
result, Theorem 1.6, is that in the periodic case, increasing N also increases the decay rate. No
such gain is possible in the non-periodic case.

Remark 1.9. The reader interested in a unified presentation of Theorems 1.1, 1.6, and 1.3
may consult [12].

1.7. Comparison to the case with surface tension. If the effect of surface tension is
included at the air-fluid free interface, then the formulation of the PDE must be changed.
Surface tension is modeled by modifying the fourth equation in (1.2) to be

(1.56) (pI — pD(u))v = gnv — ocHv,

where H = 9;(9in/1/1 + |Dn|?) is the mean curvature of the surface {ys = n(t)} and ¢ > 0 is
the surface tension.

In [4], Beale proved small-data global well-posedness for the problem with surface tension
in horizontally infinite domains. The flattened coordinate system we employ was introduced
in [4] and used in place of Lagrangian coordinates. However, Beale employed a change of
unknown velocities that is more complicated than just a coordinate change. Well-posedness
was demonstrated with v € L2H" and n € L2H" Y2, given that uy € H" Y2, 5y € H" are
sufficiently small for r € (3,7/2). In this context it is understood that surface tension leads to
the decay of certain modes, thereby aiding global existence.

In [5], Beale-Nishida studied the asymptotic properties of the solutions constructed in [4].
They showed that if ng € L1(X), then

2
(1.57) sup(L + €)% [[u(t)[|3 +sup > (1 + )4 || DIn(t)]|; < oo,
>0 20
and that this decay rate is optimal. Taking A ~ 1 in our Theorem 1.6, the estimates (1.55)
yield almost the same decay rates.
In [19], Nishida-Teramoto-Yoshihara showed that in horizontally periodic domains with sur-
face tension and a flat bottom, if 7y has zero average, then there exists a v > 0 so that

(1.58) supe™ [Jlu(®) + In(®)3] < .

In this case, the equation (1.56) gives a third way of estimating 7 in terms of the dissipation;
using this, it is possible to show that the dissipation is stronger than the energy. Thus, if surface
tension is added in the periodic case, fully exponential decay is possible, whereas without surface
tension we only recover algebraic decay of arbitrary order in Theorem 1.3.

The comparison of these two results with ours establishes a nice contrast between the surface
tension and non-surface tension cases. Without surface tension we can recover “almost” the
same decay rate as in the case with surface tension. This shows that viscosity is the basic decay
mechanism and that the effect of surface tension serves to enhance the decay rate.

1.8. Definitions and terminology. We now mention some of the definitions, bits of notation,
and conventions that we will use throughout the paper.

Einstein summation and constants

We will employ the Einstein convention of summing over repeated indices for vector and
tensor operations. Throughout the paper C' > 0 will denote a generic constant that can depend
on the parameters of the problem, N, and €2, but does not depend on the data, etc. We refer
to such constants as “universal.” They are allowed to change from one inequality to the next.
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When a constant depends on a quantity z we will write C' = C(2) to indicate this. We will
employ the notation a < b to mean that a < Cb for a universal constant C' > 0.

Norms

We write H*(Q) with k£ > 0 and and H*(X) with s € R for the usual Sobolev spaces. We
will typically write H? = L?; the exception to this is when we use L2([0, T]; H*) notation to
indicate the space of square-integrable functions with values in H*.

To avoid notational clutter, we will avoid writing H*(Q2) or H*(X) in our norms and typically
write only ||-||,. Since we will do this for functions defined on both © and ¥, this presents some
ambiguity. We avoid this by adopting two conventions. First, we assume that functions have
natural spaces on which they “live.” For example, the functions u, p, and 7 live on €2, while 7
itself lives on . As we proceed in our analysis, we will introduce various auxiliary functions;
the spaces they live on will always be clear from the context. Second, whenever the norm of a
function is computed on a space different from the one in which it lives, we will explicitly write
the space. This typically arises when computing norms of traces onto X of functions that live
on €.

Derivatives
We write N = {0, 1,2, ...} for the collection of non-negative integers. When using space-time
differential multi-indices, we will write N'*™ = {a = (g, a1, ..., )} to emphasize that the

0—index term is related to temporal derivatives. For just spatial derivatives we write N, For
a € NI we write 9% = 900" - - - 9%m. We define the parabolic counting of such multi-indices
by writing |a|] = 2a9 + a1 + -+ + ay,. We will write Df for the horizontal gradient of f, i.e.
Df =01fe1 + 0afes, while Vf will denote the usual full gradient.

For a given norm |-|| and integers k,m > 0, we introduce the following notation for sums of
spatial derivatives:
2 2
2 2
(1.59) |Dks] "= > wee s ana |V Ti= D0 peo s,
aeN? acN?3
m<|a|<k m<|a|<k

The convention we adopt in this notation is that D refers to only “horizontal” spatial derivatives,
while V refers to full spatial derivatives. For space-time derivatives we add bars to our notation:

_ 2 _ 2
(1.60) 22 I S ) RN L IS S
a€eN+2 acNI+3
m<|a|<k m<|a|<k

When k£ =m > 0 we will write

SO L I e I e e o el S B e

We allow for composition of derivatives in this counting scheme in a natural way; for example,
we write

2 2
) T Y D S 027 S S 07
a€eN a€eN?
m<|a|<k m+1<|a|<k+1

1.9. Plan of paper. Throughout the paper we assume that N > 3.

In Section 2 we prove some preliminary lemmas and we define the energies and dissipations.
We also describe how we localize to handle the curved boundary b € C*°(X). In Section 3 we
present estimates of the some nonlinear forcing terms G* (as defined in (2.24)—(2.31)) and some
other nonlinearities. In Section 4 we use the geometric form of the equations to estimate the
evolution of temporal derivatives. Section 5 concerns similar energy evolution estimates for the
localized energies. For these, we employ the linear perturbed framework with the G* forcing
terms. In the upper localization we apply horizontal spatial derivatives as well as temporal
derivatives, but in the lower localization we only apply temporal derivatives. Section 6 concerns
the comparison estimates, where we show how to estimate the full energies and dissipations in
terms of their horizontal counterparts. Section 7 combines all of the analysis of Sections 3-6
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into our a priori estimates for solutions to (1.12) in the periodic setting. Section 8 concerns a
specialized version of the local well-posedness theorem that guarantees that n has zero average
for all time. Finally, in Section 9 we record our global well-posedness and decay result, proving
Theorem 1.3.

Below, in (2.52), we will define the total energy Gon that we use in the global well-posedness
analysis. For the purposes of deriving our a priori estimates, we will assume throughout Sections
3-7 that solutions are given on the interval [0, 7] and that Gon(T) < § for 0 < 6 < 1 as small
as in Lemma 2.3 so that its conclusions hold. This also means that En(t) < 1 for ¢t € [0, T7.
We will also assume throughout that the solutions satisfy the zero average condition

(1.63) / n(t) =0 for all ¢ € [0, 7.
b

We should remark that Theorem 1.1 does not produce solutions that necessarily satisfy the
zero average condition. To guarantee that this holds, we must record a specialized version of
the local well-posedness result, Theorem 8.1. We could record this result before the a priori
estimates, but we have chosen to postpone it until after the a priori estimates. Note that
the bounds of Theorem 8.1 control more than just Gon(7'), and the extra control it provides
guarantees that all of the calculations used in the a priori estimates are justified.

2. PRELIMINARIES FOR THE A PRIORI ESTIMATES

In this section we present some preliminary results that we will use in our a priori estimates.
We first present two forms of equations similar to (1.12) and describe the corresponding energy
evolution structure. Then we record a useful lemma, describe our localization procedure, and
define the energies and dissipations.

2.1. Geometric form. We now give a linear formulation of the PDE (1.12) in its geometric
form. Suppose that 7, u are known and that A, N, J, etc are given in terms of n as usual ((1.10),
etc). We then consider the linear equation for (v, ¢, () given by

O — OyiIbK B30 + u - V40 + divg Salg,v) = F1 in Q
divqv = F? in Q
(2.1) Sa(q, V)N = (N + F3 on X
0 —N-v=F* on X
v=20 on Xp.

Now we record the natural energy evolution associated to solutions v, q,( of the geometric
form equations (2.1).

Lemma 2.1. Suppose that u and n are given solutions to (1.12). Suppose (v, q,() solve (2.1).
Then

1 1 1
(2.2) &, </J|v2+/|{|2)+/J|]D)Av2:/J(v-F1+qF2)—|—/—U.F3—|—§F4.
2 Ja 2 s 2 Ja Q 5

Proof. We multiply the i** component of the first equation of (2.1) by Juv;, sum over i and
integrate over () to find that

(2.3) I+1I=1I1
for
(2.4) I = / OwviJu; — 8t775831)ﬂ)i + Uj.AjkakviJvi,
Q
(2.5) 11 = / Aik0iSij(v,q)Jv;, and 111 = / Floug.
Q Q

In order to integrate by parts in I, 1] we will utilize the geometric identity Ox(JA;x) = 0 for
each i.
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Then

2 2
J )
(2.6) Iz&t/ﬂ |“‘2 +/Q—|“‘2t—a bagﬂJruj (J.Aj il > =1 + I,

Since b =1+ 23 /b, an integration by parts and an application of the boundary condition v = 0
on Y, reveals that

(2.7)

B I Ay [ ol _/_\”|23t=] [ol® (o
Ig—/Q 5 0y1b03 5 +u;O | JAjk > =/, 5 + 5 b —i—b@@n

/6kujJAjk / 8m|v| —I-UJJ.A]keg €k|1}’

It is straightforward to verify that 0,J = 0;77/b + b@tagn in Q and that JA,res - e = N on X.
Then since u,n satisfy dpu;Ajp =0 and 9y = u - N, we have I, = 0. Hence

2
(2.8) I:(‘Bt/ vl” 7
o 2

A similar integration by parts shows that

(2.9) H:/Q—Aijl-j(v,q)Jakvi+/EJAngij(v,q)vi

/ —q AR Ok J + J / Szg v q NUz
Q
so that
2 \DAU’2 3
(2.10) II= | —q¢JF +JT+ N -v+uv-F°.
Q )
But
(2.11) /g/\/ v_/gag FY = a/ ISP /—gF4,
by
which means
2 |]D)AU|2 |<|2 4
(2.12) II= | —qJF°+J +0 | =—+ | —(F".
Q 2 s 2 s
Now (2.2) follows from (2.3), (2.8), and (2.12). O

In order to utilize (2.1) we apply the differential operator 9% = 9;"° to (1.12). The resulting
equations are (2.1) for v = 9%u, ¢ = 9%p, and ¢ = 9“7, where

(2.13) F'=Fb 4 P2 4 P28 4 pYA 4 L5 4 PO

for

(2.14) Ft= 3" Copd®(0mbK)0* Posu; + Y Copd® 00" (bK)dsu;

0<fB<a 0<fB<La

(2.15) = > Cap (07 (A0 PO + 0° Ay Dyp)
<8<

(2.16) Fil’g = Z CaﬁaﬁAjgaa_ﬁag(Aimamu]' + .Ajmamui)
0<B<La

(2.17) FM = " CopAjn0(0° Aigd® P ogu; + 0° A0 Pdyu;)

0<fB<a

(2.18) FM? = 0°0yb K d3u; and F,"® = Aj.03(0% Aiedpu; + 0% Ajedpu;).
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In these equations, the terms C, g are constants that depend on o and 3. The term F 2 =
F21 4 F22 for

(2.19) F2’1 = — Z Ca,gaﬁAijéa_ﬁajui and F2’2 = —OaAijajui.
0<f<a
We write F3 = 31 4 F32 for
(2.20) F3' = 3" Co 30" Dn(0° Py — 0" Pp)
0<fB<a
(2-21) Fz’3’2 = Z Ca,ﬁ(aﬂ(-/\/}Aim)aa_ﬁamuj + 06(A6Ajm)aa_6amui)-
0<B<a
Finally,
(2.22) F'= Y Capd’Dn-0" " u.
0<f<

2.2. Perturbed linear form. Writing the equations in the form (1.12) is more faithful to the
geometry of the free boundary problem, but it is inconvenient for many of our a priori estimates.
This stems from the fact that if we want to think of the coefficients of the equations for u,p
as being frozen for a fixed free boundary given by 7, then the underlying linear operator has
non-constant coefficients. This makes it unsuitable for applying differential operators.

To get around this problem, in many parts of the paper we will analyze the PDE in a different
formulation, which looks like a perturbation of the linearized problem. The utility of this form of
the equations lies in the fact that the linear operators have constant coeflicients. The equations
in this form are

(8tu+Vp—Au:G1 in Q
divu = G2 in Q
(2.23) (pI —Du—nl)es =G> on %
o —uz = G* on ¥
u=20 on Y.
Here we have written G! = Gb! 4+ G124+ G123 + G4 + GYP for
(2.24) Gl = (655 — Aij)d;
(2.25) G? = ujAjr0ku;
(2.26) G%’g = [K2(1 + A? + B2) — 1]833%» — 2AKO13u; — 2BK Oy3u;
(2.27) GI'* = [~ K3(1+ A%+ B?)93J + AK*(81J + 93 A) + BK?(92J + 03 B) — K (91 A+ 2 B)|d3u;
(2.28) G° = 8ij(1 + 23/b) K dzu;.
G? is the function
(2.29) G? = AK93uy + BKd3ug + (1 — K)dsus,

and G3 is the vector
p—n— 2(81’&1 — AKag’LLl)
(2.30) G3 = o —Ohuy — O1ug + BKO3uy + AKO3us
—O1ug — Kosup + AKO3us

—Ohuy — O1ug + BKO3uq + AKO3us (K — 1)83U1 + AKO3us
+ Oam p —n — 2(02u2 — BKJ3uz) + | (K —1)03uz + BKd3u3
—0Osusz — KO3us + BKO3us 2(K - 1)03U3

Finally,
(2.31) G*=—-Dn-u.
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At several points in our analysis, we will need to localize (2.23) by multiplying by a cutoff
function. This leads us to consider the energy evolution for a minor modification of (2.23).

Lemma 2.2. Suppose (v,q,() solve

0w+ Vg —Av=>a! imn )
dive = ®2 in )
(2.32) (¢ —Dv)es = ales + &> on ¥
0i¢ — vz = o4 on X
v=20 on Xy,

where either a =0 ora =1. Then

1 1 1
(2.33) 9, </ |v|2+/a|C|2> +/ |Dv|2:/v.<bl+q@2+/—v.<I)3—|—aCCI>4.
2 Ja 2)s 2 Ja Q )

Proof. We take the inner-product of the first equation in (2.32) with v and integrate over 2 to
find

2
(2.34) O ‘1}2’—/(qI—ID)v):Vu+/(qI—Dv)eg-u:/v-<I>1.
Q Q 2 Q
We then use the second equation in (2.32) to compute
Dol Do|?
(2.35) / —(qI—]D)v):Vu:/ —qdivv+‘v‘:/—q<1>2+|v‘.
Q Q0 2 Q 2
The boundary conditions in (2.32) provide the equality
2

. gl —Dv)es-v = aCvg + v - = 0 a— + —a + v - d°.

2.36 I-D ¢ 3 =9 <l ¢o* o3
> s s 2 >

Combining (2.34)—(2.36) then yields (2.33). O

2.3. An initial lemma. The following result is useful for removing the appearance of J factors.

Lemma 2.3. There ezists a universal 0 < § < 1 so that if Han/g <6, then

1
2 2 2 2 2
(2.37) 1 = 7o + 1Az + 1 Blz < 5, and K|z + Al S 1.

Proof. According to the definitions of A, B, J given in (1.11) and Lemma A.4, we may bound
(2.38) 1 = 17 + 1A 7 + 1Bl S 117715 S 7132 -

Then if ¢ is sufficiently small, we find that the first inequality in (2.37) holds. As a consequence
K% o + [|A]| 3 < 1, which is the second inequality in (2.37). O

2.4. Localization. Let 0 < b_ := inf,s b(2') and sup,,s b(z’) = by < co. Let x; € C°(R) for
1 =1,2,3 with the property that

x1=1on [-3b_/4,1] and x1 =0 on (—oo0, —7b_/8)
(2.39) x2=1on [—(by +1),—b_/2] and y2 =0 on (—3b_/8,00)
x3=1on [-b_/2,1] and x3 = 0 on (—oo, —5b_/8).

We then define the subsets ; C Q by
O ={-3b_/4<z3<0}NQ,
(2.40) Dy ={-by <x3<-b_/2}NQ,
Q3 ={-b_/2<x3 <0} N

We will view the functions x;(x) = xi(x3) as cutoff functions in the vertical direction. They
are constructed so that y; = 1 on ; and so that Q@ = Q7 U Qs = Q3 U Oy, Q3 C Qq, and

supp(Vxz) C Q3.
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When we multiply the equations in (2.23) by x;, i = 1,2, we find that (x;u, xip,n) solve

O (xiw) + V(xip) — Alxiu) = xiG' + H in ©
div(xu) = \;G* + H?* in Q
(2.41) ((xip)I — D(xiu))es = i1 (7763 + G3) on X
om — (x1usz) = G4 on X
Xil = 0 on Eb,

where 9; 1 is the Kronecker delta and
(2.42) HY" = d3xi(pes — 203u) — 93 x;u and H*' = d3x;us.

The H functions have this form since x; is only a function of xj.

2.5. Energies and dissipations. We will consider energies and dissipates at both the N + 2
and 2N levels. To define both at once we consider a generic integer n > 3. Recall that we use
the derivative conventions described in Section 1.8. We define the energy as

n-1
(2.43) g"_] <H8J H _|_H53 In— 23) +]z:;”6£p zn2j1'

2n—2j

The corresponding dissipation is

n—1
. 2
(2.44) D, = Haﬂ Haﬂ
Dn Z I 2j+1+j2:% tP

2n—2j

n+1
+ [19ll3,— 12+ 1013, 12t Z H t77

2n—2j+5/2

For our “horizontal” energies and dissipations, we must use different types of derivatives
depending on the localization. In the whole domain we only consider temporal derivatives,
writing

_ n 2 & 2 _ " 2
(2.45) &Y = Z H\/jaiuHo + Z HBgWHO and DY = Z HID)&?U,HO.
7=0 7=0 7=0
Remark 2.4. According to Lemma 2.3, if HnH?ﬂ <4, then

1 2 n 2 3z 2
20 S ot < 3o vt <35 o

In the upper localization we allow both horizontal spatial derivatives and temporal derivatives,
but we do not allow the highest order temporal derivatives:

(2.47) & = 103" Cawlly + | DD* Caw) o + D5 nllg + | D>,

(2.48) = ||1D§" "D (x1u HO+ |DD**'D(x1u HO

In the lower localization we only take temporal derivatives, but not all the way to the highest
order:

210 £z = 3" ot ana 57 = 5 Bt
j=0 Jj=0

Our specialized energy terms are

(2.50) Fon = Inllins1/2
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and
2
(2.51) K= Vullie + [[V2ull e + D 1 Duillfras,

i=1
The total energy we will use in our global well-posedness result is

f
(252)  Gan(t) = sup En(r DQN Ydr + sup (1+ 7)) "8En 0(r) + sup 2N(r)-
0<r<t 0<r<t o<r<t (L+7)

3. NONLINEAR ESTIMATES

3.1. Estimates of G’ at the N + 2 level. We now estimate the G* terms defined in (2.24)-
(2.31) at the N + 2 level.

Theorem 3.1. Then there exists a 8 > 0 so that

E Rt I A I Lot W i |

1/2 1/2
552N5N+2
and
) [F e e e L [ B e

. HDz N+2)f2atG4H1/2 < 52NDN+2-

Proof. The estimates of these nonlinearities are fairly routine to derive, so for the sake of brevity
we present only a sketch. First we note that all terms are quadratic or of higher order. Then
we apply the differential operator and expand using the Leibniz rule; each term in the resulting
sum is also at least quadratic. We then estimate one term in H* (k = 0,1/2, or 1 depending on
G") and the other term in L> or H™ for m depending on k, using Sobolev embeddings, trace
theory, and Lemmas A.1, A.3, and A.4. The derivative count in the differential operators is
chosen in order to allow estimation by Eny2 in (3.1) and by Dy42 in (3.2). O

3.2. Estimates of G' at the 2N level. Now we estimate G* at the 2N level.
Theorem 3.2. Then there exists a 8 > 0 so that

AN—2 ~1 AN -2 ~2 AN—2 3 AN—2 4 146
I | A e IR e I el T
(3.4) HV4N 2G1H +“V4N 2G2H +HD4N 2G3H i HD4N 2G4H
0 1/2 1/2
+ [ VNBaG o + [V TEGR; + [ DN TEaGE] , + DN 206,
< E9nDan,

and

35) [VVGE 4 [V 4 DTG + [DYIGH, S S Do + Ko,

Proof. The proof of (3.3) and (3.4) proceeds as in Theorem 3.1, using Sobolev embeddings,
trace theory, and Lemmas A.1, A.3, and A.4 to estimate 0*G".

We now turn to the derivation of (3.5). Consider 9*G* with |a| = 4N — 1 and ag = 0, i.e.
purely spatial derivatives, and expand 0%G’ using the Leibniz rule. With two exceptions, we
may argue as in the derivation of (3.4) to estimate the desired norms of all of the resulting
terms by 829 nDan for 8 > 0. The exceptional terms are ones involving either VA+15in Q or
D*N n on X. We will now show how to estimate the exceptional terms with KFsoy, as defined
by (2.51) and (2.50).
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In VAV=1GL there are terms of the form 9%7Q07u, with
(3.6) Q=Q(A,B,J,K,VAVB,VJ)

a polynomial and 3,y € N? with |3| = 4N + 1 and |y| = 1. To estimate such a term, we use
Lemma A.3 to bound

112 2
(3.7) [V ially < | D2 < Fan
Sobolev embeddings imply that [|Q|7 e < &y <1 for some 6 > 0, so
_ 2 2 2
38 [o%0eru| S IVl IVl QI S|P || IVuli S Fonk.

This estimate then yields the G estimate in (3.5).

In V*N=1G? there are terms of the form 9°7Q0 u with Q = Q(A, B, K) a polynomial and
8,7 € N® with |8| = 4N, |y| = 1. Again, Sobolev embeddings imply that ||Q||201(Q) <& S,
S0)

2 ) 2 2 2 2
B T et L Tt e ety
12 12
SNVl IVuln gy + [Vl 1Vullze S Inlliv-1 /2 IVull3 + KFon
S &nDan + KFan,

where again we have used Lemmas A.3, A.4, and Sobolev embeddings. This estimate yields the
G? estimate in (3.5).

In D*N~1G3 there are terms of the form 9°7Q07u, where § € N? with |3| = 4N, v € N3
with |y| = 1, and @ is a term for which we can estimate ||Q||%1(E) < &Yy < 1. Then Lemma
A.2 implies that

2

1) omQora| < 0%, 10 ulEs S iy cns 1QUE 190l S Fank,

1/2
where in the last inequality we have used HVuH%l(Z) < K, which follows since Vu and VZu are

continuous on the closure of 2. This estimate yields the G estimate in (3.5).
In D*N=1G* the exceptional terms are of the form 9%u;, where § € N? with |3| = 4N and
i =1,2. Then Lemma A.l implies that

B || 8| 2
. T S
This estimate yields the G* estimate in (3.5). O

3.3. Other nonlinearities. Now we provide an estimate of for 8§ A when j = 2N + 1 and
when j = N + 3.

Lemma 3.3. We have that
2 2
(3.12) HafNHAHO < Do, and HagV”AHO < Do,

Proof. We will only prove the first estimate in (3.12); the second follows from similar analysis.

2
ON+1
A 77’1/2

employ Lemma A.3 to bound

< Dy and temporal derivatives commute with the Poisson integral, we may

Since H

2 2 2 2
1) [ eal, = or el |vor i < o], < 2o

From this we easily deduce that
2 2
(3.14) HafNHJHO + HaENHKHO < Dyy.

This, the previous bound, and the Sobolev embeddings then imply the first estimate in (3.12)
since the components of A are either unity, K, AK, or BK. O
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4. GLOBAL ENERGY EVOLUTION IN THE GEOMETRIC FORM

4.1. Estimates of the perturbations when 0% = 9, is applied to (1.12). We now present
estimates for the perturbations (2.13)—(2.22) when 9% = 9;*° for ayp < 2N.

Theorem 4.1. Let 0% = 8° with ag < 2N and let F1, F2, F3, F* be defined by (2.13)—(2.22).
Then

(4.1) 1E o + 17215 + s TER) | + [ F3 g + 174l S EanDan-
Also,
(4.2) HF2H0 Exn.

Proof. We first consider the F'! estimate in (4.1). Each term in the sums that define F'! is at
least quadratic. It is straightforward to see that each such term can be written in the form XY,
where we X involves fewer temporal derivatives than Y, and we may use the usual Sobolev
embeddings and Lemmas A.1, A.3, and A.4 along with the definitions of &y and Doy to
estimate

(4.3) X[ S Eonv and [V ][5 < Dan.

Then HXY||3 < X3 HYH?) < EnDay, and the F! estimate in (4.1) follows by summing.
The first F? estimate and the F? estimate in (4.2) follow similarly. A similar argument, also
employing trace estimates, yields the F® and F** estimates in (4.1).

The same analysis also works for 9;(JF?1!) and shows that HE)t(JFQ D Ho < EnDoy. To

handle 0;(JF??) when ap = 2N we must also be able to estimate H(??NHAHO < Dan, but

this is possible due to Lemma 3.3. Then a similar splitting into L™ and H estimates shows
that H@t(JFQ’Z)Hé < &nNDan, and then the 9;(JF?) estimate in (4.1) follows since F? =
F2’1 +F2’2. O

We now present estimates for these perturbations when 0% = 9;° with ag < N + 2. The

proof may be carried out as in Theorem 4.1, and is thus omitted.

Theorem 4.2. Let 0% = 0° with ag < N + 2 and let F1, F2, F3 F* be defined by (2.13)-
(2.22). Then

(44) [ElG + 12l + 12 TE) g + [ F2 g + By S EanDrveo.
Also,
(4.5) IF2]|2 S EonEnqo-

4.2. Global energy evolution with only temporal derivatives. Now we present the ap-
plications of Theorems 4.1 and 4.2.

Proposition 4.3. There exists a 0 > 0 so that

(4.6) Ean (1) / DIy S Eanv(0) + (Ean(t)?? + /t(52N)9732N-
0

Proof. We apply 0% = 9y with 0 < oy < 2N to (1.12). Then v = 9;°u, ¢ = 9;"°p, and ¢ = 9;"n
solve (2.1) with F, i = 1,2, 3,4 given by (2.13)-(2.22). Applying Lemma 2.1 to these functions
and then integrating in time from 0 to ¢ gives

(@7) /J|8°“0 HE 4 /yaao )24 2 //J]]D oPou? — /J]@“O (0)2
/|8§‘°n ] +// J(07°u - Fl—i—aaopF2 // —0;"u - F3—|—8a077F4

We claim that for 0 < ap < 2NN we have the estimate

@8)  |Vioreuto)| + loznlE + / IDOFoully < E2n(0) + (Ean ()2 + /OtesNDm.
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Once the claim is established, we may sum over ag to deduce (4.6).
We will estimate all of the terms involving F* on the right side of (4.7), beginning with the
F! term. According to Theorem 4.1 and Lemma 2.3, we may bound

t t t t
(4.9) //Qjataou-plg/ 1050ul|o ||| 0 HF1HO§/ \/DQN\/&NDQN:/ VEaNDon.
0 0 0 0

Similarly, we use Theorem 4.1 and trace theory to handle the F3 and F* terms:
! 4 ! 4
@0y [ <o o sopart < [ jopoulcs [P + 10700l 1P,

t t
< / (J02ull, + 18%n1l,) vEnDax < / VEnDax.
0 0

For the term 9;°pF? we must consider the cases ap < 2N and ap = 2N separately. The case
ap = 2N is more delicate, so we begin with it. In this case, there is one more time derivative
on p than can be controlled by Dyy. We are then forced to integrate by parts in time:

(4.11) / / NpJF? = —/Ot/98t2N_1p8t(JF2)+/Q(8t2N_1pJF2)(t)—/Q(atzN_lpJF2)(O).

Then according to Theorem 4.1 we may estimate
(4.12

)
t t t t
—/ /QafN_lth(JFQ)g/ H@fN_lpHOHE)t(JFz)HO5/ \/DzN\/52N732N=/ vV EnNnDan.
0 0 0 0

On the other hand, it is easy to verify using (4.2) that

(4.13) [ @ tp1r30 - [ @I (0) S Eax(0) + Ean ()2
Q Q

Hence

(4.14) /Ot/QﬁprJFQ < En(0) + (Ean(t))/? +/Ot VEnNDan.

On the other hand, if 0 < ap < 2N, then we may control 95°p directly using the F? estimate
in Theorem 4.1:

t t t t
(4.15) / /8f‘opJF2§/ ||0?°p||0HF2|!05/ \/DQN\/SQNDQN:/ V/EanDan.
0

Now we combine (4.9), (4.10), and (4.14)—(4.15) to deduce that

(4.16) /J](?“O W+ = /\aao O + = //JUD) 820w
< Exn(0) + (Ean () + / VEn Dy

for all 0 < ag < 2N.
We now seek to replace J [D 40" u|* with |DO°u|® in (4.16). To this end we write

(4.17) J D48%ul® = [DA%u)* + (J — 1) [DAu|? + J (D40°u + DIu) : (D40 u — DI w)
and estimate the last three terms on the right side. For the last term we note that

(4.18) D A0 u + DO u = (A £ ik ) 00, uj + (Aji £ 1) Or0;  uy

so that Sobolev embeddings and Lemmas A.3 and A.4 provide the bounds

(4.19)  |D40u — DOu| < v/Ean [VOXu| and [D40™0u + DOu| < (1 + /Ean) [VOOul .
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We then get

t
(4.20) //|J(]D),40ta°u—|—D0ta°u):(DAataou—]D)ataouﬂ
0 Jo

t t
< / (VEan + Ean) / Vorouf? < / JEnDon.
0 Q 0

Similarly,

t t
(4.21) //|J1\|Dafou|2§/ VEnDsy.
0 JQ 0

We may then use (4.17) and (4.20)—(4.21) to replace in (4.16) and derive the bound (4.8). This
completes the proof of the claim and of the proposition. O

Now we present the corresponding estimate at the N + 2 level.

Proposition 4.4. Let F? be given by (2.19) with 0% = 8§V+2. Then
(4.22) o <£’9v+2 -2 / Jc‘)gV“pF?) + DYy S VENDN 2.
Q

Proof. We apply 9% = 0;° to (1.12) for 0 < ag < N + 2. Then v = 0;°u, ¢ = J;°p, and
¢ = 0;/%n solve (2.1) with F*, i = 1,2,3,4 given by (2.13)—(2.22). Applying Lemma 2.1 to these
functions gives

1 1 1
(423) 8,5 (2/ J|6taou|2 + 2/ |atao"]|2> + 2/ J|]D).Aataou|2
Q by Q

:/J(agou.F1+afopF2)+/ 900w - B 4 gponFt,
Q >

We claim that for 0 < ag < N + 2 we have the estimate
2
(420) 0 ([VIoFuto)], + 107 a1 a2 | JONTIpE? ) + DT ulf S VB D

where dqy n4+2 = 1 if g = N 4 2 and 0 otherwise. Once the claim is established, we may sum
over ag to deduce (4.22).

We will estimate all of the terms involving F* on the right side of (4.23) as in Proposition
4.3. We begin with the F! term. According to Theorem 4.2 and Lemma 2.3, we may bound

(4.25) /QJC{)EXOU F < 1070ullg 1 oo | FHlg S VD42V E2NDNia = v/ EanDiva.

Similarly, we use Theorem 4.2 and trace theory to handle the F3 and F* terms:

(4.26) / —0f0u - F* 4 0P onF* < [107°ull oy | 72|, + 105 nllo || F7]]

S (lo50ully + 105°nll) vVEanDnt2 S V/EanDn+o.

For the term 9°pF? we must consider the cases ag = N +2 and 0 < oy < N + 2 separately.
When ag = N + 2 there is one more time derivative on p than can be controlled by Dy 2. We
are then forced to pull out a time derivative:

(4.27) /Q ONTIpIF? = o, /Q ONpJF? — /Q ONTpdy (JF?).

Then according to Theorem 4.2 we may estimate

(4.28) —/Qat]VJrlpat(JFQ) < HQ{VHPHO 10:(JF?)||, S VDn+2v/EnDnr2 = \/EanDa.

Hence

t
(4.29) / / (9t2NpJF2 S 8t/ 8§V+1pJF2 + \/gQNDN+2-
0 JQ Q
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On the other hand, when 0 < ap < N + 2 we may control 9;°p directly:

(4:30) | 79000 < 1050l | P2, S Ve

Now we combine (4.23)—(4.26) and (4.29)—(4.30) to deduce that

1 a 1 a 1 a
(431) Oy <2/ J|8t 0u|2 + 2/ ’at 077|2 — 5ao,N+2/ 8tN+1pJF2> + 2/ ‘]“D)Aat 0u|2
Q p) Q Q
S VENDN 2.

We may argue as in (4.17)—(4.21) of Theorem 4.3 to show that

(4.32) / Dofouf? < /Q T D48 u|? + /Ean D 4o,

Then (4.24) follows from (4.31) and (4.32), which completes the proof of the claim and the
proposition. O

5. LOCALIZED ENERGY EVOLUTION USING THE PERTURBED LINEAR FORM

5.1. Upper localization. We now estimate how the upper-localization energies evolve. In
order to analyze the upper localization, we will use the equation (2.41) with i = 1.

First we need a technical lemma that estimates the term 9°n9®G* when « is the highest
spatial derivatives.

Lemma 5.1. Let o € N? be such that |a| = 4N, i.e. let 0% be 4N spatial derivatives in the
1, xo directions. Then

(5.1)

/ 0°n0° G < \/EanDan + \/DoanKFaon.
>

Proof. Throughout the proof 3 will always denote an element of N2, and we will write D f-9%u =
01 f0%uy + Oy fOPuy for a function f defined on . Then by the Leibniz rule, we have that
(5.2) 0°G*=0%(Dn-u)=Ddn-u+ Y  CopDd* ’n-Pu+ Y  CogD0* -0

0<f<a 0<f<a
18|=1 18]1>2

for constants C, g depending on o and 3. We will analyze each of the three terms on the right
separately.
For the first term, we integrate by parts to see that.

1
(5.3) /80‘77D8°‘77 u=- /D|8°‘17| —/Go‘nao‘n(ﬁlul—i—@gm).

This then allows us to use (A.3) of Lemma A.1 to bound

(5.4) ‘/ o*nDI%n - u
by

5 H8a77”1/2 Haan(am + 82“2)”H71/2(E)

< H77||4N+1/2 ||aa77H—1/2 [Ovur + é72142”1{2
< Mnllans1y2 1Pl 572 10121 + aQUZHHZ < vV FanDanK.

Similarly, for the second term we estimate

2
6 | [0 Y CagDO 0%l < DYl [0,y 3 D] e
0<B<a i=1
18]=1
2

< ||77||4N+1/2 D0l 4 3/2 Z HDUZHH2 < vFaonDonk.

=1
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For the third term we first note that |09n|[_; 5 < |Dnllyy_3/2 < v/Dan, which allows us to
bound

(5.6) < 0°nl|_yy || DO - 07

/ 9*nDI* P . 8%y
by

H/2(%)
< /Dan HD&O‘ b1y . 9% H

We estimate the last term on the right using Lemma A.1, but in different ways dependmg on

16:

H1/2

10> Pn] [0%ull oy for 2 <16 < 2N
D0 n]|, [|0%ul| 125 for 2N +1 < || < 4N

< 1Dy 372 [[ellon 4 for 2 < |B] < 2N
HDUH2N+1 HUH4N+1 for 2N +1 < |B] < 4N

HY2(2 ~

R

so that HD@‘J‘*ﬁn . 8ﬁuHH1/2(Z) S VENDay for all 0 < § < a with || > 2. Hence

(5.8) /8a Z C BDE)C“ ’877 8ﬂu < \/DQN\/EQNDQN = \/gQNDQN
0< <
|8|>2
The estimate (5.1) then follows from (5.4), (5.5), and (5.8). O

Now we estimate the upper-localization energy at the 2N level.
Proposition 5.2. Let a € N'*2 50 that ag < 2N — 1 and |a| < 4N. Then for any ¢ € (0,1) it
holds that
t
6.9 10" Cawl+ 1ol + [ Do Gawl

<& (0 / EYNDan + /DonKFon + Doy + e 3V71DY .

In particular,

(5.10) En(t) / Dy S En(0) / EINDan + /Do KFan + Doy + e SN 1DY .

Proof. We divide the proof into several steps.

Step 1 — Evolution equation

We apply Lemma 2.2 to v = x10%, ¢ = x10%p, ( = 0% witha =1, &' = y10°G* +90°H!!,
P? = \10°G? + 0°H>!, @3 = (9"‘G3 and ®* = 9°G* to find

(5.11)

1 1
at( Lircan+5 1o |)+2 [l = [ it (aon6t+ o0 m)
Q Q
+ / x10%p(x10“G* + 9“H>') + / —0% - 0°G® + 0°“no“G*.
Q >

Here H%! and H?! are given by (2.42).

Step 2 — Estimates of terms involving H'!' and H?!

We will estimate the terms on the right side of (5.11), beginning with the terms involving
H!' and H*'. Since y; is only a function of 3, we have that

(5.12) OYHN = 03x1(0%pes — 20%03u) — 8§X18au and 0YH?! = 95x10%us.
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This and the constraints on « allow us to estimate
(5:13) [ a0 0t £ nad o S (0%l 0%y + 07l + 107l 07l

’0 m S @ HataOuH4Nf2ao

We estimate the 4N — 2ag norm with standard Sobolev interpolation:

0 ) = _
(5.14) 107wl 45 —s0g S 107°ullg 107 ullin 20041 < (DIN)**(Dan) 972,

S lo%ullg (10°pllg + 19ull,) < | DGV =2 050w

where § = (4N — 2ag + 1)~ € (0,1). Then Young’s inequality allows us to further bound

(5.15)  V/Dan 107Ul yn 90y S V Don (DY) (Dan ) =02 = (DY) "* (Do) 712

0 0 _ _
<e <1 - 2) Don + 56(6_2)/91731\7 < Doy + e BNTIDY

where in the last inequality we have used the fact that (2 — 0)/0 = 8N — 4o + 1 to find the
largest power of 1/e when 0 < ap < 2N. Chaining together (5.13) and (5.15) then yields the
bound

(5.16) / X10%u - O°HY 4 x10%pd* H*' < eDoy 4 e 3NV71DY,.
Q

Step 3 — Terms involving G*, 1 < i < 4 ‘
We now turn to estimates of the terms involving G*, 1 < ¢ < 4. We claim that

(5.17) / X} (0%u - 0°G* 4 0“pd*G?) < (Ean)"Dan + V/DanKFon
Q
and
(5.18) / —0%u - O°G® + 0°nd°G* < (Ean)PDan + /DanKFan
X

for some 6 > 0.
To prove the claim, we assume initially that 1 < || < 4N — 1. Then according to the
estimates (3.4)—(3.5) of Theorem 3.2 and the definition of Dy, we have

(5.19)

/ xi (0%u- 9°G' + 0“po*G?)
Q

< lo%ullg [|0°GH |, + 10°pllo [|0°G2|

< VDo \/E4yDan + KFare < E5yDan + v/ DonK oy,

where in the last equality we have written k = 6/2 for 8 > 0 the number provided by Theorem
3.2. Similarly, we may use Theorem 3.2 along with the trace estimate ||0%ul| oy S [|0%ull; <

/Doy to find that

(5.20) < [0%ull gocsy [|0°G2 |, + 0%l |0~ G*

lo

S VDN \/5291\;@21\[ + KFon S ENDan + / DanKFon.

Now assume that || = 4N. Since ap < 2N — 1, we may write « = § + (o — 3) for some
B € N2 with |8] = 1, i.e. 9 involves at least one spatial derivative. Since |a — ] = 4N — 1, we
can then integrate by parts and use (3.5) of Theorem 3.2 to see that

/ —9% - 9°G® + 9%nd“G*
b

(5.21)

/ X30% - 9°G*
Q

< [|0%ull, HleflGlHO S VD2N\/529ND2N + KFon S ESnDan + V DanKFon.

_ '/ X%3a+ﬁu 9Bt
Q

<]

o7l |

)
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For the pressure term we do not need to integrate by parts:

(5.22) ’/QxfaapaaGQ S H@“pHo)

aa—ﬂaﬁGlHo < HaapHo Hv4N—1G1H1

S VDan \/529ND2N +KFon S ENDan + v/ DanKFon.

We integrate by parts and use the trace estimate H'(Q) — H'/2(X) to see that

/ 0% - 9*G3 / 9By . 9 BG3
» >

<10l sz, [ D168

(5.23)

<|

8a+ﬁuH

e [0
H-1/2(%)

< lloull, | D16

1/2
/2 1/
S VDan \/531\;@21\1 +KFon S ENDan + vV DanKFon.

For the term 0%n0“G* we must split to two cases: ag > 1 and oy = 0. In the former case, there
is at least one temporal derivative in 9%, so [|0%n]|; , < v/Dan, and hence

/ 9°no*G*
>
< 19%nlly o HDW*IGSHW NRY D2N\/529ND2N + KFon S ESNDan + vV DanKFon.

In the latter case, ag = 0, so that 9% involves only spatial derivatives; in this case we use Lemma

5.1 to bound
/ 9°n0°G*| < \/EanDan + /DanKFan.
>

Now, owing to the estimates in (5.19)—(5.25) we know that (5.17) and (5.18) hold. This
completes the proof of the claim.

Step 4 — Conclusion

Now, in light of (5.11) and (5.16)—(5.18), we have

(5.26) ( [ Gawp + [ |aan\2) + [ 1po*Ganl?
Q > Q
< (&Ean)' Doy + \/m + Dy + e NIDY

for all |o| < 4N with o9 < 2N — 1. The estimate (5.9) then follows from (5.26) by integrating
in time from 0 to ¢, and then (5.10) follows from (5.9) by summing over a. O

(5.24) <|

8a+5nH

o]

/ aa+ﬁnaafﬁ Gt
%

—1/2‘ 1/2

(5.25)

Now we prove a similar estimate at the N + 2 level.

Proposition 5.3. Let a € N'*2 50 that g < N+1 and |a| < 2(N+2). Then for any ¢ € (0,1)
it holds that

621) 3 (19wl +190[) + 1D6° )|} < EfnDrvsa +eDyvss += V5D .
In particular,
(5.28) 8755;-«-2 + 'DXH_Q S EQQNDN+2 +&DNy2 + 6_4N_9159V+2-

Proof. We divide the proof into steps as in Proposition 5.2.
Step 1 — Energy evolution
We argue as in Step 1 of Proposition 5.2 to see that (5.11) holds for the present range of .
Step 2 — Estimates of terms involving H! and H?!
We have the estimate

(5.29) /Q)ﬁ@au COYHY 4 x10°p0“H?' S eDypo + e N TIDY .
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To derive this, we may argue as in Step 2 of Proposition 5.2; the only difference is that now
when we interpolate we have

6 1-6
(5.30) H‘??OUHQNH—QOCO S 1107 0ull Ha?OUHQN-l—S—QaO

for § = (2N +5 — 2ap)~! € (0,1) so that (2 —6)/0 = 4N + 9 — 2ag < 4N + 9, which gives the
power of 1/¢ in the estimate.

Step 3 — Terms involving G*, 1 <i < 4

We claim that

(5.31) / X1 (0% - 9*G* 4 0°p0*G?) S /EanDn+o
Q
and
(5.32) / —0% - 0°G3 + 0°nd0°G* < \/EanDiyo.
)

To prove the claim, we argue as in Step 3 of Proposition 5.2, using the estimates of Theorem
3.1 in place of those of Theorem 3.2. This is sufficient to estimate all of the terms except

(5.33) / 2°“nd“G* when |a| = 2(N +2).
b
For this, in place of Lemma 5.1, we argue as follows.

First, we write 9°G* = I + II + III where I,11,III are the first, second, and third terms
on the right of (5.2), respectively. We may argue as in the proof of Lemma 5.1 to see that

(5.34) ] [+ H)\ < Willagrszysny Ilagosay 1yl

< VENVDN 12y Drio = VENnDn o

and

(5.35) ] / aanum] < Wllagosay s lllagn 2yn Illagrs2ys0

S \/DN+2\/DN+2\/52N = \/52NDN+2-

Hence

(5.36)

/8“778"‘67‘4 S VENDN 42,
)

which serves as the replacement for Lemma 5.1 in the present case. Using this, we can complete
the proof of the claim.

Step 4 — Conclusion

We now combine the above as in Proposition 5.2 to deduce the estimate (5.27). Then (5.28)
follows from (5.27) by summing over a. O

5.2. Lower localization. We now consider the evolution of the lower-localization energies at
the 2N level.

Proposition 5.4. Let j be an integer satisfying 0 < j < 2N — 1. Then for any ¢ € (0,1) it
holds that

CEU ] e petcan] s & + / e Dan + Do + - N1DY

In particular,

t t
(5.38) Exn(t) + / Doy S Eon(0) + / (Eon)Dan + €Dy + e SNIDY,
0 0
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P"'"()Of. We apply Lemma 22 tO v = XQGgU” q = Xzat‘]p’ C = ag'r/ Wlth a = O, (I)l = X2at]G1 "'I_
O{H?, ®* = x20{G* + 0] H**, & = 0, and ®* = 0 to find

1 , 2 1 : 2 . : ,
(5.39) O (2/9‘35(962@’ )+2/Q‘D35(X2U)) :/QX285U'(X23§G1+3§H1’2)

+/ X20!p(x20] G* + 8] H>?).
Q

Here H%? and H?? are given by (2.42). The right hand side may then be estimated as in
Proposition 5.2, using only the temporal derivative estimates of Theorem 3.2. In particular, we
have the estimates

(5.40) / Xo&u - OV HY? + x08!pd) H*? < eDoy + e SN 1DY
Q
and
(5.41) / (O - BIG + 0pdG?) < (Eax)'Daw,
Q

which yield (5.37) when combined with (5.39) and integrated in time from 0 to t. Then (5.38)
follows from (5.37) by summing over 0 < 7 < 2N — 1. O

Now we prove the corresponding result at the N + 2 level.

Proposition 5.5. Let j be an integer satisfying 0 < j < N+1. Then for any e € (0,1) it holds

that
J 2 ' 2 6 —4N-970
(5.42) o [ei 0w, ) + [poFCaw) | < EvDasa +eDrws + VD
In particular,
(5.43) Oi€xnso+ Dyyo S (E2n)’Dnjo + Dy + e N 9DY 1.
Proof. The proof proceeds as in Proposition 5.4, following Proposition 5.3 rather than Propo-
sition 5.2, and using the 9] G* estimates of Theorem 3.1 rather than of Theorem 3.2. (|

6. COMPARISON RESULTS

We now show that, up to some error terms, the instantaneous energy &o is comparable to the
sum SSN + 82+N and that the dissipation rate Dy is comparable to the sum Dg N+ Doy + D; N
We also prove similar results with 2V replaced by N + 2.

6.1. Instantaneous energy. We begin with the result for the instantaneous energy.

Theorem 6.1. There exists a 0 > 0 so that

(6.1) Eon S Efy + En + (Ean)'Ho
and
(6.2) Enia S Ef 4o+ o + (Ean) Enva.

Proof. In order to prove the result at both the 2N and N + 2 levels at the same time, we will
generically write n to refer to either quantity. In the proof we will write

noly e 2 2
6.3 = |oic (Cfes |oic® .
(6:3) Wa j;o £ llon—2j—2 il 2n—2j-1 il 2n—2j-3/2
Note that the definitions of £ and £° guarantee that
n
2 _ _
6.4 o SEF+ &
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The key to proving the result is the following elliptic estimate. Let j = 0,...,n — 1. Then
we may apply 9] to the equations of (2.23) and use Lemma A.8 to see that

J. || i |17 < |lad+1, |17 j o ||? j 2|
(6.5) ||0/u + (|8/p S0 w +||0/G +||0/G
2n—2j 2n—2j—1 2n—2(j+1) 2n—2j—2 2n—2j—1
2 - . 2 _ _
of| HaJG?’ <Haf+1 EX+ &8+ W,
+ H e 2n—2j—3/2+ 7 llon—2j—3/2 ~ I “ 2n—2(j+1)+ n Tt Wn

In the last inequality of (6.5) we have used (6.4) and the definition of W,.
We claim that

(6.6) En S EF +En+ Wy

To prove this claim, we will use estimate (6.5) and a finite induction. For j =n — 1 we employ
the definition of £ and Remark 2.4 in (6.5) to get

(6.7) 07 |2 + (|87 p||? S 10pull? + EF + EL + Wi S EF + EX+ W,

~

Now suppose that the inequality
2 _ _
ot SEFE WL

(6.8) ‘ 20—1

holds for 1 < ¢ < n. We apply (6.5) with j =n — ¢ — 1 and use the induction hypothesis (6.8)
to find

oy uH + ‘
2

(6.9) (8"‘“%”2 +)8”‘“p”2 < ‘8”—%”2 +ETHE AW, SEFHE +W
' K 2(0+1) K 2(e41)-1 ~ II7F 20 " toe T "
Hence (6.8) holds with ¢ replaced by ¢ + 1, and by finite induction,
nol e 2
6.10 ‘aﬂ Haﬂ <EF+E W
(6.10) ]Ezj Py oy * 107y gy SEFHERF W

We then sum (6.4), (6.10), and the trivial inequality ||(9fu|](2) < &Y to deduce that (6.6) holds.
To conclude, we must estimate W, for n = 2N and n = N+2. When n = N +2, we use (3.1)

of Theorem 3.1 to bound Wy 2 < (E2n5)?En 12, and when n = 2N we use (3.3) of Theorem 3.2

to bound Wan < (Ean)' TP, These two estimates and (6.6) then imply (6.1) and (6.2). O

6.2. Dissipation. Now we consider the dissipation rate.

Theorem 6.2. Forn= N +2 orn = 2N, write

(611) Vo=V |+ V5 G2y

~2n—1 3|2 A2n—1 ~41|2 H2n—2 41|12
D5 Gy + D5 G,y + 1D 0G|
Then
(6.12) D, <DL+ D, + D + V.
In particular, there is a 8 > 0 so that
(6.13) Daon 5@8N+252_N+25;_N+(52N)0D2N+’Cf2]\7
and
(6.14) Dnio < 159\7-1—2 + T)XH—Q + 'D]J\FH_Q + (52N)0DN+2

Proof. In this proof we use a separate counting for spatial and temporal derivatives, so unlike
elsewhere, we now use o € N? to refer only to spatial derivatives. In order to compactly write
our estimates, throughout the proof we will write

(6.15) Z =D+ D} + Yy

The proof is divided into several steps.
Step 1 — Application of Korn’s inequality
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First note that according to Lemma A.7 we have

616) D3y + DMl S 103 [P+ 00w 5 P

@ S|l

and
n T
(6.17) ZHaguHI <.
7=0
Here, we recall that ©; C € is defined in (2.40). Summing these yields the bound
H2n, |12 A A0
(6.18) 106"l 1 g0,y < Pt + D

Step 2 — Initial estimates of the pressure and improvement of u estimates
Recall that x3 is given by (2.39), Q3 C Q is given by (2.40), and x3 = 1 on Q3. We claim
that we have the estimate

(6.19) 158" ull 72 20y + 108" V0 ) < 2

To prove this, we will first use the structure of the equations (2.23) to derive various estimates
of terms involving 03. Then we use elliptic estimates for w = curlu to recover other terms with
0s.

Let 0 < j <n —1and a € N? be such that

(6.20) 0<2j+|a|<2n-1.

Note that if 2j + |a| = 2n — 1, then the condition j < n — 1 implies that |a| > 1. This means
that we are free to use (6.18) to bound

(6.21) [0 ]y, < 108"l 10 < 2

In order to extract further information, we apply the operator 8{ 0% to the first two equations
n (2.23) to find that

(6.22) 80 u — NGO u + VD] p = 0°8] G*
(6.23) div 9*d)u = 80 G*.
Because of the constraints on j, « given by (6.20) we may control

(6.24) Haaa]cﬂH +| +|Dte?|l < z.

8Q8JG2H }DQn 1G1H0
We will utilize the structure of (6.22)—(6.23) in conjunction with (6.21) and (6.24) in order to
improve our estimates.

We begin by utilizing (6.23) to control one of the terms in the third component of (6.22).
We have

(6.25) 8°0! (D3us) = 80! (—0yu1 — Doy + G?)
so that (6.18) and (6.24) imply

(6.26) |30 0 us S D3 gya oy + 103125 5 2.

HO(94)
A further application of (6.18) to control (82 4 02)0*du3 then provides the estimate
6.27 | 207 0] us | <z
( ) t U3 o) ~

Applying the bounds (6.21), (6.24), and (6.27) to the third component of (6.22), we arrive at a
partial bound for the pressure:

(6.28) Hagaaaj <z

~
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It remains to control the terms 81-80‘85 p and 8%0“6% u; for i = 1,2. To accomplish this, we
employ an elliptic estimate of curlu := w. Taking the curl of (6.22) eliminates the pressure
gradient and yields

6.29 %0 w = A8 w + curl(9°9IGY).
t t t

We only need the first two components wy = dyuz — O3ug, we = d3u; — Orusg, for which we use
the ¥ boundary condition (2.23)

(6.30) dius + Ozu; = Dues -e; = —G3 - ¢; for i = 1,2
to derive the boundary conditions

=20 G3- by
(6.31) w1 busz + 362 on
w2 = —261’&3 - G°- €1 on .
The functions ysw;, ¢ = 1,2, satisfy
(6.32) AG“0] (xzwi) = x3(0°0 T w;) +2(83x3) (850° 0] w;) + (3 x3) (9D wi) — x3 curl (970 G1)
in Q as well as the boundary conditions
Baﬁg(xgwl) = 2528‘*(")5% + aaag'GS - e on X
(6.33) 0%0] (x3wa) = —2010%0uz — 0%9/G® - e1 on %
60‘8,{(X3w1) = 8“85 (Xgujg) =0 on Eb.
In order to employ an elliptic estimate of aaag' (xswi) we must first prove two auxiliary estimates.
First we derive an estimate of the H~1(Q) = (H3(Q))* norm of each term on the right side

of equation (6.32). Let ¢ € H}(Q2). When a # 0 we may write a = 8 + (o — 3) with |3] = 1
and integrate by parts to bound

(6.34) ‘ / Px30" 0w,
Q

since 2(j + 1) + |a — 8| =25 + |a| + 1 € [1,2n]. We may use (6.18) for

B ‘/ga%x?ﬁo‘_ﬁ@f“wi < llelly [|xsDg"will,

(6.35) s D"willo S 108wl 110 S 2-

Chaining these inequalities together when « # 0 and taking the supremum over all ¢ such that
lelly <1, we get

. 2
(6.36) ‘ rotulT <z
H*l

A similar argument without an integration by parts shows that (6.36) is also true when o = 0
since in this case the condition j < n—1 implies that 2 < 2(j+1) < 2n. Similarly integrating by
parts with d3 in the dual-pairing, we may estimate the second term on the right side of (6.32):
(6.37)

2005x) @0°0]wn) || S (I0sxsE o + 9351 50) 1DF il oy S IDE 11 S Z-

2
H

The third term may be estimated without integration by parts in the dual-pairing:

. 2 _
(6.39) |@x) @ dfw)| | S ll0bxs] | DE

HHO(Q3) S HD(Q)nuHHl(Ql) SZ

The fourth term is estimated by integrating by parts with the curl operator and using (6.24):

1(9°87 G 2 < 2 P 2 P11 2c 2
(6.39) X3 curl(0“0{G") g S (IIxsll7e + [10sx3ll700) || DG I, S 2.
Combining these four estimates of the right hand side of (6.32) yields

. 2
(6.40) Haaaag(xgwi) L SZfori=12
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Next, to complete the elliptic estimate of 98 (xsw;), we also need H/2(X) estimates for
the boundary terms on the right side of the first two equations in (6.33). We may estimate the
dyug, i = 1,2, terms with the embedding H'(Q) — HY?(X%):

~

. 2
(6.41) ‘ aaaiazusu

H'/2(%)

WW&WH

v <1081 0, S 2.

On the other hand, estimates of G3 are already built into Z:

(6.42) ‘

WW@H <|IDE G}y < Vum < 2
Since ysw; = 0 on X for ¢ = 1,2 we then deduce that

, 2
(6.43) H(‘?aag(xgwi) S Zfori=1,2.

HY2(80Q) ™

Now according to (6.40), (6.43), standard elliptic estimates, and the fact that y3 = 1 on 3
(defined by (2.40)) we have

<

(6.44) ‘ o

80‘8]%

. 2
* t(X3wi) 1§Zforz’:1,2.

We may then rewrite
(6.45) D20°0) uy = 830°0 (wa + B1us) and D29°0 ug = 930°8! (Daus — w1)
and deduce from (6.44) and (6.18) that for i = 1,2 we have

(6.46) Hég@aéﬂul

o) 155" us | 11 0, +Z’30‘3§%H 32

We then apply this estimate along with (6.18) and (6.24) to the first two components of equation
(6.22) to find that

(6.47)

12
J < =
8tpHHO(Qg) S Zfori=1,2.

Now we sum the estimates (6.18), (6.26), (6.48), (6.58), and (6.47) over all j <n—1 and o € N?
with 0 < 2j + |a| < 2n — 1 to deduce that (6.19) holds. This proves the claim.

Step 3 — Bootstrapping, n estimates, and improved pressure estimates

Now we make use of Lemma 6.3 to bootstrap from (6.19) to

n—1 2 n—1 . 2
Vi J <
(6.48) > 2 ——— > [009P o sy S 2

With this estimate in hand, we may derive some estimates for 77 on X2 by employing the boundary
conditions of (2.23):

(6.49) n=p—203u3 — Gg,

(6.50) om = uz + G*.
We differentiate (6.49) and employ (6.48) to find that
(651)  1Dnl3,-3/2 S IDPlr20-2/2(5) + | DOsus|Fan-sa(sy + [ DGl 5
2
5 HDPHH%—l(Qg) + HDaﬁiuBHH%—l(Qg) + HGSH2n—1/2 5 Z,
so that by the usual Poincaré inequality on 3 (we have that 1 has zero average) we know

(6.52) 7113, 1/2 S < \nllg + 1 Dnll3,, - 3/2 X < 1Dl 3/2
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Similarly, for 7 = 2,...,n + 1 we may apply 8571 to (6.50) and estimate

. 2
S e

H2n— 2J+5/2

(6.53) Hagn

2n—2j+5/2 ~ 2n—2j+5/2

+ o] <2
H2n—2G-1)+1 () 2m—2(j—1)+1/2 ~

sl H

It remains only to control 9,7, which we do again using (6.50):

(6.54) 10315 S sl Frn-1/2(s) + G|, 12 S lluslzpzn(,) + 2 < 2.
Summing estimates (6.52)—(6.54) then ylelds

n+1
(6.55) Hw%uwwwmnm+ijhn%%%m<z

The 7 estimates (6.55) now allow us to further improve the estimates for the pressure. Indeed,
for j =0,...,n— 1 we may use Lemma A.6 and (6.49) to bound
(6.56) HaﬂpH

< ot + fenctual o, + et + il

HO(Q3) HO(Z) HO(Q3)

< \\aJU3\\ +z<z
~ t H2(93) ~

This, (6.18), and (6.55) allow us to improve (6.48) to

n n—1
CEUND S T2 IS ol 7
j=0 7=0

H?2n—2j (QS)

n+1

+ [Inll3, 12t 10sml[3,, - 12+ Z Hajn S Z.

2n—2j+5/2 7

Step 4 — Estimates in Q9
We now extend our estimates to the lower domain, {29, by initially applying Lemma 6.4 for

658 Y |9 0ew)
j=0
where X}, is defined by

(6.59) X, = Z HaJH”

2 S lotcen|| D5+ D0+
2n—2j+1+j§0H t<X2p)H2n—2jN n Dot At I,

+H8JH22
2n—25—1 2n—2j

for H%? and H?? given by (2.42). We must now estimate X,. For this we note that by
construction supp(Vyz) C 23, which implies that supp(H?) U supp(H??) C Q3. This allows
us to use the estimate (6.57) to bound

n—1 ) 9
660 %5 3 [t +Joio], 5z
(6.60) VS Z()( 2 I 7 .

Then estimates (6.58) and (6.60) may be combined to get

]
6 61 Z Ha HH2n 2g+1 Z H tp’ H?2n—2j Q2
<3 ot tnen
j=0

Step 5 —Estimates on all of {2 and conclusion

N
]

S

2 n-l. 2
0! Cean)|
2n—2j+1 + jz:% H : (xap) 2In—2j
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We recall that = 3 U Qy. This allows us to add the localized estimates (6.57) and (6.61)
to deduce (6.12). In order to deduce (6.13) and (6.14) from (6.12), we must only estimate
Y, for n = 2N and n = N + 2. In the case n = 2N, Theorem 3.2 provides the estimate
Yon < (EQN)QDQN + KFon, and (6.13) follows. In the case n = N + 2 we use Theorem 3.1 for
Yni2 < (Ean)?Dyya, and (6.14) follows. O

The next result is a key bootstrap estimate used in the proof of Theorem 6.2.
Lemma 6.3. Let YV, be as defined in Theorem 6.2. Suppose that
H2n—2r+1, 12 H2n—2r+1 2 N0 | 7
(6.62) 1D ul[y2r gy + 105" V220 S P+ Dt + Vn
for an integer r € {1...,n —1}. Then

(6:63) |07 " Fparsr gy + 108"V g2y

_ 2 2 _ _
i ‘Dgnq(rﬂ)ﬂuH HD2n 2(r+1)+1 VpH <D+ D + V.
H2’V‘+2(Q3 H27‘(Q3)
Moreover, if (6.62) holds with r = 1, then
n—1
0 At
(6.64) Z;H o o +ZHavaHH2n iy SDUHDE D0

Proof. We divide the proof into two steps.

Step 1 — (6.62) implies (6.63)

Throughout the proof we will write Z := DY + D;f + V,. Let £ € {1,2} and take 0 < j <
n—1—rand o € N? so that 0 < 2j + |a| < 2n —2r +1 — £. We apply the differential operator
8§r72+€80‘8£ to the first equation in (2.23) and split into separate equations for its third and
first two components; after some rearrangement, these read

(665) 827" 1+£aaagp _ _agr—Q—&—Eaa@g-i—lug +A8§r—2+€aaagu3 _‘_8?%7"—2—1—(8048sz1‘)
and
(6.66) AGZT =29 u; = 922990 4+ 9,0 9l p — 93 98! G}

for i = 1,2. Notice that the constraints on r, j, |a| imply that 0 < |a|+ (2r—2+¢)+2j < 2n—1,
so we may estimate

, 2 . 2
(6.67) Hag’F*z‘i’eaaagGlHoJr Hagr—2+€aaatgG2H1 <y <Z.
Since 2r — 2 + ¢ > 0, we know that

(6.68) H82r 24 ga gty ’ Haaaﬁ-l )2

H2r=2+0(Q3)

HO(Q3)
If ¢ =2 then |a| +2(j + 1) < 2n — 2r + 1 so that

. 2
0%y

(6.69) HO‘”@]H H t HH?r(Qs)

< ||D(2)n72r+1“Hi12r(93) <2

On the other hand, if £ = 1, then either o = 0, in which case the bound on j implies that
2(j+1) <2n —2r, and hence

——

J+1

(6.70) ‘ 7 <z

orof* . < D32l

H2r=2+£(Q3) H HHQT*1(Q3)

or else || > 1, and so o = § + (o — ) for |3] = 1, which implies that

(6.71) ’

e AR H

i A ]

§e=Bity H

H?2r— 2+Z(Qg) ‘ ’H%" I(Qg) ‘ H2T(Qg)

< HDgn_QTH“Her(Qg) <Z.
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Then in either case,
. 2
(6.72) |og—=tomoftal <z
HO(Q3)

We have written the equations (6.65)—(6.66) in this form so as to be able to employ the
estimates (6.62), (6.67), (6.72) to derive (6.63). We must consider the case of £ =1 and ¢ = 2
separately, starting with £ = 1.

Let £ = 1. According to the equation divu = G? (the second of (2.23)) and the bounds (6.62)
and (6.67) we may estimate

2

(6:73) H@g”l(‘?aﬁgusH ) - Ha??raaﬁg(cfY2 — O1ug — 82u2)) 2

HO(Q3 HO(Qs3)
< Ha%—laaafcﬂ]f n ‘ 99 (Druy + a2u2)H2 <
~As ok ¢ s ~
and hence
(6.74)
. 2 2 R
A 627“718an H < HaQTJrlaan ‘ Ha%“fl 62 82 aaa} H < Z.
H (03 i u3) Ho0s) ~ 1193 t U3 HO(Q3)+ 5" (01 + 92) 0% us o) ~
We may then use (6.67), (6.72), and (6.74) in (6.65) for the pressure estimate
2
. 2r no < Z.
(6.75) H83 0 Gip‘ HO(Q3) ~
Turning now to the i = 1,2 components, we note that by (6.62)
2 2
92r—1aaq) 2 2\ 92r—1 qa .
(6.76) ’8163 ) 3tp’ oy H(a1 rapoytoraful,
A2n—2r+1 2 AH2n—2r+1, (|2
< 105 VPHHQ?“—Q(QS) + 105 UHHQ’"(Q;),) S 2

for i = 1,2. Plugging this, (6.67), and (6.72) into (6.66) then shows that

<Zfori=1,2.

3)

(6.77) Hag”laaa{ui‘ :

HO(Q

Upon summing (6.73), (6.75), and (6.77) over 0 < j < 2n—r —1 and « satisfying 0 < 2j+ |« <
2n — 2r, we deduce, in light of (6.62), that

(678) “Dgn_Qru“;2T+l(Q3) + HDS”_QrvaiﬂT—l(Qg) S Z.

In the case £ = 2 we may argue as in the case ¢ = 1, utilizing both (6.62) and (6.78) to derive
the bound

(6.79) HDgn_%_luHiﬂ“ﬂ(Qg) + ||Dgn_2T_IVpHiI2T(Q3

Then we may add (6.78) to (6.79) to deduce (6.63).

Step 2 — The proof of (6.64)

Now we turn to the proof of (6.64), assuming that (6.62) holds with » = 1. By (6.63) we
may iterate with r = 2,...,n — 1 to deduce that

<
S Z

) n . 2
(6:80) || Dot yen o) + ; Hat]uHHQn—Qj"'l(QS)

n—1
1 2 Vi 2 - -
1058y + 3 [O0VP] ) S PR DL 50
j=1

Let 1 < /¢ < 2n — 1. We apply the operator 8§ to the first equation of (2.23) and split into
components to get

(6.81) O p = —0,05u3 + AdSuz + 95G3, and
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(6.82) 52wy = —(0F 4 02)04u; + 0,95u; + D;05p — O5G} for i = 1,2.
Then (6.80), together with (6.81)—(6.82) and the equation dsug = G* — d1u1 — dausz, allows us
to derive the estimates

(6.83) Ha§+2uH2

2

+ |95 (SDLAD] 4

HO(Q3) HO(Qs3
This and (6.80) yield (6.64). O

The following result is based on an argument similar to the one used in Theorem 6.1.

Lemma 6.4. Let ), be as defined in Theorem 6.2. Let H? and H*? be given by (2.42), and
write

n-l. 2 A 2
84 X, = H H'? H H2? .
(6.84) " JZ:% o Im—2j—1 + |9 In—2j
Then
n . 2 n-l 2 _ _
(6.85) loicen, , . + > [ecen], , SD7+Dh+ X+
j=0 Jj=0

Proof. First note that by Lemma A.7 we may bound
. 2 _
(6.56) >~ |eiew]|, s 7+ D

When we localize with y2 we find that xsu and x2p solve
O (x2u) — Alxau) + V(x2p) = x2G' + H? in Q

(6 87) diV(qu) = X2G2 + H2’2 in
' ((x2p)I — D(x2u))es = 0 on ¥
xou =0 on Xp.

Then for any j = 0,...,n — 1 we may apply Lemma A.8 to see that

2 2

(6.88) [ (ou)

+ Hag(Xﬂ?)

2n—2541 2n—27

2 2

< ’ ot 2
u
~ ‘ v D) 2n—2(j+1)+1

+ 0 Gt + 112)

+|[of (a6 + 122)

In—2j—1
: 2
< 8]4-1
~ H i (ew) 2m—2(j+1)+1
We will use estimate (6.88) and a finite induction to prove (6.85). For j = n—1 we use (6.86)
to get

2n—2j

+yn+Xn'

_ 2 _ 2 _ -
(6.89) 07~ O[3 + 107~ Oeap) |, S 187 (el + Vi S Dry +Dpp + Vi + X
Now suppose that the inequality
2 2 _ _
(6.90) |t o), +|or0ap)|,, £ D7 + DR+ + 2,

holds for 1 < ¢ < n. We claim that (6.90) holds with ¢ replaced by ¢+ 1. We apply (6.88) with
j=n—4£—1to get

691) | 2 Jor-teen,., <]

0p = (x|

2
anfé H X
t (XQu) 2041 +Vn+ A&,

2(0+1)+1
SOy +Dp+Vn+ X
where in the last inequality we have employed the induction hypothesis (6.90). This proves the

claim, so by finite induction the bound (6.90) holds for all £ = 1,...,n. Summing this bound
over £ =1,...,n and adding (6.86) then yields (6.85). O
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7. A PRIORI ESTIMATES

In this section we will combine our energy evolution estimates with the comparison estimates
to derive a priori estimates for the full energy, Gon, defined by (2.52).

7.1. Estimates involving F>y and K. Our first result is an estimate of Foy.

Lemma 7.1. It holds that

71) s Fa(r) Sew (C [ VR

0<r<t
t t 2
X fQN(O) +t/ (1 + gQN(T))DQN(T)dT + </ iV, /C(’I“)FQN(’I“)d’F) .
0 0
Proof. Throughout this proof we will write u = % + uses, i.e. we write @ for the part of u

parallel to X. Then 7 solves the transport equation dyn + @ - Dn = ug on X. We may then use
Lemma A.5 with s = 1/2 to estimate

t t
12 s 110l < e (€ [ 1DE sy ar) [Imlhyo + [ Taa()gogsy o]

By the definition of K, (2.51), we may bound [|Da(r)| gs/2(sy < +/K(r), but we may also use
trace theory to bound [[uz(r)||g1/2(s;) < Dan(r). This allows us to square both sides of (7.2)
and utilize Cauchy-Schwarz to deduce that

t t
(7.3) sup [[n(r)|[3 5 Sexp (2C [ VE(r)dr ) {lInoll?y +t | Dan(r)dr|.
0<r<t 0 0

To go to higher regularity we let a € N? with |a| = 4N. Then we apply the operator 9 to
the equation 9yn + @ - Dn = ug to see that 0*n solves the transport equation
(7.4) 0,(0°n) + - D(0°n) = 0%uz — Y Copd’ii- DO* Py :=G°
0<fB<La

with the initial condition 0%79. We may then apply Lemma A.5 with s = 1/2 to find that

t t
13) sup 10000}, < 0 (C [ 1DAO ey dr) (10l + [ 1620 ]

We will now estimate ||G®|| ;1/2.
For 3 € N? satisfying 2N + 1 < |8| < 4N we may apply Lemma A.1 with s; = 7 = 1/2 and
$9 = 2 to bound

(7.6) Haﬁwaﬂ—%H < Haﬁa( HD&“‘%H .
1/2 HY/2(%) 2
This and trace theory then imply that
(7.7) Z Hcaﬂaﬂﬂ : D(?‘“%Hl/g SNl || DV nlly S VDanéan-

0<B<a
IN+1<|B|<4N

On the other hand, if 3 satisfies 1 < |3| < 2N then we use Lemma A.1 to bound

(7.8) HaﬂfaDaa*ﬂnH < Ha%” Daa*ﬂnH

1/2 H2(%) H 1/2

so that

79) X |Capd®n- Do) <Dl || DI ], + 1Dl e, D)

0<B<a
1<|B|<2N

< VénDon +VKFaon.



38 YAN GUO AND IAN TICE

The only remaining term in G* is 0%us, which we estimate with trace theory:

(7.10) 10%us| /2wy S | DN usl|, S V/Dan-
We may then combine (7.7), (7.9), and (7.10) for
(7.11) 1G*1/ S (1+ VEn)VDan + VK Fan.

Returning now to (7.5), we square both sides and employ (7.11) and our previous estimate
of the term in the exponential to find that

112) s [0l < oo (2 [ VETar)
t t 2
X [”8()("70“%/2 —l—t/o (1 + gQN(T))DQN(T)dT + </0 \/ IC(’I”)fQN(’I”)d’I“> ] .

Then the estimate (7.1) follows by summing (7.12) over all || = 4N, adding the resulting
inequality to (7.3), and using the fact that HnHiNHm S H?7||%/2 + HD4N77H3/2. O

Now we use this result to derive a stronger result.

Proposition 7.2. There exists a universal constant 0 < § < 1 so that if Gon(T') < 6, then

t
(7.13) sup ng(r) 5 fQN(O) +t/ DQN
0<r<t 0

forall0 <t <T.

Proof. Suppose Gan(T) < § < 1, for 0 to be chosen later. Fix 0 < ¢ < T. The Sobolev and
trace embeddings allow us to estimate I < En4o. Then

(7.14) /0 \/Wdr < /0 VENt2(r)dr < \/3/000 Wdr < V6.

Since § < 1, this implies that for any constant C' > 0,

(7.15) exp (C /Ot \/%dr> <1.

Similarly,
(7.16) </ VE(r)Fon(r dr) < <sup Fon(r ) (/ VK dr> < <sup ng(r)> 0.
0<r<t 0<r<t
Then (7.14)—(7.16) and Lemma 7.1 imply that
t
(7.17) sup Fon(r) <C (ng(O) —l—t/ D2N> +C5 ( sup .7:2]\7(7”)> ,
0<r<t 0 0<r<t

for some C' > 0. Then if § is small enough so that C'd < 1/2, we may absorb the right-hand
Fon term onto the left and deduce (7.13). O

This bound on Fopn allows us to estimate the integral of KFon and /Doy KFon.

Corollary 7.3. There exists a universal constant 0 < 6 < 1 so that if Gon(T') < 6, then

(7.18) /Ot K(r)Fon(r)dr < 0Fon(0) + 6/: Doy (r)dr
and
(7.19) / \/DQN .7:2]\7( )dT’ < .7:2]\[( + f/ D2N d

for0<t<T.
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Proof. Let Gon(T') < § with § as small as in Proposition 7.2 so that estimate (7.13) holds. As
in Proposition 7.2, we have that K(r) < Enya(r) < 8(1 +7)"4N+8, This and (7.13) then easily
imply (7.18). These two and Cauchy-Schwarz also imply (7.19). O

7.2. Boundedness at the 2N level.

Theorem 7.4. There exists a universal constant 6 > 0 so that if Gon(T) < 8, then

t

Fon(r)
7.20 sup En(r) + Doy + su
(7.20) 02ret 2N (r) o VT (T

forall0 <t <T.

S (‘:zn(O) + .7:2]\[(0)

Proof. Fix 0 <t <T. For any ¢ € (0,1) we may sum the bounds of Propositions 5.2 and 5.4 to
find

t
(721) () + Epp(t) + /O Dy + Dy
t
<6 <52N<o> + [ (€ ox + VDKo + Doy + ESN@SN) .
0

for a constant C; > 0 independent of €. On the other hand, Proposition 4.3 provides the
estimate

(7.2 i+ | Dl <Oy (Ea(0) + oty + | t<52N>9D2N>

for a constant Co > 0. We multiply (7.22) by 1+ C, for a constant C, > 0 (with precise value
to be chosen later) and add the resulting inequality to (7.21) for

(729) &)+ EnylD) + (14 QOB + [ "Bt 4 Do+ (14 C.)Ply
0
< Co(1 4 C)(Ean(t))® 2 + (C1 + Co(1+ C.)) (52N(0) + /Ot(52N)QD2N>

+C /Ot VDonKFon + Doy + e 3N 1DY.
From Theorem 6.1 we know that
(7.24) En(t) < Cs (EJN(t) +En(t) + (52N(t))1+9> ;
and from Theorem 6.2 we know that
(7.25) /Ot Doy < Cs /Ot (@SN + Dy + Dy + (E2n)Don + in2N)

for a constant C'3 > 0. We may then combine (7.23)—(7.25) to see that

(7.26) 013 <52N(t) + /Ot D2N> +C, <5’§N(t) + /Ot DSN> < Oo(1+ C)(Ean(2))3/2

+ (Eon ()0 + (1 4+ CL 4+ Co(1 + CL)) <62N(0) + /Ot(SQN)6D2N>

t t
+/ CiVDonKFon + KFon + Cl/ eDan + E_SN_IDSN.
0 0
Now we choose

1 1 1 1
2 =min} -, ——— , = 1 — < — —
(7.27) € mm{z, 20103} e € (0,1) and 5C; = 0y Cie,
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and then we choose C, = C1e~8V~1 With this choice of £ and Cy, (7.26) reduces to
1 t
129) 5 (Eav @+ [ an) < Call + CpEN D) 1 (Ean ()
0

t t
+ (1+Cl +02(1+C*)) <52N(0) —l—/ (EQN)€D2N> +/ CivVDonKFon + KFon.
0 0

Let us assume that § € (0,1) is as small as in Corollary 7.3; this allows us to estimate the
integrals involving KFan and /Doy KFon in (7.28) to bound
(7.29)

Eant / Dox < C <52N< )+ Fan(0) + (Ean(£)) 1 + /0 (Ean)' Do + V5 /0 t DQN)

for C4 > 0 and ¢ = min{1/2,0} > 0. Now we further assume that § is small enough so that

1 1 1
(7.30) CuVs < n Cyo? < 4 and Cy6? < 5
Then since supg<,<; En+2(r) < Gan(T) < 0, (7.29) implies that
1 t
(7.31) B (52N(t) +/ D2N> < Cy (&2n(0) + Fan(0)) .-
0

If § is further restricted to be as small as in Proposition 7.2, then we also have that

(7.32) Fan(r) < su Fan (0 )
o<r<t (L+7) “o<r<t (1+ 7“) oerst (
< Fan(0) + / Don(r)dr < Ean(0) + Fon (0).
0
Then (7.20) follows by summing (7.31) and (7.32). O

7.3. Decay at the N + 2 level. Before showing the decay estimates, we first need an interpo-
lation result.

Proposition 7.5. There exists a universal 0 < § < 1 so that if Gan(T') < 9, then

(7.33) Dn42(t) S DR o(t) + Diio(t) + Dyo(t), Enva(t) S EXpa(t) + EXn(t),
and
(7.34) Enia < (Diypo) AN—8/UN=T) (g, NI/(N=T)

Proof. The bound Gon(T') < 6 and Theorems 6.1 and 6.2 imply that

(7.35) Divyz < CB% a(t) + D ya(t) + Diysylt)) + CEINDis2

< O(DR42(t) + DF 45(t) + Dy 5(1) + C8" Do
and
(7.36)  Ento < C(ERpa(t) + Exn(t) + CENEN 12 < C(ERrsa(t) + Ef (1) + C8"Enya

for constants C' > 0 and # > 0. Then if § is small enough so that C'6? < 1/2, we may absorb the
second term on the right side of (7.35) and (7.36) into the left to deduce the bounds in (7.33).

We now turn to the proof of (7.34), which is based on the standard Sobolev interpolation
inequality:

(7.37) 1711, S IAIZSF 175+

for s,qg > 0 and 0 < r < s. Applying this for 0 < j < N + 2 with s = 2(N +2) — 25, r = 1/2,
and ¢ = 2N — 4 shows that

(7.38) HagnH

o < (/D) (VE) .

AN —-2j5

~ H th 2N+2) 2j—1/2”

2(N+2)—
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39 oia < [l o, ", S WP (VEm,

2(N+42)—2j 2(N42)—2j—1/2 aN-25 ~
where
4N — 8 1
(7.40) 0—4N_7and1—9—4N_7.

Similarly, we may use 0 < j < N+ 1 with s =2(N+2)—-2j—1,r=1/2,and ¢ =2N —4

, 10 . 11—6
ra1) ot <ot [0t -, S (VPR (V)
(7:41) tPllgn2)-aj-1 ~ 1 9P o n2)-aj-3/2 18P lan—2j—1 S (VDv42) (Véan)
We may then sum the squares of these interpolation inequalities to deduce (7.34). O

Now we show that the extra integral term appearing in Proposition 4.4 can essentially be
absorbed into &Y, + EX 4o

Lemma 7.6. Let F? be defined by (2.19) with 0% = 875]\”'2. There exists a universal 0 < 6 < 1
so that if Gon(T) < 6, then

(7.42)

2 . . ) a 4 _ _

5 a(0) + (1) < a0+ (0 =2 | TOON RO 1) < 5 1a(0) + & n(0)
forall0 <t <T.

Proof. Suppose that ¢ is as small as in Proposition 7.5. Then we combine estimate (4.5) of
Theorem 4.2, Lemma 2.3, and estimate (7.33) of Proposition 7.5 to see that

N
(7.43) 1 [0 8]| 1721y S vENT2y/EEna
0/2 0/2, 5 5 5 5
= ol EN 2 S EM(EXa + Ern) S 6 (Ea + &y
for some 6 > 0. This estimate and Cauchy-Schwarz then imply that
(7.44) '2 / JoNTpF?
Q

if ¢ is small enough. The bound (7.42) follows easily from (7.44). O

_ _ 1 - _
<201 [N D] [[F2]ly < COP(ER o+ 10) < 5(ER4a+E 1)

Now we prove decay at the N + 2 level.
Theorem 7.7. There exists a universal constant 0 < § < 1 so that if Gon(T') < 9, then

(7.45) Oiulit(l -+ 7")4N785N+2 (7") 5 gQN(O) + ng(O)

forall 0 <t <T.

Proof. Fix 0 <t < T. According to Propositions 5.3, 5.5, there exist constants C; > 0 so that
for any € € (0,1),

(7.46) OH(EN o+ Ensa) T Dlyyo + Diyo < C1(ESyDnyo + eDnpa + e N 79DY ).
On the other hand, Proposition 4.4 provides a constant Cy > 0 so that
(7.47) o (5‘1% yo— / 2J8§V+1pF2> + DYy yo < Co/EanDn o

Q

We multiply inequality (7.47) by 1+ C, for C, > 0 a constant to be chosen later and add the
resulting inequality to (7.46) to find

(7.48)
O (‘SJJ\?+2 +Eyyp (1 C)ERrya — /Q2J3£N+1PF2> + (D{jg + Dyyo + Do) + CuDYrs
< (C1+ CQC*)(EQN)wDN+2 + C1(eDn42 + 574N79ﬁ9v+2),
where ¢ = min{1/2, 6}.
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Let 6 € (0,1) be as small as in both Proposition 7.5 and Lemma 7.6. Then
(7.49) Dn+2 < O3(Dpyy + Dy + Diry)

for C3 > 1 (we know that C3 > 0, but we may further assume this). Then (7.49) and (7.48)
imply that

_ _ _ 1 _
(7.50) & (5; vot vt L+ Co)EX o — /Q 2J8,£V+1pF2> + @Dn“ + C,. DY,

< (C1+ C2Cy)(Ean)¥ D2 + C1(eDnia + e VDY 1),

Now we choose

1 1 3 1
Ryl = 1 - — < —
(7.51) € m1n{2,40103}:>403_03 Cie
and C, = C1e~*N =9, Further, we assume 0 is sufficiently small so that
1

7.52 C1 + CoCL)8Y < —.
(7.52) (C1 + C2C)0% < 1C;
With this choice of ¢, Cy and the bound &y < Gon(T) < §, the inequality (7.50) implies

_ _ _ 1
(7.53) o <5]¢+2 + &5+ 1+ COE o — / 2J8tN+1pF2) + 55 Pvi2 <0.

Q 3

Let 6§ be as small as in Theorem 7.4, Proposition 7.5, and Lemma 7.6. Then Theorem 7.4,
(7.34) of Proposition 7.5, and (7.42) of Lemma 7.6 imply that

(7.54)
9 _ _ _ _ _ _
0< 5(5;\?% + &) T (L C)EN y S EF Ly +Exy + (1 + C)ERG2 — /QZJ@NHPF2

4 5 5_ 5_ _ _ _
< (g + Expa) + (L CEY 5 < Caivgz < COUEN) YN T (D g) N =H/UNTD)
< 0523/(4]\”7) (DN+2)(4N78)/(4N77)
for all 0 < t < T, where we have written Zy := &n(0) + Fan(0), and Cy, C5 are universal
constants which we may assume satisfy C5 > C4 > 1. Let us write

(7.55) h(t) = Exo(t) + Exnpo(t) + (1 + CL)ER o(t) — / 2J ()N T p(t) F2(t) > 0,
Q
as well as
(7.56) L andc !
. S = 11 =
AN =8 © T 2050tz

We may then combine (7.53) with (7.54) and use our new notation to derive the differential
inequality

(7.57) Oih(t) + Ce(h(t))' 5 <0
for0<t<T.
Since (7.54) says that h(t) > 0, we may integrate (7.57) to find that for any 0 <r < T,
h
(7.58) hr) < )

[1 4 sCs(h(0))sr)t/s

Then (7.54) implies that h(0) < C4En+2(0) < Cs€an(0) < CyZp, which in turn implies that
s h(O))S s s <C4>S

7.59 sCe(h(0))* = < Ci= — ] <1

(7.59) 5(h(0)) 2C5C3 T ( Zy ) T 2050t 205C5 \C5)

since 0 < s <1,C5>Cy>1,and C3 > 1. A simple computation shows that

(14 r)/s 1
7.60 =
(7.60) "o (L+ M)/ — Ms
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when 0 < M <1 and s > 0. This, (7.58), and (7.59) then imply that

(1 —i—r)l/s
[1+ 5C6(h(0))*r]V/*

1+sy\ 1/s 145\ 1/s
gh(0)<20305 ) Z :<20305 ) .

(7.61) (1 +7)Y*h(r) < h(0)

s h(0) s
Now we use (7.33) of Proposition 7.5 together with (7.54) to bound
(7.62) Ent2(r) S EXpalr) + ENya(r) Shir) for 0<r <T.
The estimate (7.45) then follows from (7.61), (7.62), and the fact that s = 1/(4N — 8) and
Zy = &Ean(0) + Fan(0). O

7.4. A priori estimates for Gony. We now collect the results of Theorems 7.4 and 7.7 into a
single bound on Gsy. The estimate recorded specifically names the constant in the inequality
with C7 > 0 so that it can be referenced later.

Theorem 7.8. There exists a universal 0 < 0 < 1 so that if Gan(T') < 6, then
(7.63) Gan (t) < C1(Ean(0) + Fan(0))
for all0 <t < T, where Cy > 0 is a universal constant.

Proof. Let § be as small as in Theorems 7.4 and 7.7. Then the conclusions of the theorems
hold, and we may sum them to deduce (7.63). O

8. SPECIALIZED LOCAL WELL-POSEDNESS

We now record a specialized version of the local well-posedness theorem.

Theorem 8.1. Suppose the initial data satisfy the compatibility conditions of Theorem 1.1 and
u(0)]|3 y + ||77(0)||z21N+1/2 < 00. Let e > 0. There exists a 6o = dp(e) > 0 and a

1
(8.1) T():C(e)min{l,Q} >0,
”77(0)||4N+1/2

where C(¢) > 0 is a constant depending on €, so that if 0 < T < Ty and |[u(0)[|5x + I7(0)[|5x <
do, then there exists a unique solution (u,p,n) to (1.12) on the interval [0,T] that achieves the
wnitial data. The solution obeys the estimates

(8.2) sup Ean(t) + /OT Do (t)dt + /OT (H&?NHU(t)HQ

82N p(t 2) dt < C
0<t<T (OHI)* + H t p( )HO — 2¢

and

(8.3) sup fQN(t) < 02.7'-2]\/(0) + e
0<t<T

for Cy > 0 a universal constant. If ny satisfies the zero average condition

(8.4) /2770 =0, then /En(t) =0
for allt € [0,T7].

Proof. The existence, uniqueness, and estimates follow directly from Theorem 1.1. Then (8.4)
follows from (1.5) and the fact that g satisfies the zero average condition. O

Remark 8.2. The finiteness of the terms on the left of (8.2)—(8.3) justify all of the computations
leading to Theorem 7.8.
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9. GLOBAL WELL-POSEDNESS AND DECAY: PROOF OF THEOREM 1.3

In order to combine the local existence result, Theorem 8.1, with the a priori estimates of
Theorem 7.8, we must be able to estimate Gon in terms of the estimates given in (8.2)—(8.3).
We record this estimate now.

Proposition 9.1. Suppose that N > 3. Then there exists a universal constant C3 > 0 with the
following properties. If 0 < T, then we have the estimate

Ts

(91) g2N(T) < sup gzN(t) + DQN(t)dt + sup .7:2]\[(75) + 03(1 + T)4N_8 sup gZN(t).
0<t<T 0 0<t<T 0<t<T

If 0 < Ty <T5, then we have the estimate

Ts
(9.2) Gon(Tp) < C3Gon(Th)+ sup Ean(t) + Do (t)dt
Tl§t§T2 T1
1
+ ——= sup ]:2]\/( ) + Cg(TQ — T1)2(1 + T2)4N_8 sup 52]\[(75).
(1+T1) ry<i<my Ty <t<T,

Proof. We will only prove the estimate (9.2); the bound (9.1) follows from a similar, but easier
argument. The definition of Gon(T?2) allows us to estimate

Ts

(9.3) Gon(To) < Gon(T1) + sup Eon(t) + Do (t)dt
T <t<T> Ty

Fan(®) + sup ((1+ t)4N785N+2(t)) .

+
ri<i<t, (1+1)  m<i<m,

Since N > 3 it is easy to verify that

CXOND DN At RS 2 W A IR L T
Z 2N+2)— b 2N+2)— + K 2(N+2)—2j al o(Nt2)—2j ~ 2N
and

N+l )
95 [t +[ors €
(9:5) jzz:o b Pllyniay o Py yay_njy ~ 2N

For j = 0,...,2N, we may then integrate O [(1 + t)(4N_8)/28fu(t)] in time from 7} to T3 <
t < Ty to deduce the bound

(9.6) ||+ D9 200u()| < ||+ )@= 200 u(ry) |

2N+4—2; 2N+4—2j

N /T2(1 4 5)aN-8)/2 Hc‘)ﬁ“u(s)“ N M(l 4 5)(AN-10)/2 H@{u(s)

T 2N+4—2j 2 H2N+4—2j

Gon (Th) + (To — T1) (1 + To) N =872 | sup  Eyn(t).
T1<t<T»

Squaring both sides of this then yields, for j =0,..., N + 2,
(9.7)

. 2
sup (<1+t>4N—8Hazu<t>H ) S Gon(Th) + (T = T2+ TV sup Ean(h)
T <t<Th 2(N+2)—2j T <t<Th

Similar estimates hold for j = 0,..., N + 2 with afu replaced by 8?17 and for j =0,...,N+1

. . 2
with Hagu(t)H2(N+2)_2j tp(t)H2(N+2)_2j_1. From these we may then estimate
(9.8) sup ((1 + t)4N_8€N+2(t)) S QQN(Tl) + (Tg — T1)2(1 + T2)4N_8 sup gQN(t).

T1<t<T> T <t<Th
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Then (9.2) follows from (9.3), (9.8), and the trivial bound

(9.9) sup Fan(t) < !

T <t<T> (1 + t)

sup Fan(t).
(1+T1) ry<i<my ()

We now turn to our main result.

Proof of Theorem 1.3. Let 0 < § < 1 and C] > 0 be the constants from Theorem 7.8, C5 > 0 be
the constant from Theorem 8.1, and C3 > 0 be the constant from Proposition 9.1. According
to (9.1) of Proposition 9.1, if a solution exists on the interval [0,7] with 7' < 1 and obeys the
estimates (8.2)—(8.3), then

(9.10) Gon(T) < Cor+€ [Co+ 14 C3(2)*N 5]

If £ is chosen so that the latter term in (9.10) equals 6/2, then we may choose k sufficiently
small so that Cox < 0/2 and k < dp(e) (with do(e) given by Theorem 8.1); then Theorem 8.1
provides a unique solution on [0, 7] obeying the estimates (8.2)—(8.3), and hence Gon(T') < 0.
According to Remark 8.2, all of the computations leading to Theorem 7.8 are justified by the
estimates (8.2)—(8.3).

Let us now define

(9.11) Ty(k) =sup{T > 0 | for every choice of initial data satisfying the compatibility
conditions and En(0) + Fan(0) < k there exists a unique solution on [0, 7]
that achieves the data and satisfies Gon (1) < 6}.

By the above analysis, Ty (k) is well-defined and satisfies T,(x) > 0 if x is small enough, i.e.
there is a k1 > 0 so that T : (0, 1] — (0, 00]. It is easily verified that T is non-increasing on
(0, k1]. Let us now set

0 1 1
9.12 = -—min{ ——, —
(9:12) © 3mm{1+02’03}
and then define kg € (0, k1] by
. ) 50(5)
9.13 =
(9-13) fo = min { 3C1(C3 +2C5)" 4 ”“} ’

where dg(¢) is given by Theorem 8.1 with e given by (9.12). We claim that T, (ko) = oco. Once
the claim is established, the proof of the theorem is complete since then Ty (k) = oo for all
0 < k < Kyg.

Suppose, by way of contradiction, that Ty(kg) < oo. We will show that solutions can ac-
tually be extended past Ty (ko) and that these solutions satisfy Gon(T2) < ¢ for To > Ti(ko),
contradicting the definition of Ty (ko). We begin by extending the solutions. By the definition
of Ty (ko), we know that for every 0 < T1 < Ty (ko) and for any choice of data satisfying the
compatibility conditions and the bound & (0) + Faon(0) < ko, there exists a unique solution
on [0,7}] that achieves the initial data and satisfies Gon(71) < 6. Then by Theorem 7.8, we
know that actually

(9.14) Gon(T1) < C1(En(0) + Fan(0)) < Cikg.
In particular, this and (9.13) imply that
(9.15) ggN(Tl) + sz(Tl) < 01/'430 < 50(5) for all 0 < T < T*(KVQ),

(1 + Tl)

where ¢ is given by (9.12). We view (u(711), p(T1),n(71)) as initial data for a new problem; since
(u,p,n) are already solutions, they satisfy the compatibility conditions needed to use them as
data. Then since En(T1) < do(e), we can use Theorem 8.1 with € given by (9.12) to extend
solutions to [T, T3] for any T5 satisfying

(9.16) 0<Ty—Ty <Ty=C(e) min{l, Fon(T1) ' }.
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In light of (9.15), we may bound
{1 o < T
do(e)(1 + Ti(r0))
Notice that T' depends on ¢ (given by (9.12)) and Tk (ko), but is independent of Tj. Let
(9.18) ~ = min {T, Ty (ko), i+ 2T*(/€10))(4N8)/2 } ,
and then let us choose T} = Ty (ko) — v/2 and To = Ty (ko) + /2. The choice of v implies that
(9.19) 0< Ty <Tu(ko) <Tp <2Ti(kg) and 0 <y =To — T} < T < Tp.

Then Theorem 8.1 allows us to extend solutions to the interval [0, T3], and it provides estimates
on the extended interval [T7, T5]:

(9.17) T := C(e) min

T2 T2 2
(9.20)  sup En()+ | Don(t)dt+ / (HafN“u(t)H + Ha,?%@ﬂ\ﬁ) dt < Cae,
T <t<Ty ie) i (oH)*
(9.21) sup .7'—2]\[(15) < CQng(Tl) + €.

Th<t<T>
Having extended the existence interval, we will now show that Gon(T5) < §. We combine the
estimates (9.20)—(9.21) with (9.14)—(9.15) and the bound (9.2) of Proposition 9.1 to see that

(9.22)

. C 1+T
Gan () < C1C3k + Ca(e + Ciko) + 1Coro(l+Th) +

(1 + Tl)

+ ECg(TQ — T1)2(1 + T2)4N_8

0 6 0
< k01 (C3 + 2Ca) + (1 + C2) + eC37*(1 + 2T (ko)) N 78 < 3t3+t3=0
where the second inequality follows from (9.19) and the third follows from the choice of ¢, ko,
and ~ given in (9.12), (9.13), and (9.18), respectively. Hence Gan(T2) < §, contradicting the
definition of T (ko). We deduce then that 7% (ko) = oo, which completes the proof of the claim

and the theorem. O

APPENDIX A. ANALYTIC TOOLS

A.1. Products in Sobolev spaces. We will need some estimates of the product of functions
in Sobolev spaces.

Lemma A.1. The following hold on X and on sufficiently smooth subsets of R™.
(1) Let 0 <1 < s1 < s be such that s1 >n/2. Let f € H*', g € H*2. Then fg € H" and

(A.1) 19l e < I grse gl s -
(2) Let 0 <r < s1 < sy be such that sy > r+mn/2. Let f € H*, g € H*2. Then fg € H"
and
(A2) 1fgll g S WS prsa gl s -

(3) Let 0 < r < s1 < 59 be such that sy > r+n/2. Let f € H"(X), g € H**(X). Then
fge H () and

(A.3) 19l s, S WA= Mlglls, -

Proof. The proofs of (A.1) and (A.2) are standard; the bounds are first proved in R™ with the
Fourier transform, and then the bounds in sufficiently nice subsets of R™ are deduced by use of
an extension operator. To prove (A.3) we argue by duality. For ¢ € H*! we use (A.2)bound

(A.4) /wag S llegly 1= S Hlells, lglls, 171

so that taking the supremum over ¢ with |||, <1 we get (A.3). O

We will also need the following variant.
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Lemma A.2. Suppose that f € C(X) and g € HY/*(X). Then

(A.5) 1Fgllje < 1F e llglly o -

Proof. Consider the operator F : H* — H* given by F(g) = fg for k = 0,1. It is a bounded
operator for k =0, 1 since

(A.6) 1fallo < [[fller llgll and [Ifglly S 1 Fller llglls -

Then the theory of interpolation of operators implies that F' is bounded from H/2 to itself,

with operator norm less than a constant times /|| f||c1+/||fllcx = || fllc1, which is the desired
result. O

A.2. Poisson integral. Suppose that ¥ = (L;T) x (L2T). We define the Poisson integral in
Q_ =3 x (—00,0) by

(A7) Pf(l’) _ Z 627rin~:c’627r|n\ac3f(n),

ne(L7'Z)x(Ly ' 2)

where for n € (L7'Z) x (Ly'Z) we have written

727rzn -z’
/
(A.8) / f(z L, dx'.

It is well known that P : H*(X) — H*tY/2(Q_) is a bounded linear operator for s > 0. We now
show that how derivatives of Pf can be estimated in the smaller domain §2.

Lemma A.3. Let Pf be the Poisson integral of a function f that is either in Hq(E) or
HTY2(%) for g € N. Then

(A.9) IVPLIS S 1 F 0oy and IV9PANS S I 1o

Proof. Since P f is defined on X x (—00,0), it suffices to prove the estimates on Q:=3x (=b4,0)
since ) C ). By Fubini and Parseval,

(A10) V9P fI 0 < Z / nf? | f)|” et g
1Z)

ne(L;
~ _ —4wby|n]|
s 3wl ().
(L7'2)

ne(LT Z)x (L *

However,

1 — e—4mby|n| 1
(A.11) L < min {47Tb+, } ,
Id ]

which means we are free to bound the right hand side of (A.10) by either || f H%Iq,l /2(57) OF
2

110y 0
We will also need L°° estimates.

Lemma A.4. Let Pf be the Poisson integral of a function f that is in H‘“S(E) forq>1 an
integer and s > 1. Then

(A.12) IV9Pf (o0 S M1F g -
The same estimate holds for ¢ = 0 if f satisfies fz f=
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Proof. We estimate

(A13) VPl s > @)l
ne(L7'Z)x(Ly'2)
1/2

< HfHHq+5 Z ‘n‘—Qs S HfHHq+s
ne(Ly ' Z)x(Ly ' Z)\{0}
if s > 1. The same estimate works with ¢ = 0 if £(0) = 0. O

A.3. Transport estimate. Let X be either periodic or non-periodic. Consider the equation

(A.14) {&m—l—u-Dn:g in ¥ x(0,7)

n(t=10)=mno

with 7" € (0, 00]. We have the following estimate of the transport of regularity for solutions to
(A.14), which is a particular case of a more general result proved in [9]. Note that the result in
[9] is stated for ¥ = R?, but the same result holds in the periodic setting ¥ = (L;T) x (LoT),
as described in [10].

Lemma A.5 (Proposition 2.1 of [9]). Let n be a solution to (A.14). Then there is a universal
constant C > 0 so that for any 0 < s < 2

419 sup 0l <o ([ 100wz ) (Il + [ lato) e ar).

0<r<t
Proof. Use p =py =2, N =2, and 0 = s in Proposition 2.1 of [9] along with the embedding
H3? — B}  NL>. O
A.4. Poincaré-type inequalities. Let > and {2 be as above.

Lemma A.6. It holds that

(A.16) 112 S 1122y + 1012200
for all f € HY(Q). Also, if f € WH(Q), then
(A17) | £1Zee @) S 111 Eee sy + 1105 1 ioe o)

Proof. By density we may assume that f is smooth. Writing z = (2/,23) for 2/ € ¥ and
xg € (=b(2'),0), we have

0
(A.18) ‘f(.%'/,xg)‘2 = ‘f(:zc’,O)‘2 - 2/ f(2',2)05f (2!, 2)dz

0
<l of +2 [ |ra o] e

—b(z’)
We may integrate this with respect to x3 € (—=b(a’),0) to get

0 0
(A.19) / £ )| das < [ F ) + 2 / £ 2)| 951 (2, 2)] de.

—b(z’) —b(z')

Now we integrate over 2’ € ¥ to find

(A.20) /Qlf(w)\le“S||f||%2<z>+2/Q|f(93)||5‘3f(x)|dﬂf

1
<1 Fl 72y + 1720 + z 105 f11 720

for any € > 0. Choosing ¢ > 0 sufficiently small then yields (A.16). The estimate (A.17) follows
similarly, taking suprema rather than integrating. O

We will need a version of Korn’s inequality, which is proved, for instance, in Lemma 2.7 [3].
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Lemma A.7. It holds that |jull; < ||Dully for all w € H'(Q;R3) so that u =0 on .

A.5. An elliptic estimate. The proof of the following estimate may be found in [3] for hori-
zontally infinite domains. The same proof holds in the periodic case with obvious modification.

Lemma A.8. Suppose (u,p) solve

~Au+Vp=¢ec H2(Q)
divu =1 € HYQ)

A.21
( ) (pI —D(u))es = o € H3/2(%)
uly, = 0.
Then forr > 2,
(A.22) lullzr + 1Pl Fe S 101 F2 + 191 + el Frsyo -
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