


9. Multi-dimensional Ito6 calculus

e Let X and Y be two Itd processes.

. P:{O=t1<t1--~<tn=T}isapartitionof[O,T]. W

Definition 9.1. The@ quadratic variation of X,Y, is defined by
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Remark 9.2. Th@@is sometimes written as d[X,Y]; = dX; dY;.
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Proposition 9.4. Say@re two semi-martingales.

o Write X = Xo + B+ where_%’bwtmatwnand M is a martingale.
o Write Y }/_b + C + N where C' has bounded variation and N is a martingale
e ThendX,Y], =d[M,N],.

Remark 9.5. Recall, all processes are implicitly assumed to be|adapted Jand continuous.
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Corollary 9.6. If X is a semi-martingale and B has bounded variation then [X, B] =0
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Remark 9.7 (Chain rule). If X, Y
d(f(t, X, Y2)) = 8f(t X Y)dt—}-@ It X Y)dX +0 f(t X Y)dY
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Remark 9.8 (Notation). 0,f = f , Opf = f , 0y f =
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Theorem 9.9 (Two-dimensional Itd formula).

o Let X Y be two processes.

o Let f F(t,z,y) be a Cl 2 function. That is:
> f is once differentiable in t. NI f{rm M\l@

> f is twice in both x, and y.
> All the above partial derivatives are continuous. Then:
)dt + 0. (2, XtaYt)dXt"‘a [t X, Yy) dYy Q?ng
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Remark 9.10. As with the 1D It6, will drop the arguments (¢, Xt, Y:). Remember they are there.
T

Remark 9.11 (Integral form of It6’s formula).

T
J(T. X, Yr) = [(0, X0, Yp) = /det+ 6fd§t+/ 0y dYs
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Intuition behind Theo m99
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Proposition 9.12 (Produc X d:— +YidX, -AﬂX Y)s ’
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To use the multi-dimensional It6 formula, we need to compute joint quadratic variations.

Proposition 9.13. Let M N be continuous martingales, with EM? < oo and EN} < <.

(1) MN — [M, N] is also o continuous martingale.
(2) Com;ersely if MN — B is a continuous martingale for some continuous adapted, bounded variation
process B with By = 0, then B = [M, N].
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Proposition 9.14. (1) (Symmetry) [X,Y] = [V, X]

(2) (Bi-linearity) If « € R, X,Y, Z are semi-martingales, [X,Y + aZ] = L)Q’l—i— alX, Z].
Proof. J —



Proposition 9.15. Let M, N be two martingales, o, T two adapted processes.
t t
o Let X; = osdM, and Y; = Ts dNj.
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Remark 9.16. In differential form, if dX; = oy dM; and dY; = 74 dNy, then d[X,Y]; = oy d[M, N
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Intuition.
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Proposition 9.17. If M, N areW EM? < 0o, EN? < oo and MN are independent,

then [M, N] = 0.
—

Remark 9.18 (Warning). Independence implies (E(MtNt) = EM,EN;.| But it does not imply E (M;N;) =
E,M,E;N;. So you can’t use this to show M N is a martingale, antdhence conclude [M, N] = 0. -
—

Correct proof.
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Remark 9.19. [M, N] = 0 does not imply M, N are independent. For example:
o Let M, :/ 1w, <oy dWs 'Ij
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Question 9.20. Let W' and W? be two independent Brownian motions, and let W = (W' W?). Define the




Te %, %Z
e Lleyng) = Wley)
g 3, % ) R






Ciws P M‘A e ave ve db Yous
W Ko N0 o %\o\e

( Roa >




10. Risk Neutral Pricing

Goal

¢ Consider a market with a@n

o The interest rate R, is some adapted process.

e The stock price satisfies dSt = atSt dt + oSy dW. (Here a, o are adapted processes).
o Find the risk neutral measure and use it to price securities.

t
Definition 10.1. Let \D; = exp(—/ R, ds)j be the discount factor.
0

Remark 10.2. Note ;D = —R;D;.
Remark 10.3. D, dollars in the bank at time 0 becomes@in the bank at time ¢.
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Theorem 10.5. Any security can be replicated. If a security pays VT at time T then the arbitrage free price at
time t s e

Vo= BDrv) = B(ewo( [ ~Roas) Vi),
D, =

Remark 10.6. We will explain the notation dP = Zr dP and prove both the above theorems later.
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Definition 10.7. We say £cis a Wf:
(1) P is equivalent to P (i.e. P(A) = 0 if and only if P(A) = 0)
(2) D.S; is a artingale.

Remark 10.8. As before, if i is a new measure, we use@o denote expectations with respect to P and@to
denote conditional expectations.

FEzxzample 10.9. Fix T > 0. Let ZT be a Fpr-measurable random variable.

N T e e T
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« Can check EX = E(ZrX). That is / X dP = / X Zp dP.
- Q Q

e Notation: Write|dP = Zp dP.

Lemma 10.10. Let Z; = EyZr. If Xy is Fy-measurable, then %: Z%ﬁ;(ZtXt).

Proof. You will see this in the proof of the Girsanov theorem. /\/ R ) ]
Corollary 10.11. M is martingale under P if and only if ZM is a martingale%ér P
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