




Theorem 6.11. Let M be a continuous martingale.
(1) EM2

t < ∞ if and only if E[M, M ]t < ∞.
(2) In this case M2

t − [M, M ]t is a continuous martingale.
(3) Conversely, if M2

t − At is a martingale for any continuous, increasing process A
such that A0 = 0, then we must have At = [M, M ]t.

Remark 6.12. The optional problem on HW2 gives some intuition in discrete time.



Remark 6.13. If X has finite first variation, then |Xt+δt − Xt| ≈ O(δt).

Remark 6.14. If X has finite quadratic variation, then |Xt+δt − Xt| ≈ O(
√

δt) � O(δt).



6.4. Itô Integrals.
• Dt = D(t) some adapted process (position on an asset).
• P = {0 = t0 < t1 < · · ·} increasing sequence of times.
• �P� = maxi ti+1 − ti, and ΔiX = Xti+1 − Xti

.
• W : standard Brownian motion.

• IP (T ) def=
n−1�

i=0
DtiΔiW + Dtn(WT − Wtn)

Definition 6.15. The Itô Integral of D with respect to Brownian motion is defined by

IT =
� T

0
Dt dWt = lim

�P �→0
IP (T ) .

Remark 6.16. Suppose for simplicity T = tn.
(1) Riemann integrals: lim

�P �→0

�
Dξi

ΔiW exists, for any ξi ∈ [ti, ti+1].

(2) Itô integrals: Need ξi = ti for the limit to exist.



Theorem 6.17. If E

� T

0
D2

t dt < ∞ a.s., then:

(1) IT = lim
�P �→0

IP (T ) exists a.s., and EI(T )2 < ∞.

(2) The process IT is a martingale: EsIt = Es

� t

0
Dr dWr =

� s

0
Dr dWr = Is

(3) [I, I]T =
� T

0
D2

t dt a.s.

Remark 6.18. If we only had
� T

0
D2

t dt < ∞ a.s., then I(T ) = lim
�P �→0

IP (T ) still exists, and

is finite a.s. But it may not be a martingale (it’s a local martingale).



Corollary 6.19 (Itô isometry). E
�� T

0
Dt dWt

�2
= E

� T

0
D2

t dt

Proof.









Intuition for Theorem 6.17 (2). Check IP (T ) is a martingale.

















Proposition 6.20. If α, α̃ ∈ R, D, D̃ adapted processes
� T

0
(αDs + α̃D̃s) dWs = α

� T

0
Ds dWs + α̃

� T

0
D̃s dWs

Proposition 6.21.
� T1

0
Ds dWs +

� T2

T1

Ds dWs

Question 6.22. If D � 0, then must
� T

0 Dt dWt � 0?



6.5. Semi-martingales and Itô Processes.

Question 6.23. What is
� t

0
Ws dWs?



Definition 6.24. A semi-martingale is a process of the form X = X0 + B + M where:
� X0 is F0-measurable (typically X0 is constant).
� B is an adapted process with finite first variation.
� M is a martingale.

Definition 6.25. An Itô-process is a semi-martingale X = X0 + B + M , where:

� Bt =
� t

0
bs ds, with

� t

0
|bs| ds < ∞

� Mt =
� t

0
σs dWs, with

� t

0
|σs|2 ds < ∞

Remark 6.26. Short hand notation for Itô processes: dXt = bt dt + σt dWt.

Remark 6.27. Expressing X = X0+B+M (or dX = b dt+σ dW ) is called the semi-martingale
decomposition or the Itô decomposition of X.



Theorem 6.28 (Itô formula). If f ∈ C1,2, then

df(t, Xt) = ∂tf(t, Xt) dt + ∂xf(t, Xt) dXt + 1
2∂2

xf(t, Xt) d[X, X]t

Remark 6.29. This is the main tool we will use going forward. We will return and study it
thoroughly after understanding all the notions involved.



Proposition 6.30. If X = X0 + B + M , then [X, X] = [M, M ].



Proposition 6.31 (Uniqueness). The Itô decomposition is unique. That is, if X = X0 +
B + M = Y0 + C + N , with:
� B, C bounded variation, B0 = C0 = 0
� M, N martingale, M0 = N0 = 0.
Then X0 = Y0, B = C and M = N .


