Lecture 2 (1/21). Please enable video if you can.
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Theorem 4.7 (Central limit theorem).hat is, for any bounded continuous function f,
p[(Fn ) = Bf(N(0.1













Let X be a random variable. ( 3 \f—\
Definition 4.8. The characteristic function of X is defined by <pX (A\) = Eel22 DX L= —4
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Definition 4.9. The mmctwn (MGF) of X is defined by Mx()) = EerX. LY . Cﬂ
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Ezample 4.10. If X ~ N(0,1) then ¢y (\) = e~ /2 @w x(A) =M/ o

Mile X e w RV
NGf o (Wb \Mx} TN QM
diniin |
| tlod %K W
)@m»x Mk alwv LM LQX = \R (o



| /-%/z
@ e
» K )
= g e )f(@ O{X
N [
c Tk
(.;K

NS



LS
I ¥
[%/?i_\_/
¥ | .
f <7<m @M kQXQOCQ

g9y



Theorem 4.11. E

= (—i) <X>( 0) = M{(0). In particular, EX = —ig’ (0) = M%(0), and EX* = —¢/%(0)
Remark 4.12. Here f("(0) den

= Mx(0).
- —— -
s the n'" derivative of f at 0.
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Let X,Y be two random variables.

Theorem 4.13. The following are equivalent.

(1) X andY have the same distribution (PDF) /\NJ/) % %«v CL’[
(2) X and Y have the same CDF. Vv o Caw '
(8) X and Y have the same characteristic function.

(4) X and Y have the same moment generating function. \Z

Theorem 4.14) A sequence of random variables (X,,) — X (in distribution) if and only iflpx, — @x |pointwise.

Theorem 4.15. A sequence of random variables (X,,) — X (in distribution) if and only if Mx,, — Mx pointwise.

Remark 4.16. The proofs of Theorem 4.13—4.15 are beyond the scope of this course; we will use them without proof.



