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Let X be a random variable.

Definition 4.8. The characteristic function of X is defined by φX(λ) = EeiλX .

Definition 4.9. The moment generating function (MGF) of X is defined by MX(λ) = EeλX .

Example 4.10. If X ∼ N(0, 1) then φX(λ) = e−λ2/2, and MX(λ) = eλ2/2.







Theorem 4.11. EXn = (−i)nφ
(n)
X (0) = M

(n)
X (0). In particular, EX = −iφ′

X(0) = M ′
X(0), and EX2 = −φ′′

X(0) = M ′′
X(0).

Remark 4.12. Here f (n)(0) denotes the nth derivative of f at 0.



Let X, Y be two random variables.

Theorem 4.13. The following are equivalent.
(1) X and Y have the same distribution (PDF)
(2) X and Y have the same CDF.
(3) X and Y have the same characteristic function.
(4) X and Y have the same moment generating function.

Theorem 4.14. A sequence of random variables (Xn) → X (in distribution) if and only if φXn
→ φX pointwise.

Theorem 4.15. A sequence of random variables (Xn) → X (in distribution) if and only if MXn
→ MX pointwise.

Remark 4.16. The proofs of Theorem 4.13–4.15 are beyond the scope of this course; we will use them without proof.


