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• Let τ1 = min{n > 0 | Sn = 0}, be the first time S returns to 0.
• Let τ2 = min{n > τ1 | Sn = 0}, be the first time after τ1 that S returns to 0.
• Let τk+1 = min{n > τk | Sn = 0}, be the first time after τk that S returns to 0.

Lemma 9.5. S is recurrent at 0 if and only if P (τ0 < ∞) = 1.



Lemma 9.6. P (τ0 < ∞) = 1 if and only if
�

P (Sn = 0) = ∞.

Proof.







Theorem 9.7. P (S2m = 0) = O(1/md/2). Consequently, the random walk is recurrent for d � 2, and transient for d � 3.





Lemma 9.8 (Sterling’s formula). For large n, we have
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Proof of Theorem 9.7 for d = 1:



Remark 9.9. Recall the Gambler’s ruin example (Question 6.50): Let ξn be i.i.d. random variables with mean 0, and let Xn =
�n

1 ξk.
Let τ = min{n | Xn = 1}. Theorem 9.7 proves τ < ∞ almost surely. We proved earlier EXτ = 1 and limN→∞ EXτ∧N = 0.



Theorem 9.10. Consider the Gamblers ruin example, with τ = min{n | Xn = 1}. Then

Eτ = ∞ and P (τ = 2n − 1) = (−1)n−1
�
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Remark 9.11. Let Mn = min{Xτ∧k | k � n}. Then EMτ = −∞. Thus, this strategy will take (on average) an infinite time before you
win $1. During that time your expected maximum loss is −∞.

Lemma 9.12. Let F (x) = Exτ . Then F (x) = 1
x (1 −

√
1 − x2).





Proof of Theorem 9.10




