Lecture 24 (10/27): Please enable video if you can
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Theorem 6.61. Consider the binomial model with 0 < d < 1+ r < u, and an American option with intrinsic value G. Define
—_—_— N
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= V=0, Vﬁ:max{D—En(DnHVnH),g;Q}, o =minfn <N|Va=Ga}. (Toy ’7?£>

Then V), is the arbilrage free price, and o* is the minimal optimal exercise time. Moreover, this option can be replicated.
Remark 6.62. The above is true in any complete, arbitrage free market.

Remark 6.63. In the Binomial model the above simplifies to:

(ﬁVnH(w’, 1)+ @Vppa (W' —1)),Gn(w)} , where w = (W, wp11,w"), W' = (wi,...,wn).

— Vi (w) :max{lir
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Remark 6.64. We will prove Theorem 6.61 in the next section after proving the Doob decomposition.




Theorem 6 65. Conszder the Binomial model with 0 < d < 1+r < u, and a state process Y = (Y1,...,Y?) such that Yn+1( ) =

Pyt (Yo (W), wng1), where ' = (wi,...,wy), w= (W, md ho,hi, ..., hy are N deWns Let G, ..., gn
be N determim’stic functions, let Gy = gr(Yx), and consider an American optwn wzth intrinsic value G = (Go,G1,...,Gn). The
pre-exercise price of the option at fime nwn) where
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The minimal optimal exercise time is o* = mm{n \ {,\__; =gn Yn)} 1 - |
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Theorem 6.66. Suppose the interest mteWLet g be a convex function with and let G,, = g(Syp). Consider an
American option with intrinsic value Gy, = g(Sn). Then o* = N Tis an optimal exercise time! That isy it is not advantageous to exercise

this option early.

Corollary 6.67. The arbitrage free price of an American call and Furopean call are the same.

Tacduingt w‘w J b call j(@& = CSM'
\ L 2,900
<ﬂm >) NP) MLW\ LD WC{B Amw» QM U N Lo
MJW% Ve % Huwsi, ?M g g > Q/ —( > L

Ot (W (0) #0
L0 E | .







@KW =0 % g TR YRVS:
2> Ve ) Loelo 3&9- 04 (9) g> < 6300) +(-9)4(9
(= 3(((-9) g> < (1-8) 3(@), %a @

D e - et 46 ?jl {

[y o

Lderd il %&w \fM) S@MB (flw l‘(wi—, I\>>



)% (M‘ ’“ “V\H / e ’%S(g +\> M(i j(g/‘k‘rl>>

ES w

>oo

<Qmawg lw% >j(\f:
w(@w

At
o

w@ gws 420
MCM
Man g

Wfl (HM) Q ]



SRS SR A

2 i@) (1; ?ﬁ% S@Mrbk

2 o
T B0 > 3G

—=>\3MSM&J(\MM M Lmkw“ww%

@XM@}ZE .
6ED



6.6. Optimal Stopping.
Definition 6.68. We say an adapted process M is a super-martingale if E,Mpi1 < Mp.

Definition 6.69. We say an adapted process M is a sub-martingale if E,M, 1 > M,,.

Example 6.70. The discounted arbitrage free price of an American option is a super-martingale under the risk neutral measure.



Theorem 6.71 (Doob decomposition). Any adapted process can be uniquely expressed as the sum of a martingale and a predictable
process that starts at 0. That is, if X is an adapted process there exists a unique pair of process M, A such that M is a martingale, A is
predictable, Ag =0 and X = M + A.



Proposition 6.72. If X is a super-martingale, then there exists a unique martingale M and increasing predictable process A such that
X=M-A.

—
Proposition 6.73. If X is a sub-martingale, then there exists a unique martingale M and increasing predictable process A such that

X=M+A.



