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Proposition 6.44. Let Y = (Y 1, . . . , Y d) be a d-dimensional process such that for every n we have Yn+1(ω) = hn+1(Yn(ω), ωn+1) for
some deterministic function hn+1. Let A1, . . . , AN ⊆ Rd, with AN Rd, and define the stopping time σ by

σ = min{n ∈ {0, . . . , N} | Yn ∈ An} .

Let g0, . . . gN be N deterministic functions on Rd, and consider a security that pays Gσ = gσ(Yσ). The arbitrage free price of this security
is of the form Vn1{σ�n} = fn(Yn)1{σ�n} . The functions fn satisfy the recurrence relation

fN (y) = gN (y)

fn(y) = 1{y∈An}gn(y) +
1{y /∈An}
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p̃fn+1(hn+1(y, 1)) + q̃fn+1(hn+1(y, −1))
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6.4. Optional Sampling.

Theorem 6.45 (Doob’s optional sampling theorem). Let τ be a bounded stopping time and M be a martingale. Then EnMτ = Mτ∧n.

Remark 6.46. When dealing with finitely many coin tosses (N < ∞), bounded stopping times are the same as finite stopping times. When
dealing with infinitely many coin tosses, the two notions are different.

Remark 6.47. When N = ∞ and τ is not bounded, the optional sampling theorem is still true if Xτ∧k is uniformly bounded in k.

Corollary 6.48. If M is a martingale and τ is a bounded stopping time, then EMτ = EM0.





Proof of Theorem 6.45










