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Definition 6.20. We say a d-dimensional process Y = (Y 1, . . . , Y d) process is a state process if for any security with maturity m � N ,
and payoff of the form Vm = fm(Ym) for some (non-random) function fm, the arbitrage free price must also be of the form Vn = fn(Yn)
for some (non-random) function fn.

Remark 6.21. For state processes given fN , we typically find fn by backward induction. The number of computations at time n is of
order Range(Yn).

Remark 6.22. The fact that Sn is Markov (under P̃ ) implies that it is a state process.



Theorem 6.23. Let Y = (Y 1, . . . , Y d) be a d-dimensional process. Suppose we can find functions g1, . . . , gN such that Yn+1(ω) =
gn+1(Yn(ω), ωn+1). Then Y is a state process.







Question 6.24. Is Yn = Sn a state process?

Question 6.25. Is Yn = maxk�n Sn a state process?

Question 6.26. Is Yn = (Sn, maxk�n Sn) a state process?







Question 6.27. Let An =
�n

0 Sk. Is An a state process?

Question 6.28. Is Yn = (Sn, An) a state process?



6.3. Options with random maturity. Consider the N period binomial model with 0 < d < 1 + r < u.

Example 6.29 (Up-and-rebate option). Let A, U > 0. The up-and-rebate option pays the face value A at the first time the stock
price exceeds U (up to maturity time N), and nothing otherwise. Explicitly, let τ = min{n � N | Sn � U}, and let σ = τ ∧ N . The
up-and-rebate options pays A1τ�N at the random time σ.

Remark 6.30. By convention min ∅ = ∞.



Definition 6.31. We say a random variable τ is a stopping time if:
(1) τ : Ω → {0, . . . , N} ∪ ∞
(2) For all n � N , the event {τ � n} ∈ Fn.

Remark 6.32. We say τ is a finite stopping time if τ < ∞ almost surely.

Remark 6.33. The second condition above is equivalent to requiring {τ = n} ∈ Fn for all n.


