Lecture 10 (9/22). Please enable your video if you can.
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Question 5.50. Let fn be a martmgale wzth Let A, be an adapted process, Xog € R and define Xn+1 X +Anény1- Is X a
martingale? QN M N Db\j
O Yo

Remark 5.51. Think of ﬁﬂ as e outcome of a fair gamg\‘belng played. You decide to bet on this game. Let A,, be your bet at time n;
your return from this bet is A, &,+1, and thus your cumulative return at time n 4+ 1 is X, 11 = X, + Ap&py1-
N~ : =

V%‘; () Aldid . XMH’X% . A‘wgw\

02 VRN
LNV
s S G e

) W[W

= .

@mg Eo X Yo






= N, & &y 5 D‘@iﬂ W‘%]L:B

R
i o i »ﬁb ¢

57 "
Ot h 4 1)

&%& g&\”& M W \Nﬂ 4# é,vmﬁ M’V\*\ /MW






5.5. Change of measure.

Example 5.52. Consider i.i.d. coin tosses with P(w, = 1) = p; and P(w, = —1) = ¢ = 1—p1. Let %z_gi >0, r > —1. Let
Spt1(w) = uS,(w) if wyi1 = 1, and Spy1(w) = dSy, (W) if wyi1 = —1. Let Dy, = (1 4+ 1)~ " be the “discount factor”.

Suppose we now invented a new “risk neutral” coin that comes up heads with probability 1 and tails with probability §; = 1 — p.
Let P, E, etc. denote the probability and eonditional expectation with respect to the new “risk neutral” coin. Find|p; so this a
P martingale. =

Theorem 5.53. Consider a market where S,, above models a stock price, and r is the interest rate
land heads and tails with probability p1 and q1 respectively. If you have a derivative security that pays

free price of this security at time n < ﬁ is given—by
/

Remark 5.54. Even though the stock price changes according to a coin that flips ith probability p;, the arbitrage free price is
computed using conditional expectations using the risk neutral probability. So when computing E,Vy, we use our new invented “risk
eutral” coin that flips heads with probability p; and tails with probability §.

ith\0 < d <1+ r <u.|The coins
ihe N, then the arbitrage




o Letp: QO — [0, 1] be a probability mass function on Q, and P(A) = > ., p(w) be the probability measure.
o Let p Q- [0,1] be another probability mass function, and define a second probability measure P by P(A)
‘T\_—/

(4) =0 if and only if P(1>4_) =0.
(w) = 0 ffor all w € Q.
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Deﬁnltlon 5.55. We say P and P are equivalent if for every A € Fn,

Remark 5.56. When () is finite, P and E are equivalent if and only if we have <P

We let E, E,, denote the expectation and conditional expectations with respect to P respectively.
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Work out Example 5.52 1‘@ /VA N
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