




5.2. Filtrations.
• Let N ∈ N, d1, . . . , dN ∈ N, Ω = {1, . . . , d1} × {1, . . . , dn} × · · · × {1, . . . , dN }.
• That is Ω = {ω | ω = (ω1, . . . , ωN ), ωi ∈ {1, . . . , di}}.
• dn = 2 for all n corresponds to flipping a two sided coin at every time step.

Definition 5.18. We define a filtration on Ω as follows:
� F0 = {∅, Ω}.
� F1 = all events that can be described by only the first coin toss (die roll). E.g. A = {ω | ω1 = H} ∈ F1.
� Fn = all events that can be described by only the first n coin tosses.
More precisely, given ω = (ω1, . . . , ωN ) ∈ Ω and n ∈ {0, . . . , N} define

Πn(ω) = {ω� ∈ Ω | ω� = (ω�
1, . . . , ω�

N ) and ω�
i = ωi for all i � n} .

Now Fn is defined by Fn
def=

�
A ⊆ Ω

��� A =
k�

i=1
Πn(ωi), ω1, . . . , ωk ∈ Ω

�

Remark 5.19. Note {∅, Ω} = F0 ⊆ F1 ⊆ · · · ⊆ FN = P(Ω).

Question 5.20. Let Ω = {H, T}3 ∼= {1, 2}3. What are F0, . . . , F3?







Definition 5.21. Let n ∈ {0, . . . , N}. We say a random variable X is Fn-measurable if X(ω) only depends on ω1, . . . , ωn.
� Equivalently, for any B ⊆ R, the event {X ∈ B} ∈ Fn.
� Equivalently, if ω� ∈ Πn(ω) then X(ω�) = X(ω).

Question 5.22. Let X(ω) def= ω1 − 10ω2. For what n is Fn-measurable?



5.3. Conditional expectation.

Definition 5.23. Let X be a random variable, and n � N . We define E(X | Fn) = EnX to be the random variable given by

EnX(ω) =

�

ω�∈Πn(ω)

p(ω�)X(ω�)

�

ω�∈Πn(ω)

p(ω�)
, where Πn(ω) = {ω� ∈ Ω | ω�

1 = ω1, . . . , ω�
n = ωn}

Remark 5.24. EnX is the “best approximation” of X given only the first n coin tosses.

Remark 5.25. The above formula does not generalize well to infinite probability spaces. We will develop a definition that does generalize;
after we have that definition we will never ever ever use this formula.



Proposition 5.26. The conditional expectation EnX defined by the above formula satisfies the following two properties:
(1) EnX is an Fn-measurable random variable.
(2) For every A ∈ Fn,

�

ω∈A

EnX(ω)p(ω) =
�

ω∈A

X(ω)p(ω).


