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8.1. Law of large numbers. Now consider infinitely many i.i.d. random variables Xy, Xo,....

Theorem 8.1 (Weak law of large numbers). Suppose EX,, = p and Var X,, = 0* < oo, and let S, = Y} Xy. Then Var($,/n) — 0,
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and hence for any € >0, lim P(‘— — u‘ > 5) =0.
= n—00 n —

Lemma 8.2 (Chebychev’s inequality). For any e >0, P(X >¢) < 1E|X|.
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Theorem 8.3 (Strong law of large numbers). Under the same assumptions as Theorem 8.1, lim % @almost surely.
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8.2. Central limit theorem O

Theorem 8.4. Let X,, be a sequence of R valued@andam variables be such that EX, =4y and cov(Xi, X)) =%, ;. Let
—

Sy = Y21 Xu- Then (Sx M) /YN converges weakly TN

Definition 8.5. We say a sequence of random variables Y, Converges weakly to a random variable Z if Ef(Y,) — E f (Z) for every
bounded continuous function f.
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Definition 8.6. Let b R, and X be adxd covariance matriz (positive semi-definite, symmetric). ({i
(1) N(u, 2) denotes a normally distributed random variable with mean y and covariance matrix 2.
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(4) When u =0, 0 =1, N(0,1) is called the standard normal, and its PDF is the Gaussian G(z) = e /2,
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Definition 8.7. We say p is the probability density function (PDF) of a d-dimensional random variable X if P(X € A) = S p(x)dx
for all cubes A C R -

(2) When ¥ is invertible, the probability density function of N'(u, ) is

NN 1 2
(3) Whend =1, % :the PDF of N(u,02) is ———e~(@=#)/(7),
he— = T = .

Remark 8.8. Equivalently, p is the PDF of X if Ef(X fRd x) dz for every bounded continuous function f.

Remark 8.9. We will prove Theorem 8.4 during the course of the construction of Brownian motion.
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8.3. Brownian motion.

e Suppose now Xy, Xo,... are i.i.d. R valued random variables.
e Use P to denote the probability measure, and E, E,, to denote the associated expectation / conditional expectation.

e Assume EX,, =0, and EX2 =
Theorem 8.10. Let WTILV S \/» Zl Xyi. Then impy_ o WLNtJ exists almost surely.

Theorem 8.11. (1) The function t — Wy is continuous almost surely, and Wy = 0.
(2) If 0 =t <ty < ---tp, then Wy, — Wy, Wy, — Wy, ..., Wy, — Wy, | are independent and Wy, — Wy, | ~ N(0,t; —t;—1).

Remark 8.12. Typically one changes the probability space to ensure the function ¢t — W; is continuous surely.

Definition 8.13. The process W above is called a standard (one dimensional) Brownian motion.



