


Theorem 7.2. Suppose a security pays VN = g(SN ) at maturity N for some (non-random) function g. Then the arbitrage free
price at time n � N is given by Vn = fn(Sn), where:

(1) fN (x) = VN (x) for x ∈ Range(SN ).
(2) fn(x) = 1

1 + r
(p̃fn+1(ux) + q̃fn+1(dx)) for x ∈ Range(Sn).

Remark 7.3. Reduces the computational time from O(2N ) to O(
�N

0 |Range(Sn)|) = O(N2) for the Binomial model.

Remark 7.4. Can solve this to get fn(x) =
N−n�

k=0

�
N − n

k

�
fN (xukdN−n−k)





Question 7.5. How do we handle other securities? E.g. Asian options (of the form g(
�N

0 Sk))?



Definition 7.6. We say a process X is a Markov process if P (Xn+1 = xn+1 | X1 = x1, . . . , Xn = xn) = P (Xn+1 = xn+1 | Xn = xn).

Theorem 7.7. A process X is Markov if and only if for every (bounded, continuous) function f , there exists a function g such that
Enf(Xn+1) = g(Xn).

Question 7.8. If Xn represents i.i.d. coin tosses, is Xn Markov? Is Yn =
�n

0 Xk Markov?





Question 7.9. Is Sn (stock in the Binomial model) Markov under P̃ ? Is An = 1
n

�n
0 Sk Markov under P̃ ?





Question 7.10. Is (Sn, An) Markov?



Definition 7.11. We say a d-dimensional process Y = (Y 1, . . . , Y d) process is a state process if for any security with maturity
m � N , and payoff of the form Vm = fm(Ym) for some (non-random) function fm, the arbitrage free price must also be of the form
Vn = fn(Yn) for some (non-random) function fn.

Remark 7.12. For state processes given fN , we find fn by backward induction. The number of computations at time n is of order
Range(Yn).

Remark 7.13. The fact that Sn is Markov (under P̃ ) implies that it is a state process.


