


5.5. Change of measure.
• Let p : Ω → [0, 1] be a probability mass function on Ω, and P (A) =

�
ω∈A p(ω) be the probability measure.

• Let p̃ : Ω → [0, 1] be another probability mass function, and define a second probability measure P̃ by P̃ (A) =
�

ω∈A p̃(ω).

Definition 5.47. We say P and P̃ are equivalent if for every A ∈ FN , P (A) = 0 if and only if P̃ (A) = 0.

Remark 5.48. When Ω is finite, P and P̃ are equivalent if and only if we have p(ω) = 0 ⇐⇒ p̃(ω) = 0 for all ω ∈ Ω.

We let Ẽ, Ẽn denote the expectation and conditional expectations with respect to P̃ respectively.





Example 5.49. Let Ω be the sample space corresponding to N i.i.d. fair coins (heads is 1, tails is −1). Let a ∈ R and define
Xn+1(ω) = Xn(ω) + ωn+1 + a. For what a is there an equivalent measure P̃ such that X is a martingale?







Example 5.50. Suppose now P (ωn = 1) = p and P (ωn = −1) = q = 1 − p. Let u, d > 0, r > −1. Let Sn+1(ω) = uSn(ω) if ωn+1 = 1,
and Sn+1(ω) = dSn(ω) if ωn+1 = −1. Let Dn = (1 + r)−n be the “discount factor”. Find an equivalent measure under which DnSn

is a martingale.


