


5.5. Change of measure.
o Let p: Q — [0,1] be a probability mass function on Q, and P(A) = ., p(w) be the probability measure.

° Le — [0, 1] be another probability mass function, and define a sec]ond probability measure P by P(A) = Y wea D(w).
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Definition 5.47. We say P and P are\equivalents if for every A € Fn, P(A) =0 if and only if P(A) = 0.
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Remark 5.48. When Q is finite, P and P are equivalent if and only if we have p(w) =0 <= p(w) = 0 for all w € Q.
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We let E E,, denote the expectation and conditional expectations with respect to P respectively.

e e
(2 &) N ”\\%Cw)




DX a R B - T X ) B

W 6SL

@AM 'ﬁw ely PMF M p\x - %QXGQ A(CW>
. ekl ol i)
O B =[xl - d oo X g ¥ P
(0 EX de o €, o RY.
. @ W\c&gL 2 Eﬂfﬁw}%@o} ,zmw



Ezample 5.49. Lets_(l_(be the sample space corresponding to [V i.i.d. fair coins (heads is 1, tails is =1). Let a € R and define
Xpp1(w) = X (w) + Wni1 + @ For what a is there an equivalent measure P such that X is a mart1nga1e7 T
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Ezample 5.50. Suppose now P(w, =1) =pand P(w, ==1)=¢g=1—p. Let u,d > 0, r > —1. Let Sp11(w) = uS,(w) if w41 =1,
and Sp4+1(w) = dS,(w) if w1 = —1. Let D,, = (1 4+ 7)™ be the “discount factor”. Find an equivalent measure under which D,,S,,
is a martingale. ya



