
Definition 5.24. Let X be a random variable, and n � N . We define the conditional expectation of X given Fn, denoted by EnX,
or E(X | Fn), to be the unique random variable such that:

(1) EnX is a Fn-measurable random variable.
(2) For every A ⊆ Fn, we have

�
ω∈A EnX(ω)p(ω) =

�
ω∈A X(ω)p(ω).

Remark 5.25. This is the definition that generalizes to the continuous case. All properties we develop on conditional expectations
will only use the above definition, and not the explicit formula.



Remark 5.26 (Uniqueness). If Y and Z are two Fn-measurable random variables such that
�

ω∈A Y (ω)p(ω) =
�

ω∈A Z(ω)p(ω) for
every A ∈ Fn, then we must have P (Y = Z) = 1.



Theorem 5.27. (1) If X, Y are two random variables and α ∈ R, then En(X + αY ) = EnX + αEnY . (On homework).
(2) If m � n, then Em(EnX) = EmX.



(3) If X is Fn measurable, and Y is any random variable, then En(XY ) = XEnY .





Theorem 5.28. If X is independent of Fn then EnX = EX.


