





| 5.3. Conditi ctation.

Definition 5.20. Let X be a random variable, and n < N. We define E(X | F,,) = E,X to be the random variable given by
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Remark 5.21. is the “best approximation” of X given only the ﬁrq{ ;;llpoin tosses.

Remark 5.22. The above formula does not generalize well to infinite probability spaces. We will develop a definition that does
generalize; after we have that definition we will never ever ever use this formula.
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Remark 5:23. The conditional expectatio@eﬁned by the above formula satisfies the following two properties:
(LY E,X is an F,-me :

4 () v\wt 0N W
(z)eorevery, X (@)p(w): 4 )™ S
| ! - (£ nd gy w,\b‘
Mﬂ) A oo gl %ﬁ Cam L« J%M s v{ Jo )Wr
N o ‘o@fzu GQM»
Q5 Ay cﬁB Koo deood f = ;@XLX@ Hod)
A
) ; ///




@CM me U3 fw %x%ﬁg‘eg @Q‘@M
O Ve bl d
\




Proof of (2):
f Ae ]-' then there exist w ..... w” € Q such that A is the dzsyomt union o H (wh,..., I, (wk).
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(3) Hence Z E, X (w)p(w) = Z Z E, X (w)pw) = Z Z X(w)p(w) = Z X(w)p(w).



5.24. Let X be a random variable, and n < N. We define the conditional expectation of X given@deno‘ced by E, X,
| to be the unique random variable such that:
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Remark 5.25. This is the definition that generalizes to the continuous case. All properties we develop on conditional expectations
will only use the above definition, and not the explicit formula.



Remark 5.26 (Uniqueness). If Y and Z are two F,-measurable random variables such that > ., Y (w)p(w) = > o4 Z(w)p(w) for
every A € F,, then we must have P(Y = Z) = 1.



