




Definition 5.11. Two random variables are independent if P (X = x, Y = y) = P (X = x)P (Y = y) for all x, y ∈ R.

Question 5.12. What does it mean for the random variables X1, . . . , Xn to be independent?

Question 5.13. Are uncorrelated random variables independent?



Theorem 5.14. The random variables X1, . . . , Xn are independent if and only if for all x1, . . . , xn ∈ R we have
P (X1 = x1, X2 = x2, . . . , Xn = xn) = P (X1 = x1)P (X2 = x2) · · · P (Xn = xn) .

Corollary 5.15. Suppose for simplicity all coin tosses have M outcomes (i.e. ωi ∈ {1, . . . , M}). Let p be a probability mass function.
The coin tosses are all independent, if and only if, there exists functions p1, . . . , pN such that p(ω) = p1(ω1)p2(ω2) · · · pN (ωN ).





5.2. Filtrations and adapted processes.
• Let N ∈ N, d1, . . . , dN ∈ N, Ω = {1, . . . , d1} × {1, . . . , dn} × · · · × {1, . . . , dN }.
• That is Ω = {ω | ω = (ω1, . . . , ωN ), ωi ∈ {1, . . . , di}}.
• dn = 2 for all n corresponds to flipping a two sided coin at every time step.

Definition 5.16. We define a filtration on Ω as follows:
� F0 = {∅, Ω}.
� F1 = all events that can be described by only the first coin toss (die roll). E.g. A = {ω | ω1 = H} ∈ F1.
� Fn = all events that can be described by only the first n coin tosses.

Question 5.17. Let Ω = {H, T}3 ∼= {1, 2}3. What are F0, . . . , F3?









Definition 5.18. We say a random variable X is Fn-measurable if X(ω) only depends on ω1, . . . , ωn.
� Equivalently, for any B ⊆ R, the event {X ∈ B} ∈ Fn.

Question 5.19. Let X(ω) def= ω1 − 10ω2. For what n is Fn-measurable?




