
BOREL VERSIONS OF THE LOCAL LEMMA AND LOCAL ALGORITHMS FOR
GRAPHS OF FINITE ASYMPTOTIC SEPARATION INDEX
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Abstract. Asymptotic separation index is a parameter that measures how easily a Borel graph
can be approximated by its subgraphs with finite components. In contrast to the more classical
notion of hyperfiniteness, asymptotic separation index is well-suited for combinatorial applications
in the Borel setting. The main result of this paper is a Borel version of the Lovász Local Lemma—a
powerful general-purpose tool in probabilistic combinatorics—under a finite asymptotic separation
index assumption. As a consequence, we show that locally checkable labeling problems that are
solvable by efficient randomized distributed algorithms admit Borel solutions on bounded degree
Borel graphs with finite asymptotic separation index. From this we derive a number of corollaries,
for example a Borel version of Brooks’s theorem for graphs with finite asymptotic separation index.

1. Introduction and main results
1.1. Borel combinatorics and the asymptotic separation index
This paper is a contribution to the area of descriptive combinatorics, which investigates classical
combinatorial notions—such as colorings, matchings, etc.—from the standpoint of descriptive set
theory. Before we proceed, let us review some basic notation. We use N to denote the set of all
non-negative integers and identify each q P N with the q-element set q “ ti P N : i ă qu. For a set
X and a natural number q P N, we let

rXsq :“ tA Ď X : |A| “ qu and rXsă8 :“ tA Ď X : A is finiteu.

All graphs in this paper are undirected and simple. In other words, a graph G consists of a vertex
set V pGq and an edge set EpGq Ď rV pGqs2. When there is no possibility of confusion, we use the
standard graph-theoretic convention and write uv instead of tu, vu to indicate an edge joining u
and v. Given R P N, an R-ball around a vertex v in a graph G, denoted by BGpv,Rq, is the set of
all vertices reachable from v by a path of at most R edges.

Throughout the paper, proper coloring of graphs will be used as a motivating example of a
combinatorial problem.
Definition 1.1 (Colorings and the chromatic number). Let G be a graph. Given q P N, a proper
q-coloring of G is a function f : V pGq Ñ q such that fpuq ‰ fpvq for every edge uv P EpGq. The
chromatic number χpGq of G is the smallest q P N such that G has a proper q-coloring; if no such
q P N exists, we set χpGq :“ 8.∗

Descriptive combinatorics applies graph-theoretic ideas to the study of Borel graphs:
Definition 1.2 (Borel graphs). A Borel graph is a graph G whose vertex set V pGq is a standard
Borel space and whose adjacency relation tpu, vq P V pGq2 : uv P EpGqu is a Borel subset of V pGq2.
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The reader is referred to [Kec95; Tse16] for descriptive set theory background, such as the
definition of a standard Borel space†, and to [KM20; Pik21] for an overview of Borel graph theory.
A useful observation is that if X is a standard Borel space, then the sets rXsq for q P N and rXsă8

also carry natural standard Borel structures (see §2.1), and G is a Borel graph if and only if V pGq

is a standard Borel space and EpGq is a Borel subset of rV pGqs2.
Since every countable subset of a standard Borel space is Borel, countable graphs are (trivially)

Borel, and hence Definition 1.2 is only really interesting when V pGq is uncountable. On the other
hand, a large part of descriptive combinatorics deals with the case when G is locally countable
(or even locally finite), i.e., when every vertex of G has countably (resp. finitely) many neighbors.
Indeed, all graphs considered in this paper will be locally countable. Note that G is locally countable
if and only if every connected component of G is countable. As a result, locally countable graphs
studied in descriptive combinatorics usually have uncountably many components (this is in contrast
to classical, finite combinatorics, where it is common to only focus on connected graphs).

The fundamental question of descriptive combinatorics may be formulated as follows:

Question 1.3. When can a combinatorial construction (for example, a proper q-coloring) be
performed on a Borel graph G in a “constructive” fashion?

The word “constructive” here can mean different things depending on the context. The most basic
interpretation is to require all functions, sets, etc. appearing in the construction to be Borel. By
introducing additional structure on V pGq, this requirement may be relaxed. For instance, one may
ask for a construction that is measurable with respect to a measure µ on V pGq or Baire-measurable
with respect to a compatible Polish topology τ on V pGq. As a concrete example, we can apply this
perspective to proper colorings by modifying Definition 1.1 as follows:

Definition 1.4 (Borel, measurable, Baire-measurable chromatic numbers). Let G be a Borel graph.
A proper q-coloring f : V pGq Ñ q of G is Borel if f´1piq is a Borel subset of V pGq for all 0 ď i ă q.
The Borel chromatic number χBpGq of G is the smallest q P N such that G has a Borel proper
q-coloring; if no such q exists, we set χBpGq :“ 8.

Similarly, given a probability Borel measure µ or a compatible Polish topology τ on V pGq, we
say that a proper q-coloring f : V pGq Ñ q of G is µ-measurable or τ -Baire-measurable if f´1piq
is a µ-measurable, resp. τ -Baire-measurable subset of V pGq for all 0 ď i ă q. The µ-measurable
chromatic number χµpGq and the τ -Baire-measurable chromatic number χτ pGq are defined as
the smallest q P N such that G has a µ-measurable, resp. τ -Baire-measurable proper q-coloring if
such q exists, and 8 otherwise.

Definition 1.4 is due to Kechris, Solecki, and Todorcevic, who initiated the systematic study of
Borel graphs and their combinatorics in the seminal paper [KST99]. Among other things, they
demonstrated that greedy algorithms may be implemented on locally finite Borel graphs “in a Borel
way,” leading, for instance, to the following result:

Theorem 1.5 (Kechris–Solecki–Todorcevic [KST99, Proposition 4.6]). If G is a Borel graph of
finite maximum degree ∆, then χBpGq ď ∆ ` 1.

Unfortunately, later work revealed that without any additional assumptions, it is often impossible
to improve on the initial results obtained in the Borel setting using greedy algorithms. The following
theorem of Marks serves as a remarkable illustration of this, showing that the bound in Theorem 1.5
is optimal even if G has no cycles (graphs with no cycles are called forests):

Theorem 1.6 (Marks [Mar16]). For every ∆ P N, there exists a Borel forest G of maximum degree
∆ such that χBpGq “ ∆ ` 1.

†The reader unfamiliar with this terminology may assume that the space is, say, the unit interval r0, 1s. This
typically results in no loss of generality, thanks to the Borel isomorphism theorem [Kec95, Theorem 15.6].
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By contrast, every forest G satisfies χpGq ď 2. Furthermore, Theorem 1.6 shows that the following
classical upper bounds on the chromatic number fail in the Borel setting:

Theorem 1.7 (Brooks [Bro41; Die17, Theorem 5.2.4]). If G is a graph of finite maximum degree
∆ ě 3 and without a p∆ ` 1q-clique, then χpGq ď ∆.

Theorem 1.8 (Johansson [Joh96; MR02, §13]). There exist constants C, ∆0 ą 0 such that if G is
a triangle-free graph of finite maximum degree ∆ ě ∆0, then χpGq ď C∆{ log ∆.

Both Brooks’s and Johansson’s theorems have analogs in the measurable/Baire-measurable setting
[CMT16; Ber23a, Theorem 3.9], showing that Marks’s Theorem 1.6 is a purely Borel phenomenon.

In view of the negative results such as Theorem 1.6, it is natural to look for additional assumptions
on a Borel graph G that improve the behavior of its Borel combinatorics. In this regard, a helpful
observation is that Borel combinatorics essentially trivialize on component-finite graphs, i.e., graphs
in which every connected component is finite. It is well understood in the field that a combinatorial
problem admits a Borel solution on a component-finite Borel graph G if and only if it admits any
solution on G at all (see [Pik21, §5.3] and §2.2 for two ways of making this statement precise). For
example, χBpGq “ χpGq for every component-finite Borel graph G. Therefore, one may hope that
Borel combinatorics on a locally countable Borel graph G would become more approachable if G
could in some sense be “approximated” by its component-finite subgraphs.

One well-studied notion that attempts to capture this intuition is hyperfiniteness. As usual, a
subgraph of a graph G is a graph H such that V pHq Ď V pGq and EpHq Ď EpGq. We write H Ď G
to indicate that H is a subgraph of G. If G and H are Borel graphs and V pHq Ď V pGq is a Borel
subset equipped with the relative σ-algebra of Borel sets, we say that H is a Borel subgraph of G.
Given a set U Ď V pGq, we let GrU s denote the subgraph of G induced by U , i.e., the graph with
vertex set U and edge set EpGrU sq :“ EpGq X rU s2. Note that when U Ď V pGq is a Borel set, GrU s

is a Borel subgraph of G.

Definition 1.9 (Hyperfinite graphs). A Borel graph G is hyperfinite if there is an increasing
sequence G0 Ď G1 Ď ¨ ¨ ¨ Ď G of component-finite Borel subgraphs of G whose union is G.

The systematic study of hyperfinite graphs was initiated by Weiss [Wei84] and Slaman and
Steel [SS88], with important foundational work done by Dougherty, Jackson, and Kechris [DJK94]
and Jackson, Kechris, and Louveau [JKL02], among others. For an overview of this topic, see
[Kec21]. While hyperfiniteness is in general a very powerful notion, with many applications to
measurable constructions (see, e.g., [CM16; BKS21]), counterexamples from [Con+20a] show that it
is largely unhelpful for obtaining Borel solutions to combinatorial problems. For example, Marks’s
Theorem 1.6 remains true under the hyperfiniteness assumption:

Theorem 1.10 (Conley–Jackson–Marks–Seward–Tucker-Drob [Con+20a]). For every ∆ P N, there
exists a hyperfinite Borel forest G of maximum degree ∆ such that χBpGq “ ∆ ` 1.

In particular, Theorems 1.7 and 1.8 fail in the Borel setting for hyperfinite graphs.
Nevertheless, in the breakthrough paper [Con+20b], Conley, Jackson, Marks, Seward, and Tucker-

Drob succeeded in isolating a different and more subtle notion of “approximating” a graph by its
component-finite subgraphs that turns out to be extremely useful in combinatorial arguments. For
a graph G and an integer R P N, GR denotes the graph with V pGRq :“ V pGq in which two distinct
vertices u, v are adjacent if and only if they are joined by a path of at most R edges in G.

Definition 1.11 (Asymptotic separation index). Let G be a Borel graph. The separation index of
G, in symbols sipGq, is the smallest s P N for which there exists a partition V pGq “ U0 \ . . .\Us of
V pGq into s`1 Borel subsets such that the induced subgraphs GrU0s, . . . , GrUss are component-finite
(if no such s P N exists, we set sipGq :“ 8). The asymptotic separation index of G, in symbols
asipGq, is the supremum of sipGRq taken over all R P N.
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There is a growing body of literature demonstrating that various combinatorial problems admit
Borel solutions on Borel graphs with finite asymptotic separation index [BW21; Con+20b; QW22;
Wei21a]. For example, it turns out that the Borel chromatic number of a Borel graph is bounded
above by a function of its ordinary chromatic number and asymptotic separation index:

Theorem 1.12 (Conley–Jackson–Marks–Seward–Tucker-Drob [Con+20b, Theorem 8.1]). If G is a
Borel graph with asipGq ă 8 and χpGq ă 8, then χBpGq ď pasipGq ` 1qχpGq ´ asipGq.

Another example is a result of Qian and the second named author, who showed in [QW22] that a
Borel graph G of maximum degree ∆ P N and with asipGq ă 8 has a Borel proper edge-coloring
with ∆ ` 1 ` asipGq colors. Moreover, if G is bipartite, this bound can be improved to ∆ ` asipGq

by a result of Bowen and the second named author [BW21]. (We discuss edge-colorings in more
detail in §1.4.2.)

Of course, these results are only impressive assuming there is a rich family of Borel graphs with
finite asymptotic separation index. Thankfully, this is indeed the case, as many natural classes of
graphs have asymptotic separation index at most 1. Here is a non-exhaustive list of examples (the
reader is referred to the cited papers for details and omitted definitions):

Theorem 1.13 (Conley–Jackson–Marks–Seward–Tucker-Drob [Con+20b]). Suppose that G is a
Schreier graph of a free Borel action of a finitely generated group Γ on a standard Borel space. Then
asipGq ď 1, provided Γ has at least one of the following properties:

‚ Γ is virtually nilpotent;
‚ Γ is polycyclic;
‚ Γ “ Z2 ≀ Z, the lamplighter group;
‚ Γ “ BSp1, 2q, the Baumslag–Solitar group;
‚ Γ is solvable and linear over Q.

Theorem 1.14 (AB–Yu [BY23]). If G is a Borel graph of polynomial growth, then asipGq ď 1.

Furthermore, every locally finite Borel graph has asymptotic separation index at most 1 outside
of a meager set of vertices. To state this formally, we say that a set U Ď V pGq is G-invariant if
there are no edges between U and V pGqzU (i.e., if U is a union of connected components of G). As
usual, we call a set in a topological space comeager if its complement is meager.

Theorem 1.15 (Conley–Jackson–Marks–Seward–Tucker-Drob [Con+20b, Theorem 4.8(b)]). Let G
be a locally finite Borel graph. Fix a compatible Polish topology τ on V pGq. Then there exists a
G-invariant comeager Borel set U Ď G such that asipGrU sq ď 1.

And if G is hyperfinite, then similarly asipGq ď 1 on a set of full measure:

Theorem 1.16 ([Wei21b]). Let G be a hyperfinite locally finite Borel graph. Fix a probability Borel
measure µ on V pGq. Then there is a G-invariant µ-conull Borel set U Ď G such that asipGrU sq ď 1.

Both Theorems 1.15 and 1.16 are essentially present in the paper [CM16] by Conley and Miller,
albeit phrased without the term “asymptotic separation index.”

It is not a coincidence that in all the above examples, the asymptotic separation index is not
only finite but in fact bounded by 1: it is not known whether there exist any Borel graphs G with
1 ă asipGq ă 8 [Con+20b, p. 15]. The problem of whether such graphs exist is especially interesting
in view of results such as Theorem 1.12 as well as some of our main results below.

The aim of this paper is to make several additions to the list of combinatorial constructions that
can be performed in a Borel way on graphs with finite asymptotic separation index. For example,
we establish a Borel version of Brooks’s Theorem 1.7 for Borel graphs G with asipGq ă 8:
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Theorem 1.17 (Borel Brooks for finite asi). Let G be a Borel graph with finite maximum
degree ∆ ě 3 and without a p∆ ` 1q-clique. If asipGq ă 8, then χBpGq ď ∆.

We also establish a Borel version of Johansson’s Theorem 1.8 for Borel graphs G with asipGq ă 8.
A result of this type can already be derived from Theorem 1.12. Indeed, by combining the best
currently known bound on the chromatic number of triangle-free graphs (due to Molloy [Mol19])
with Theorem 1.12, we get the following result for triangle-free Borel graphs G with asipGq ă 8:

χBpGq ď p1 ` εqpasipGq ` 1q
∆

log ∆ ´ asipGq,

for any given ε ą 0 and large enough ∆. In other words, this approach yields a factor in front of
∆{ log ∆ that is close to asipGq ` 1. We prove a bound with a factor in front of ∆{ log ∆ that is
independent of asipGq. Furthermore, when G has no cycles of length 3 and 4, our bound matches
the best known bound on the ordinary chromatic number of G (due to Kim [Kim95]):

Theorem 1.18 (Borel colorings of graphs without short cycles and with finite asi). For every
ε ą 0, there is ∆0 ą 0 with the following property. Let G be a Borel graph of finite maximum
degree ∆ ě ∆0 with asipGq ă 8. If G is triangle-free, then χBpGq ď p4 ` εq∆{ log ∆, and if
G has no 3- and 4-cycles, then χBpGq ď p1 ` εq∆{ log ∆.

It remains an interesting open question whether the 4 in the above theorem can be replaced by 1
in the triangle-free case.

While most work in descriptive combinatorics addresses specific combinatorial problems, several
recent papers attack the fundamental Question 1.3 for relatively general classes of problems [Ber19;
Ber21; Ber23a; Ber23b; Bra+21; Csó+22; GR21a; GR21b; QW22; Wei22]. We continue this line
of research here by establishing a Borel version of a powerful and versatile tool from probabilistic
combinatorics, the so-called Lovász Local Lemma, for Borel graphs with finite asymptotic separation
index. Statements such as Theorems 1.17 and 1.18 are among the consequences of our main result,
as we explain in §1.4.

1.2. The Lovász Local Lemma and its Borel versions
Typical combinatorial problems require assigning a “color” (an element of some finite set) to every
member of a given structure (e.g., to every vertex of a graph) in a way that fulfills a prescribed set
of constraints. This idea is formally captured in the following definition:

Definition 1.19 (Constraint satisfaction problems). Let q be a positive integer. By a q-coloring of
a set S we mean a function f : S Ñ q.

Given a set X and a finite subset D Ď X, an pX, qq-constraint (or simply a constraint if X
and q are understood) with domain D is a set B Ď qD of q-colorings of D. If B is a constraint
with domain D, then we write dompBq :“ D. We say that a q-coloring f : X Ñ q of X violates a
constraint B if f |dompBq P B, and satisfies B otherwise.

A constraint satisfaction problem (a CSP for short) B on a set X with range q, in symbols

B : X Ñ? q,

is a set of pX, qq-constraints. A solution to a CSP B : X Ñ? q is a q-coloring f : X Ñ q that satisfies
every constraint B P B. We say that B is satisfiable if it has a solution.

In other words, each constraint in a CSP B : X Ñ? q is interpreted as a set of finite “forbidden”
(or “bad”) patterns that are not allowed to appear in a solution f : X Ñ q.
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Example 1.20 (Proper coloring as a CSP). Finding a proper q-coloring of a graph G can be
represented by a CSP B : V pGq Ñ? q as follows. For an edge uv P EpGq, let Buv be the constraint
with domain tu, vu given by Buv :“ tpu ÞÑ i, v ÞÑ iq : 0 ď i ă qu. Then a coloring f : V pGq Ñ q
satisfies Buv precisely when fpuq ‰ fpvq. Therefore, f is a solution to B :“ tBuv : uv P EpGqu if
and only if it is a proper q-coloring of G.

The Lovász Local Lemma (the LLL for short) provides a sufficient condition guaranteeing that a
CSP B : X Ñ? q is satisfiable. To state it, we associate to B two numerical parameters, ppBq and
dpBq, defined as follows. For a constraint B P B, the probability of B is the quantity

PrBs :“ |B|

q|dompBq|
.

In other words, PrBs is the probability that B is violated by a uniformly random q-coloring. Let
ppBq :“ sup

BPB
PrBs.

The maximum dependency degree dpBq of B is the value
dpBq :“ sup

BPB
|tB1 P B : B ‰ B1 and dompB1q X dompBq ‰ ∅u|.

Lemma 1.21 (Lovász Local Lemma [EL75; Spe77; AS16, Corollary 5.1.2]). If B is a CSP such that
ppBq pdpBq ` 1q ď 1{e,

where e “ 2.71 . . . is the base of the natural logarithm, then B has a solution.

Remarks 1.22. (i) The statement of the LLL given above is somewhat less general than the
more classical version usually found in the combinatorics literature. Specifically, the probabilities
of the constraints in Lemma 1.21 are computed by considering a uniformly random q-coloring
f : X Ñ q; that is, we view pfpxq : x P Xq as a collection of mutually independent discrete random
variables, each distributed uniformly over a q-element set. This specialized set-up for the LLL is
called the variable version of the LLL (the name is due to Kolipaka and Szegedy [KS11]). Even
though this setting is not the most general, it does encompass virtually all standard applications and
is often viewed as the “right one” for algorithmic considerations (see, e.g., [Bec91; MT10; FG17]).
For the statement of the LLL in abstract probability spaces, see [AS16, §5.1].

(ii) The LLL is usually stated and proved in the case when the CSP B comprises only finitely
many constraints. Nevertheless, a routine compactness argument shows that an infinite CSP B
is satisfiable if and only if all its finite subsets B1 Ă B are satisfiable (see, e.g., [AS16, proof of
Theorem 5.2.2]), so the conclusion of Lemma 1.21 for infinite B follows from the finite case.

The LLL is used throughout combinatorics; for a sample of its applications, see [AS16, §5; MR02].
Here we are interested in the LLL from the perspective of descriptive combinatorics. This line of

research forms part of a broader program concerning versions of the LLL that are “constructive”
in various senses: algorithmic [Bec91; BGR20; FG17; MT10], computable [RS14], or—as in this
paper—Borel/measurable [Ber19; Ber23a; Ber23b; Csó+22].

Let X be a standard Borel space and let q P N`. Then the set ConstpX, qq of all pX, qq-constraints
also carries a natural standard Borel structure (see §2.1), so we can define Borel CSPs as follows:

Definition 1.23 (Borel CSPs). Let X be a standard Borel space and let q P N`. A CSP B : X Ñ? q
is Borel if it is a Borel subset of ConstpX, qq.

Heuristically, a CSP B : X Ñ? q is Borel as long as the constraints that need to be satisfied are
specified “explicitly.”

Example 1.24 (Proper coloring as a Borel CSP). If G is a Borel graph, then the CSP from
Example 1.20 that encodes proper q-coloring problem on G is easily seen to be Borel.
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We now ask the following natural question:

Question 1.25. Given a Borel CSP B : X Ñ? q on a standard Borel space X, what LLL-style
conditions guarantee that B has a Borel solution f : X Ñ q?

Without any additional assumptions on B, Question 1.25 has recently been fully resolved in a
series of contributions by several authors. In the following statement and in the remainder of the
paper, we say that a CSP B is bounded if supBPB |dompBq| ă 8.‡

Theorem 1.26 (Brandt–Grunau–Rozhoň [BGR20], AB [Ber23a], Thornton [Tho22]).
(i) Let B : X Ñ? q be a bounded Borel CSP on a standard Borel space X. If

ppBq 2dpBq ă 1,
then B has a Borel solution f : X Ñ q.

(ii) On the other hand, for every d P N, there exists a bounded Borel CSP B on a standard
Borel space such that dpBq “ d and ppBq “ 2´d, so

ppBq 2dpBq “ 1,
yet B has no Borel solution.

Let us say a few words about how Theorem 1.26 follows from the cited sources. In [BGR20],
Brandt, Grunau, and Rozhoň designed an efficient deterministic distributed algorithm for finding
solutions to CSPs under the condition p 2d ă 1 (their work builds on earlier contributions of Brandt,
Maus, and Uitto [BMU19]). In [Ber23a], the first named author established certain general results
that allow using efficient distributed algorithms to derive conclusions in descriptive combinatorics.
In particular Theorem 1.26(i) follows immediately from the Brandt–Grunau–Rozhoň algorithm
via [Ber23a, Theorem 2.10]. (See §1.3 for a more detailed discussion of the connections between
distributed computing and descriptive combinatorics.)

The second part of Theorem 1.26 is proved by analyzing the so-called sinkless orientation problem
on regular graphs. Let d P N and let G be a d-regular graph. An orientation of G is sinkless if the
outdegree of every vertex is positive. A sinkless orientation of G can be naturally encoded as a
solution to a certain CSP Bsinkless : EpGq Ñ? 2. Here the color of each edge e P EpGq indicates the
direction in which e is oriented. For example, we may fix a function c : EpGq Ñ V pGq sending each
edge to one of its endpoints and say that an edge e is oriented towards cpeq if and only if its color is
0. Then we define, for each vertex v, a constraint Bv with domain dompBvq :“ te P EpGq : e Q vu

that requires the outdegree of v to be positive, and let
Bsinkless :“ tBv : v P V pGqu.

Clearly, we have dpBsinklessq “ d and ppBsinklessq “ 2´d. Furthermore, if G is a Borel graph, then
the CSP Bsinkless can be made Borel by choosing a Borel function c : EpGq Ñ V pGq using the
Luzin–Novikov theorem [Kec95, Theorem 18.10]. Nevertheless, Thornton [Tho22, Theorem 3.5]
applied the determinacy method of Marks [Mar16] to construct, for each d P N, a Borel d-regular
forest G that does not admit a Borel sinkless orientation. This verifies Theorem 1.26(ii).

While Theorem 1.26 provides a complete characterization of the range of values for the parameters
p and d under which a Borel version of the LLL holds, its downside is that the inequality p 2d ă 1 is
much harder to satisfy than the usual LLL condition ppd ` 1q ď 1{e. In fact, we are not aware of any
applications of substantial combinatorial interest where the bound p 2d ă 1 holds and Theorem 1.26(i)
can be invoked. This motivates the search for other Borel versions of the LLL which make extra
assumptions on the structure of the CSP in question. To formulate such assumptions, it is convenient
to associate to each CSP a graph:

‡The boundedness assumption can likely be removed, but it makes the results of [Ber23a] easier to apply and is
satisfied in most applications.
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Definition 1.27 (Graphs associated to CSPs). Let B : X Ñ? q be a CSP. Then GB is the graph
with vertex set X in which two vertices x, y P X are adjacent if and only if x ‰ y and there is some
constraint B P B with x, y P dompBq.

Note that if B : X Ñ? q is a Borel CSP and dpBq is finite, then GB is a locally finite Borel graph.
Moreover, if additionally B is bounded, then the maximum degree of GB is finite.

An important result of Csóka, Grabowski, Máthé, Pikhurko, and Tyros is a Borel version of the
LLL for CSPs whose associated graphs have subexponential growth. Here we say that a graph G is
of subexponential growth if for every ε ą 0 there is r ą 0 such that for all R ě r and all v P V pGq,
the R-ball around v in G contains at most eεR vertices.

Theorem 1.28 (Borel LLL for subexponential growth; Csóka–Grabowski–Máthé–Pikhurko–Tyros
[Csó+22, Theorem 4.5]). Let B : X Ñ? q be a Borel CSP on a standard Borel space X. Suppose
that the graph GB is of subexponential growth. If

ppBqpdpBq ` 1q ď 1{e,

then B has a Borel solution f : X Ñ q.

We investigate the situation where instead of subexponential growth, the graph GB has finite
asymptotic separation index. Actually, for our first main result, we only need an upper bound on
the separation index of GB rather than its asymptotic separation index. (Even more precisely, we
use a bound on a certain auxiliary parameter closely related to sipGBq, which we call the shattering
number of B; see §3.1 for details.)

Theorem 1.29 (Borel LLL with bounded separation index). Let B : X Ñ? q be a Borel
CSP on a standard Borel space X. Suppose that sipGBq ď s ă 8. If

ppBq pdpBq ` 1qs`1 ď e´s´1,

then B has a Borel solution f : X Ñ q.

It is a standard observation (see, e.g., [Bec91; Ber23a; CP19; FG17; GHK18]) that for a majority
of applications, instead of the usual LLL condition ppd ` 1q ď 1{e, it is enough to have a version of
the LLL that holds under a polynomial criterion, i.e., with a bound of the form p fpdq ď 1 for some
polynomial f . When s is treated as a constant parameter, our Theorem 1.29 is precisely of this type.
(This should be contrasted with the exponential bound p 2d ă 1 in Theorem 1.26.) For instance, if
GB has asymptotic separation index at most 1 (which happens in the numerous situations discussed
in §1.1), we can apply the trivial inequality sipGBq ď asipGBq to obtain the following special case of
Theorem 1.29:

Corollary 1.30 (Borel LLL for asi ď 1). Let B : X Ñ? q be a Borel CSP on a standard
Borel space X. Suppose that asipGBq ď 1. If

ppBq pdpBq ` 1q2 ď e´2,

then B has a Borel solution f : X Ñ q.

Most of the examples listed in Theorem 1.13 have or can have exponential growth rate. In such
cases, Corollary 1.30 is an advancement over both Theorems 1.28 and 1.26(i). Interestingly, it is not
known whether there exist any Borel graphs G of subexponential growth with asipGq ą 1.

Of course, the result of Corollary 1.30 holds for other finite values of asipGBq as well, but with
the exponent 2 replaced by asipGBq ` 1. Our second main result is a Borel version of the LLL for
the case asipGBq ă 8 with a polynomial criterion independent of the value of asipGBq:
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Theorem 1.31 (Borel LLL for finite asi). Let B : X Ñ? q be a bounded Borel CSP on a
standard Borel space X. Suppose that asipGBq ă 8. If

ppBq pdpBq ` 1q8 ď 2´15,

then B has a Borel solution f : X Ñ q.

The above results add further impetus to solve the problem of whether there exist Borel graphs
G with 1 ă asipGq ă 8, since if they do not, Corollary 1.30 would supersede Theorem 1.31.

In addition to Borel versions of the LLL, we can also consider its measurable and Baire-measurable
versions. To date, the most general result along these lines is the following:

Theorem 1.32 (AB [Ber23a, Theorem 2.20]). Let B : X Ñ? q be a bounded Borel CSP on a
standard Borel space X. Suppose that

ppBq pdpBq ` 1q8 ď 2´15.

Then the following conclusions hold:
(i) If µ is a probability Borel measure on X, then B has a µ-measurable solution.
(ii) If τ is a compatible Polish topology on X, then B has a τ -Baire-measurable solution.

Thus, the LLL holds measurably/Baire-measurably with a polynomial criterion. However, it is
still not known whether the usual criterion ppd ` 1q ď 1{e suffices (we conjecture that it does). By
combining Corollary 1.30 with Theorem 1.15, we immediately obtain a quantitative improvement to
Theorem 1.32 in the Baire-measurable case:

Corollary 1.33 (Baire-measurable LLL). Let B : X Ñ? q be a Borel CSP on a standard
Borel space X. Suppose that

ppBq pdpBq ` 1q2 ď e´2.

If τ is a compatible Polish topology on X, then B has a τ -Baire-measurable solution.

Similarly, if GB is hyperfinite, Theorem 1.16 yields an improvement in the measurable setting:

Corollary 1.34 (Measurable hyperfinite LLL). Let B : X Ñ? q be a Borel CSP on a standard
Borel space X. Suppose that the graph GB is hyperfinite and that

ppBq pdpBq ` 1q2 ď e´2.

If µ is a probability Borel measure on X, then B has a µ-measurable solution.

1.3. Distributed algorithms
A recent trend in descriptive combinatorics, initiated by the first named author in [Ber23a], is to
investigate the surprisingly intimate relationship between descriptive combinatorics and distributed
computing—an area of computer science concerned with problems that can be solved efficiently
by a decentralized network of processors. It turns out that the existence of an efficient distributed
algorithm that solves a combinatorial problem on a class of finite graphs often implies that the same
problem admits Borel, measurable, etc. solutions on certain Borel graphs [Ber23a], and sometimes
the reverse implication also holds [Ber23b; Bra+21; GR21b]. Using Theorem 1.29, we contribute a
new result to this avenue of research, which allows using randomized distributed algorithms to solve
combinatorial problems in a Borel way on graphs with finite asymptotic separation index.
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The class of combinatorial problems we consider here are the so-called locally checkable labeling
(LCL) problems, which were isolated by Naor and Stockmeyer in [NS95] (in [Ber23a] the term
“local coloring problems” is used instead). The definition of an LCL problem is very similar to the
definition of a CSP given in Definition 1.19; the main difference is that an LCL problem is defined
on an underlying graph using the graph’s structure:
Definition 1.35 (Locally checkable labeling problems). A labeled graph is a pair pG, fq, where G
is a graph and f : V pGq Ñ N is a function, called a labeling. A rooted labeled graph is a triple
pG, f, vq, where pG, fq is a labeled graph and v P V pGq is a vertex, called a root. Two rooted labeled
graphs pG, f, vq and pG1, f 1, v1q are isomorphic if there is a graph isomorphism between G and G1

that sends v to v1 and preserves the labeling. Given a labeled graph pG, fq, a vertex v P V pGq, and
an integer R P N, we let rG, f, vsR be the isomorphism type of the rooted labeled graph

`

GrBGpv,Rqs, f |BGpv,Rq, v
˘

,

where BGpv,Rq is the R-ball around v in G.
A locally checkable labeling problem (an LCL problem for short) of radius R is a pair Π “ pR,Pq,

where R P N and P is a map that sends isomorphism classes of finite rooted labeled graphs to t0, 1u.
If Π “ pR,Pq is an LCL problem and pG, fq is a locally finite labeled graph, then f solves Π on G,
or is a Π-coloring of G, if PprG, f, vsRq “ 1 for all v P V pGq. A graph G is Π-colorable if it has a
Π-coloring f : V pGq Ñ N.

Informally, an LCL problem Π “ pR,Pq is a “rule” that decides whether a labeling f of G is
“valid” by looking at the restrictions of f to R-balls around individual vertices.
Example 1.36 (Proper coloring as an LCL problem). A typical example of an LCL problem is
proper q-coloring, since whether a coloring of a graph G is proper is determined by its restrictions to
1-balls in G. Explicitly, given (the isomorphism type of) a finite rooted labeled graph pG, f, vq, set
PpG, f, vq :“ 1 if and only if fpvq ă q and fpuq ‰ fpvq for all neighbors u of v. If we let Π :“ p1,Pq,
then a Π-coloring of a locally finite graph G is the same as a proper q-coloring of G.

The model of distributed computation relevant to our work is called LOCAL§. It was introduced
by Linial in [Lin92] (although there are some earlier related results, e.g., by Alon, Babai, and Itai
[ABI86], Luby [Lub86], and Goldberg, Plotkin, and Shannon [GPS88]). For an introduction to this
subject, see the book [BE13] by Barenboim and Elkin.

The LOCAL model is intended to quantify the difficulty of transforming local data into a global
solution to a problem on a large (but finite!) decentralized communication network. Informally, we
imagine each vertex of an n-vertex graph G to be occupied by a processor that may pass messages to
its neighbors. The length of the messages is unrestricted, and the computational power available to
each processor is unlimited (in other words, any computations carried out by individual processors
take a single unit of time). Eventually, every processor must decide on its own part of the output;
in the context of LCL problems, each vertex must decide on its own label. Since the processors may
only communicate along the edges of G, in T time units, a processor can only collect information
from its T -ball in G—this is why the model is called “LOCAL”. In effect, a LOCAL algorithm with
running time T can be thought of as a function that determines the output at each vertex of G
based only on the isomorphism type of the T -ball around it [BE13, §4.1.2]. Formally, in addition
to the graph itself, a LOCAL algorithm also takes as input a labeling of G, used to distinguish the
vertices from each other.
Definition 1.37 (LOCAL algorithms). A LOCAL algorithm is a function A that sends isomorphism
classes of finite rooted labeled graphs to N. Given a locally finite labeled graph pG, fq and T P N,
the output of A on G after time T is the function AT pG, fq : V pGq Ñ N given by

`

AT pG, fq
˘

pvq :“ A prG, f, vsT q for all v P V pGq.

§This is not an acronym.
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Observe that an LCL problem, as defined in Definition 1.35, is a pair Π “ pR,Pq such that R P N
and P is a LOCAL algorithm taking values in t0, 1u, and a labeling f : V pGq Ñ N is a Π-coloring of
G exactly when PRpG, fq is the constant 1 function on V pGq.

There are two variations of the LOCAL model, depending on the way the symmetry-breaking
labeling f in Definition 1.37 is chosen. In the deterministic version of the model, f assigns a unique
identifier to each vertex, and the output of the algorithm must provide a valid solution to the
problem regardless of the specific assignment of the identifiers:
Definition 1.38 (Deterministic LOCAL complexity of LCL problems). Let Π be an LCL problem
and let G be a class of finite graphs. The deterministic LOCAL complexity of Π on the class G is
the function DetΠ,G : N` Ñ N Y t8u defined by letting DetΠ,Gpnq be the smallest T P N such that
there exists a LOCAL algorithm A with the following property:

For every n-vertex graph G P G and every bijection ID : V pGq Ñ n, the function AT pG, IDq is a
Π-coloring of G.

If no such T P N exists, we set DetΠ,Gpnq :“ 8.
In the randomized version of the LOCAL model, the symmetry is broken using a random labeling:

Definition 1.39 (Randomized LOCAL complexity of LCL problems). Let Π be an LCL problem
and let G be a class of finite graphs. The randomized LOCAL complexity of Π on the class G is
the function RandΠ,G : N` Ñ N Y t8u defined by letting DetΠ,Gpnq be the smallest T P N such that
there exist ℓ P N` and a LOCAL algorithm A with the following property:

For every n-vertex graph G P G, if a mapping ϑ : V pGq Ñ ℓ is chosen uniformly at random, then

P
“

the function AT pG,ϑq is a Π-coloring of G
‰

ě 1 ´
1
n
.

If no such T P N exists, we set DetΠ,Gpnq :“ 8.
Unsurprisingly, the randomized version of the model is more computationally powerful than the

deterministic one, and there exist many instances where a problem’s randomized LOCAL complexity
is significantly lower than its deterministic LOCAL complexity [CKP19].

In [Ber23a], the first named author showed that fast deterministic LOCAL algorithms for LCL
problems yield Borel solutions to these problems:¶

Theorem 1.40 (AB [Ber23a, Theorem 2.10]). Let Π be an LCL problem and let G be a class of
Π-colorable finite graphs such that DetΠ,Gpnq “ oplognq. If G is a Borel graph of finite maximum
degree all of whose finite induced subgraphs are in G, then G has a Borel Π-coloring.

Similarly, a fast randomized LOCAL algorithm yields measurable/Baire-measurable solutions:
Theorem 1.41 (AB [Ber23a, Theorem 2.14]). Let Π be an LCL problem and let G be a class of
Π-colorable finite graphs such that RandΠ,Gpnq “ oplognq. If G is a Borel graph of finite maximum
degree all of whose finite induced subgraphs are in G, then the following conclusions hold:

(i) If µ is a probability Borel measure on V pGq, then G has a µ-measurable Π-coloring.
(ii) If τ is a compatible Polish topology on V pGq, then G has a τ -Baire-measurable Π-coloring.

In other words, if we are willing to sacrifice Borelness and settle for measurable or Baire-measurable
solutions, then we may use the much more powerful randomized version of the LOCAL model to find
them. Here we show that if the graph G has finite asymptotic separation index, then no sacrifice is
necessary: we can obtain Borel Π-colorings of G from randomized LOCAL algorithms:

¶For simplicity, Theorems 1.40 and 1.41 are presented here in a somewhat less general way than the corresponding
statements in [Ber23a]. However, these less general formulations are sufficient for most applications. See the discussion
in §3.2 and [Ber23a, §2.B] for more details.
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Theorem 1.42 (Borel colorings using randomized algorithms and finite asi). Let Π be an LCL
problem and let G be a class of Π-colorable finite graphs such that RandΠ,Gpnq “ oplognq.
Let G be a Borel graph of finite maximum degree all of whose finite induced subgraphs are in
G. If asipGq ă 8, then G has a Borel Π-coloring.

We in fact prove somewhat stronger (and numerically explicit) versions of Theorem 1.42, which
are presented in §3.2. We should also note that Theorems 1.40 and 1.41 are stated in [Ber23a]
in the more general context of so-called structured graphs, i.e., graphs equipped with additional
combinatorial data such as an orientation, a labeling, an ordering of the vertices, etc. Our results
also hold for structured graphs, as we explain in §3.2.

Although it may at first seem unrelated, Theorem 1.42 is actually a relatively straightforward
consequence of our main results concerning Borel versions of the LLL. As demonstrated in [Ber23a],
randomized LOCAL algorithms and the LLL are closely linked. Specifically, [Ber23a, Lemma 4.6]
gives a way to reduce an LCL problem Π to an application of the LLL with a polynomial criterion
using a sufficiently fast randomized LOCAL algorithm. As a result, Theorem 1.42 follows in a fairly
routine manner from Theorem 1.29 and [Ber23a, Lemma 4.6]; the details are presented in §3.2.
Curiously, the relationship between LOCAL algorithms and the LLL is reciprocal: in order to prove
Theorem 1.31, we combine Theorem 1.42 with a fast randomized LOCAL algorithm for solving
instances of the LLL due to Fischer and Ghaffari [FG17] and Ghaffari, Harris, and Kuhn [GHK18];
see §3.3 for the details.

1.4. Combinatorial applications
1.4.1. Bounds on the Borel chromatic number
We have already mentioned two applications of our general results to the study of Borel proper
colorings of graphs with finite asymptotic separation index: Theorem 1.17 (Borel version of Brooks’s
theorem) and Theorem 1.18 (Borel version of Johansson’s theorem). Both of these results are derived
from Theorem 1.42 by citing relevant randomized LOCAL algorithms.

Proof of Theorem 1.17. Fix an integer ∆ ě 3 and let Brooks∆ be the class of all finite graphs of
maximum degree at most ∆ with no p∆ ` 1q-cliques. Ghaffari, Hirvonen, Kuhn, and Maus [Gha+18]
developed a randomized LOCAL algorithm for ∆-coloring n-vertex graphs in the class Brooks∆ with
running time Opplog lognq2q “ oplognq. If G is a Borel graph of maximum degree ∆ and without a
p∆ ` 1q-clique, then all its finite induced subgraphs are in Brooks∆, so if asipGq ă 8, then G has a
Borel proper ∆-coloring by Theorem 1.42, as desired. ■

Theorem 1.18 is proved in exactly the same way by invoking randomized LOCAL algorithms due
to Chung, Pettie, and Su [CPS17]; see §4.1 for the details. As one more illustration, we show that if
the Borel chromatic number of a Borel graph G with finite asymptotic separation index is close to
the maximum degree of G, then it must be equal to the ordinary chromatic number of G:

Theorem 1.43 (Borel colorings with ∆ ´Op
?

∆q colors). There exists a constant ∆0 P N
with the following property. Let G be a Borel graph with finite maximum degree ∆ ě ∆0
and let k :“ t

a

∆ ` 1{4 ´ 7{2u. If asipGq ă 8 and χBpGq ě ∆ ´ k, then χBpGq “ χpGq.

Proof. Clearly, χpGq ď χBpGq. To show χpGq ě χBpGq, set q :“ χBpGq ´ 1 and suppose, toward
a contradiction, that χpGq ď q. Let Πq be the LCL problem that encodes proper q-coloring of
graphs (see Example 1.36) and let Col∆,q be the class of all finite graphs with maximum degree
at most ∆ and chromatic number at most q. For large ∆ and q ě ∆ ´ k ´ 1, Bamas and Esperet

12



[BE19, Theorem 1.3] proved that
RandΠq ,Col∆,q

pnq ď exppOp
a

log lognqq “ oplognq.

Since all finite induced subgraphs of G are in Col∆,q, Theorem 1.42 implies that G has a Borel
proper q-coloring, which contradicts the choice of q. ■

When ∆ is sufficiently large, Theorem 1.17 is a consequence of Theorem 1.43 and Brooks’s
Theorem 1.7 for the ordinary chromatic number. Similarly, we have:

Corollary 1.44 (Borel colorings with ∆ ´ 1 colors). There exists a constant ∆0 P N with the
following property. Let G be a Borel graph with finite maximum degree ∆ ě ∆0 and without
a ∆-clique. If asipGq ă 8, then χBpGq ď ∆ ´ 1.

Proof. For large ∆, Reed [Ree99] showed that graphs with maximum degree ∆ and without ∆-
cliques have chromatic number at most ∆´1. Hence, the desired result follows from Theorem 1.43. ■

1.4.2. Borel edge-colorings
Alongside proper coloring, another classical concept in graph theory is proper edge-coloring, which
is defined as follows:
Definition 1.45 (Edge-colorings and the (Borel) chromatic index). Let G be a graph and let q P N.
A proper q-edge-coloring of G is a function f : EpGq Ñ q such that fpeq ‰ fpe1q for all distinct
edges e, e1 P EpGq that share a vertex. The chromatic index χ1pGq of G is the smallest q P N such
that G has a proper q-edge-coloring; if no such q P N exists, we set χ1pGq :“ 8. Similarly, if G is a
Borel graph, then the Borel chromatic index χ1

BpGq of G is the smallest q P N such that G has a
Borel proper q-edge-coloring; if no such q exists, we set χ1

BpGq :“ 8.
A proper q-edge-coloring of a graph G is exactly the same thing as a proper q-coloring of the line

graph of G, i.e., the graph LpGq with vertex set EpGq and edge set tte, e1u P rEpGqs2 : |eX e1| “ 1u.
If G is a Borel graph of finite maximum degree ∆, then the maximum degree of LpGq is at most
2∆´2, and hence the Borel chromatic index of G is at most 2∆´1 by the Kechris–Solecki–Todorcevic
Theorem 1.5. Marks [Mar16] proved that there exist Borel forests G for which this bound is optimal,
and Conley, Jackson, Marks, Seward, and Tucker-Drob [Con+20a] further showed that such G can
be taken to be hyperfinite. The following theorem summarizes these facts:
Theorem 1.46 (Kechris–Solecki–Todorcevic [KST99, p. 15], Marks [Mar16, Theorem 1.4], Conley—
Jackson–Marks–Seward–Tucker-Drob [Con+20a, Theorem 1.4(2)]). Fix an integer ∆ P N.

(i) Every Borel graph G of maximum degree ∆ satisfies χ1
BpGq ď 2∆ ´ 1.

(ii) There exists a hyperfinite Borel forest G of maximum degree ∆ with χ1
BpGq “ 2∆ ´ 1.

By contrast, a celebrated result of Vizing asserts that the ordinary chromatic index of a graph of
maximum degree ∆ cannot exceed ∆ ` 1:
Theorem 1.47 (Vizing [Viz64]). If G is a graph of finite maximum degree ∆, then χ1pGq ď ∆ ` 1.

See [Sti+12, §A.1] for an English translation of Vizing’s paper and [BM08, §17.2; Die17, §5.3] for
modern textbook presentations.

Theorem 1.46 precludes a Borel version of Vizing’s theorem when ∆ ě 3. On the other hand,
a measurable version of Vizing’s theorem was recently proved by Grebík [Gre23] (building on the
earlier breakthrough work of Grebík and Pikhurko [GP20]). Naturally, we would like to know what
additional assumptions on G bring the Borel chromatic index of G closer to χ1pGq. For example,
Dhawan and the first named author [BD23a] showed that χ1

BpGq ď ∆ ` 1 if G is of subexponential
growth. In this direction, the asymptotic separation index turns out to be an extremely helpful
parameter, as demonstrated by Qian and the second named author [QW22]:

13



Theorem 1.48 (Qian–FW [QW22, Theorem 3.7]). If G is a Borel graph with finite maximum
degree ∆ and with asipGq ă 8, then χ1

BpGq ď χ1pGq ` asipGq, and hence χ1
BpGq ď ∆ ` 1 ` asipGq.

In the case when G has no odd cycles, Theorem 1.48 was established earlier by Bowen and the
second named author [BW21]. Note that for graphs G with asipGq ď 1, examples of which are given
in §1.1, Theorem 1.48 yields the bound χ1

BpGq ď ∆ ` 2. It is still an open problem whether this can
be reduced to ∆ ` 1. It is also not known whether a bound of the form χ1

BpGq ď ∆ ` c for some
fixed c (perhaps even c “ 1) holds for all graphs G with asipGq ă 8 regardless of the value of asipGq.
As a consequence of our main results, we obtain an upper bound on χ1

BpGq for graphs G with finite
asymptotic separation index that is asymptotic to ∆ and independent of the value of asipGq:

Theorem 1.49 (Borel edge-colorings with ∆ ` Õp
?

∆q colors). For every ε ą 0, there exists
∆0 P N such that if G is a Borel graph of finite maximum degree ∆ ě ∆0 and with asipGq ă 8,
then χ1

BpGq ď ∆ `
?

∆ log3 ∆.

Theorem 1.49 is proved by appealing to a randomized LOCAL algorithm for edge-coloring due
to Chang, He, Li, Pettie, and Uitto [Cha+19]; see §4.2 for the details. In view of Theorem 1.48,
Theorem 1.49 is only interesting for graphs G whose asymptotic separation index is non-negligible
compared to their maximum degree. This again highlights the importance of determining whether
there exist Borel graphs G with 1 ă asipGq ă 8.

1.4.3. Borel edge-colorings of Schreier graphs
Some of the most well-studied examples in descriptive combinatorics are the so-called Schreier
graphs [KM20, §6.5]. These graphs are associated to group actions and arise naturally in measurable
and topological dynamics. For the remainder of §1.4.3, we fix a finitely generated group Γ with a
finite symmetric generating set F Ď Γzt1Γu, where 1Γ is the identity element of Γ (a subset of a
group is symmetric if it is closed under taking inverses). Recall that a group action a : Γ ýX is
free if γ ¨a x ‰ x for all x P X and γ P Γzt1Γu, i.e., if the stabilizer of every point in X is trivial.
Definition 1.50 (Schreier graphs). The Schreier graph of a free action a : Γ ýX is the graph
Schpa, F q with vertex set X and edge set ttx, σ ¨a xu : x P X, σ P F u.

Note that if X is a standard Borel space and a : Γ ýX is a free Borel action (meaning that the
map x ÞÑ γ ¨a x is Borel for each γ P Γ), then the corresponding Schreier graph Schpa, F q is a Borel
graph of maximum degree |F |. In contrast to general Borel graphs, the bound in Theorem 1.46(i) is
not sharp when G is a Schreier graph, as it can be easily seen [KM20, p. 67] that

χ1
BpSchpa, F qq ď |tσ P F : ordpσq is evenu| `

3
2 |tσ P F : ordpσq is odd or infiniteu| ď

3
2 |F |.

It is an open problem to determine the optimal upper bound on χ1
BpSchpa, F qq in terms of |F |.

The investigation of Borel edge-colorings of Schreier graphs with finite asymptotic separation
index was initiated by the second named author in [Wei21a]. There it is shown that a Borel version
of Vizing’s theorem holds for Schreier graphs with asymptotic separation index at most 1 under
the assumption that no element of F is of odd order (this is also a consequence of Theorem 1.48,
which was proved later). Here we generalize this result by extending it to the case of arbitrary finite
asymptotic separation index and allowing F to contain elements of sufficiently large odd order:

Theorem 1.51 (Borel edge-colorings of Schreier graphs). Suppose that |F | ě 2 and for each
σ P F , the order of σ is either even or at least 230 |F | log |F |. Let a : Γ ýX be a free Borel
action of Γ on a standard Borel space X and let G :“ Schpa, F q be the corresponding Schreier
graph. If asipGq ă 8, then χ1

BpGq ď |F | ` 1.
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When |F | ď 1, the corresponding Schreier graphs G trivially satisfy χ1
BpGq ď |F |, so there is no

harm in only considering the |F | ě 2 case. The assumption that |F | ě 2 in Theorem 1.51 ensures
that log |F | ą 0. We made no attempt to optimize the constant factor 230. Note that Theorem 1.51
applies to some groups of exponential growth thanks to Theorem 1.13 (a Borel version of Vizing’s
theorem for graphs of subexponential growth is already known [BD23a]).

Theorem 1.51 cannot be easily derived using Theorem 1.42, because no oplognq-time randomized
LOCAL algorithm for Vizing’s theorem is known (although the existence of such an algorithm has
not been ruled out), with the most efficient currently available algorithm running in time Oplog2 nq

[BD23b]. Instead, we prove Theorem 1.51 by invoking our Borel LLL (i.e., Theorem 1.31) directly.
More precisely, we apply Theorem 1.31 to prove a certain general result about Borel independent
complete sections, which is described in §1.4.4, and then use it to deduce Theorem 1.51.

1.4.4. Borel independent complete sections
For a graph G, a set I Ď V pGq is G-independent if no two vertices in I are adjacent. If F is a family
of pairwise disjoint sets, then a complete section for F is a set S that includes at least one element
from every set in F. The following classical fact is proved by a simple application of the LLL:
Theorem 1.52 (Alon [Alo88; Alo94; AS16, Proposition 5.5.3]). Let G be a graph of finite maximum
degree ∆ and let F be a family of pairwise disjoint subsets of V pGq. If |S| ě 2e∆ for all S P F, then
there is a G-independent complete section for F.

Theorem 1.52, and independent complete sections in general, have been a subject of considerable
interest, not least because of their many applications to other combinatorial problems.‖ The required
lower bound on the sizes of the sets in F has been subsequently improved from 2e∆ to 2∆ by Haxell
[Hax01], which is best possible [BES75].

We prove a Borel version of Theorem 1.52 under a finite asymptotic separation index assumption.
To simplify the statement of our result, we say that a set S Ď V pGq is a complete section for a
graph G if it meets every connected component of G. In other words, S is a complete section for G
if and only if it is a complete section for the following family of sets:

F :“ tV pCq : C is a connected component of Gu.

A subgraph G1 of G is spanning if V pG1q “ V pGq.

Theorem 1.53 (Borel independent complete sections). Let H be a Borel graph with asipHq ă

8 and let G1, G2 be two spanning Borel subgraphs of H. Suppose that the maximum degree
of G1 is at most ∆ P N, where ∆ ě 2. If every component of G2 contains at least 225 ∆ log ∆
vertices, then there is a Borel G1-independent complete section for G2.

The assumption that asipHq ă 8 in Theorem 1.53 cannot be removed. Indeed, Marks [Mar16,
Theorem 1.6] gave an example of a Borel graph H and two spanning Borel subgraphs G1, G2 such
that both G1 and G2 have maximum degree 2, all their components are infinite, and every Borel set
A Ď V pHq either includes an entire component of G1 (and hence it is definitely not G1-independent),
or misses a component of G2 (i.e., it is not a complete section for G2).

The usual proof of Theorem 1.52 is one of the rare applications of the LLL for which the bound
ppd ` 1q ď 1{e is sharp and a polynomial criterion is insufficient. As a result, we cannot establish
Theorem 1.53 by simply following the standard proof of Theorem 1.52 and substituting Theorem 1.29
or Theorem 1.31 in place of the LLL. Nevertheless, we are able to prove Theorem 1.53 using a

‖A related notion considered in the literature is that of an independent transversal—i.e., a set that meets each
member of F in exactly one point. For our purposes, working with complete sections will be more natural. Note that
the existence of a G-independent complete section for F is equivalent to the existence of a G-independent transversal
(although this equivalence may fail in the Borel setting).
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different approach, which unfortunately results in a superlinear lower bound on the size of the
components of G2. However, we suspect that the conclusion of Theorem 1.53 should hold even if
the components of G2 have size bounded below by some linear function of ∆:
Conjecture 1.54. There exist constants C, ∆0 ą 0 with the following property: Let H be a Borel
graph with asipHq ă 8 and let G1, G2 be two spanning Borel subgraphs of H. Suppose that the
maximum degree of G1 is at most ∆ P N, where ∆ ě ∆0. If every component of G2 contains at
least C∆ vertices, then there is a Borel G1-independent complete section for G2.

One way to settle Conjecture 1.54 would be to prove a version of Theorem 1.31 under the usual
LLL assumption ppd`1q ď 1{e. Since we suspect that ∆ log ∆ is not the optimal order of magnitude
in Theorem 1.53, we made no attempt to optimize the constant factor 225. We prove Theorem 1.53
in §4.3 and then use it to derive Theorem 1.51 in §4.4. If Conjecture 1.54 is true, then the same
argument would improve Theorem 1.51 by replacing the bound 230 |F | log |F | by a linear function of
|F |. We expect that this can also be achieved by following a “nibbling” approach similar to the one
in the paper [RS02] by Reed and Sudakov, but the resulting argument would be quite technical,
and since we do not see how to generalize it to prove Conjecture 1.54 in full, we do not pursue it in
this paper.

2. Preliminaries
2.1. The spaces of finite sets and constraints
In this subsection, given a standard Borel space X and an integer q P N`, we describe a way of
endowing the set ConstpX, qq of all pX, qq-constraints with the structure of a standard Borel space
(this is necessary for Definition 1.23 to make sense). The material in this subsection is entirely
standard; nevertheless, we decided to include it here for completeness.

Let X be a standard Borel space. We begin by equipping rXsk for k P N with the structure of a
standard Borel space. To this end, let pXqk be the set of all k-tuples px0, . . . , xk´1q P Xk of distinct
points, and let „k be the equivalence relation on pXqk given by

px0, . . . , xk´1q „k py0, . . . , yk´1q :ðñ tx0, . . . , xk´1u “ ty0, . . . , yk´1u.

By [KM04, Example 6.1 and Proposition 6.3], the quotient space rXsk “ pXqk{ „k is standard
Borel. It follows that the disjoint union rXsă8 “ rXs0 \ rXs1 \ rXs2 \ . . . is standard Borel as well
[Tse16, Proposition 1.4].

Next, given q P N`, we let rX 99K qsă8 be the set of all partial functions φ : X 99K q such that
dompφq is a finite subset of X. Each φ P rX 99K qsă8 can be identified with a finite subset of X ˆ q,
namely, with its graph tpx, φpxqq : x P dompφqu. Using this identification, it is routine to check
that rX 99K qsă8 is a Borel subset of rX ˆ qsă8.

Finally, since an pX, qq-constraint is a finite subset of rX 99K qsă8, we may define
ConstpX, qq :“

␣

B P rrX 99K qsă8să8 : all functions in B have the same domain
(

.

It can be easily verified that ConstpX, qq is a Borel subset of the standard Borel space rrX 99K qsă8să8,
and therefore, equipped with the relative σ-algebra of Borel sets, it is also standard Borel.

2.2. Borel combinatorics on component-finite graphs
As mentioned in the introduction, the reason we expect graphs with finite asymptotic separation index
to have well-behaved Borel combinatorics is that Borel combinatorics “trivialize” on component-finite
graphs. The following statement makes this intuition rigorous:
Proposition 2.1 (Borel combinatorics on component-finite graphs). Let B : X Ñ? q be a Borel
CSP on a standard Borel space X. If the graph GB is component-finite and B has a solution, then
it has a Borel solution as well.
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The proof of Proposition 2.1 relies on the following deep and classical result (which we shall use
throughout the paper without mention):

Theorem 2.2 (Luzin–Novikov uniformization [Kec95, Theorem 18.10]). Let X, Y be standard
Borel spaces and let R Ď X ˆ Y be a Borel subset. If for every x P X, the set

Rx :“ ty P Y : px, yq P Ru

is countable, then there exists a sequence pfnqnPN of Borel partial functions fn : X 99K Y defined on
Borel subsets of X such that for all x P X, Rx “ tfnpxq : n P N, x P dompfnqu.

If additionally each set Rx is nonempty, then the mapping f : X Ñ Y given by

fpxq :“ fnpxqpxq, where npxq :“ mintn P N : x P dompfnqu,

is a Borel function such that fpxq P Rx for all x P X.

Proof of Proposition 2.1. This is a standard argument in descriptive combinatorics, so we only
provide a proof sketch. Roughly, since on each component of GB the problem can be solved in
only finitely many ways, the Luzin–Novikov theorem yields a Borel choice of one solution on every
component; putting the chosen solutions together solves the problem on the whole space.

In a little more detail, let C :“ tV pCq : C is a connected component of GBu. This is a Borel
subset of rXsă8. Say that a finite partial solution to B is a map φ P rX 99K qsă8 such that φ
satisfies every constraint B P B with dompBq Ď dompφq. Then the set S Ď rX 99K qsă8 of all finite
partial solutions to B is also Borel. Since B has a solution, for each finite set U Ď X, there is some
φ P S with dompφq “ U . Let

R :“ tpU,φq P C ˆ S : dompφq “ Uu.

Then R is a Borel subset of C ˆ S, and for each U P C, the set RU :“ tφ P S : pU,φq P Ru is
finite and nonempty. Therefore, by the Luzin–Novikov theorem (Theorem 2.2), there exists a Borel
function C Ñ S : U ÞÑ φU such that dompφU q “ U for all U . For each x P X, let rxs P C be the
vertex set of the component containing x. Then the map f : X Ñ q given by

fpxq :“ φrxspxq for all x P X,

or, equivalently, f :“
Ů

UPC φU , is a Borel solution to B, as desired. ■

Corollary 2.3. If G is a component-finite Borel graph and χpGq ă 8, then χBpGq “ χpGq.

Proof. Clearly, χBpGq ě χpGq. To see that χBpGq ď χpGq, recall from Example 1.24 that the
proper χpGq-coloring problem for G can be encoded via a Borel CSP B : V pGq Ñ? χpGq given by

B :“
␣

tpu ÞÑ i, v ÞÑ iq : 0 ď i ă χpGqu : uv P EpGqu.

Since GB “ G is component-finite, it has a Borel proper χpGq-coloring by Proposition 2.1. ■

Another useful consequence of the Luzin–Novikov theorem is the fact that if f : X Ñ Y is a
countable-to-one Borel function between standard Borel spaces, then its image fpXq is a Borel
subset of Y [Kec95, Exercise 18.14].

3. Proofs of the main results
3.1. Proof of Theorem 1.29
As stated in §1.2, in our proof of Theorem 1.29 we will use an auxiliary parameter in place of the
separation index. The following definition is reminiscent of (and inspired by) an alternative way of
defining asymptotic separation index given in [Con+20b, Lemma 3.1(1’)].
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Definition 3.1 (Shattering number). Let B : X Ñ? q be a Borel CSP on a standard Borel space
X. The shattering number of B, denoted by shpBq, is the smallest s P N for which there exists a
Borel family P Ď rXsă8 of finite subsets of X such that P is a partition of X and for each B P B,
dompBq intersects at most s members of P (if no such s P N exists, we set shpBq :“ 8).

Some readers may be more familiar with describing a partition of a standard Borel space X into
finite sets as an equivalence relation on X with finite classes. For their benefit, we remark that a
partition P is a Borel subset of rXsă8 if and only if the equivalence relation whose classes are the
members of P is a Borel subset of X2 [BY23, Lemma 3.8].

Let us observe two easy upper bounds on the shattering number of a Borel CSP.

Lemma 3.2. If B : X Ñ? q be a Borel CSP on a standard Borel space X, then:
(i) shpBq ď sipGBq ` 1, and
(ii) shpBq ď supBPB |dompBq|.

Proof. For (i), suppose that X “ U0 \ . . .\ Us is a partition witnessing sipGBq “ s. Then

P :“ tV pCq : C is a connected component of GrUis for some 0 ď i ď su

is a family of finite sets witnessing shpBq ď s` 1. For (ii), take P “ ttxu : x P Xu. ■

We can now state the strengthening of Theorem 1.29 using the shattering number:

Theorem 3.3 (Borel LLL with bounded shattering number). Let B : X Ñ? q be a Borel
CSP on a standard Borel space X. Suppose that shpBq ď s for some s P N`. If

ppBq pdpBq ` 1qs ď e´s, (3.1)
then B has a Borel solution f : X Ñ q.

Theorem 1.29 is a direct consequence of Theorem 3.3 and Lemma 3.2(i). On the other hand,
combining Theorem 3.3 with Lemma 3.2(ii) gives a conclusion reminiscent of, though slightly weaker
than, [Ber23b, Corollary 1.8].

The technique we employ to prove Theorem 3.3 is known as the method of conditional probabilities
in computer science, where it is commonly used for derandomization [AS16, §16; MR95, §5.6]. This
method has already been applied to obtain “constructive” versions of the LLL, for instance by
Beck [Bec91], Fischer and Ghaffari [FG17], and the first named author [Ber23b]. We especially
highlight the connection to [FG17, Theorem 3.6] by Fischer and Ghaffari, which uses so-called
network decompositions to design efficient distributed algorithms in a way that is rather analogous
to our use of the shattering number.

Our proof of Theorem 3.3 is inductive: we shall construct the desired q-coloring of X that solves
B by iteratively coloring subsets of X. Throughout the iterations, the domains of the constraints
will be shrinking until they become empty. Note that there are precisely two constraints with the
empty domain: ∅ and t∅u. The constraint t∅u has probability 1{q0 “ 1 and is violated by every
coloring, while the constraint ∅ has probability 0 and is always satisfied. The distinction between
these two cases will play a decisive role in the last stage of our proof.

To facilitate the analysis of the iterative process, the following notation will be useful. Fix a set X
and an integer q P N` and let f : U Ñ q be a q-coloring of a subset U Ď X. For an pX, qq-constraint
B, we write B{f to denote the constraint with dompB{fq :“ dompBqzU given by

B{f :“ tφ : pdompBqzUq Ñ q : f |dompBqXU \ φ P Bu.
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In other words, φ P B{f if and only if the coloring f \φ violates B. We emphasize that it is possible
to have dompBq Ď U , in which case dompB{fq “ ∅. More specifically, if dompBq Ď U , then

B{f “

#

t∅u if f violates B;
∅ if f satisfies B.

Observe that if f 1 : U 1 Ñ q is another q-coloring of some set U 1 Ď XzU , then
pB{fq{f 1 “ B{pf \ f 1q.

Given a CSP B : X Ñ? q, we define a CSP B{f : pXzUq Ñ? q by
B{f :“ tB{f : B P Bu.

By construction, f 1 : pXzUq Ñ q is a solution to B{f if and only if f \ f 1 is a solution to B. Note
that we always have dpB{fq ď dpBq, but there is no a priori relation between ppB{fq and ppBq.

The following lemma describes the inductive step in the proof of Theorem 3.3:

Lemma 3.4. Let B : X Ñ? q be a Borel CSP on a standard Borel space X and let s : B Ñ N be a
Borel function such that for all B P B,

PrBs pdpBq ` 1qspBq ă e´spBq. (3.2)
Let U Ď X be a Borel set such that the graph GBrU s is component-finite. For each B P B, define

ηpBq :“
#

1 if dompBq X U ‰ ∅;
0 otherwise.

Then there exists a Borel function f : U Ñ q such that for all B P B,

PrB{f s pdpB{fq ` 1qspBq´ηpBq ă e´spBq`ηpBq. (3.3)

Proof. Note that if B P B is a constraint such that dompBq XU “ ∅, then (3.3) holds for this B
regardless of the choice of f : U Ñ q, since B{f “ B, dpB{fq ď dpBq, and ηpBq “ 0. Therefore, we
only need to focus on the constraints B P B with dompBq X U ‰ ∅. Consider any such constraint
B. For a function ψ : pdompBq X Uq Ñ q, let the probability of B conditioned on ψ be

PrB |ψs :“
|tφ P B : φ|dompBqXU “ ψu|

q|dompBqzU |
.

In other words, PrB |ψs is the probability that a uniformly random q-coloring of dompBq violates
B given that it agrees with ψ on dompBq X U . Observe that for any f : U Ñ q, we have

PrB{f s “ PrB | f |dompBqXU s. (3.4)
Let B˚ be the constraint with dompB˚q :“ dompBq X U given by

B˚ :“
␣

ψ : pdompBq X Uq Ñ q : PrB |ψs ě pepdpBq ` 1qq´spBq`1(.

Simple double counting shows that

pepdpBq ` 1qq´spBq
(3.2)
ą PrBs “ q´|dompBqXU |

ÿ

ψ : pdompBqXUqÑq

PrB |ψs

ě q´|dompBqXU | |B˚| pepdpBq ` 1qq´spBq`1 “ PrB˚s pepdpBq ` 1qq´spBq`1.

(This is essentially Markov’s inequality from probability theory.) We conclude that
PrB˚s pdpBq ` 1q ă 1{e. (3.5)

Now let B˚ : U Ñ? q be the Borel CSP defined by
B˚ :“ tB˚ : B P B, dompBq X U ‰ ∅u.

19



Since dpB˚q ď dpBq by construction, it follows from (3.5) that B satisfies the assumptions of the
ordinary LLL, i.e., of Lemma 1.21. Therefore, B˚ has a solution. Note that GB˚ “ GBrU s, which
is component-finite by hypothesis. Thus, B˚ has a Borel solution f : U Ñ q by Proposition 2.1. We
conclude from (3.4), the definition of B˚, and the inequality dpB{fq ď dpBq that f is as desired. ■

Proof of Theorem 3.3. Let P Ď rXsă8 be a Borel family of finite sets witnessing that shpBq ď s.
We claim there exists a partition P “

Ů

nPN Pn of P into countably many Borel sets such that for
each B P B and n P N, dompBq meets at most one member of Pn. Indeed, let H be the Borel graph
with vertex set P in which distinct sets S, R P P are adjacent if and only if there is a constraint
B P B such that dompBq meets both S and R. Each set S P P is finite, and every point in S
belongs to at most dpBq ă 8 constraints in B (dpBq is finite by (3.1)). Since every constraint
intersects finitely many sets in P, it follows that the graph H is locally finite. Therefore, by [KST99,
Proposition 4.5], there is a Borel function c : P Ñ N such that cpSq ‰ cpRq whenever S and R are
adjacent in H (i.e., c is a Borel proper N-coloring of H). Setting Pn :“ c´1pnq gives the desired
partition of P.

For n P N, let Un :“
Ť

Pn, so X “
Ů

nPN Un is a partition of X into Borel sets. For each
n P N, each connected component of GBrUns is contained in an element of Pn, and so GBrUns is
component-finite. For each B P B and n P N, let tnpBq be the number of sets Ui with i ă n such
that dompBq XUi ‰ ∅ and set snpBq :“ s´ tnpBq (thus, t0pBq “ 0 and s0pBq “ s). By assumption,
tnpBq ď s for all n P N and thus snpBq ě 0. Hypothesis (3.1) yields

PrBs pdpBq ` 1qs0pBq ď e´s0pBq for all B P B.

In fact, this inequality is strict, since its left-hand side is rational, while its right-hand side is not.
We may now set Bp0q :“ B for all B P B and Bp0q :“ B and then iteratively apply Lemma 3.4 to
produce a sequence of Borel q-colorings fn : Un Ñ q such that for each n P N and B P B,

PrBpn`1qs pdpBpn`1qq ` 1qsn`1pBq ă e´sn`1pBq, (3.6)

where Bpn`1q :“ B{pf0 \ . . .\ fnq “ Bpnq{fn and Bpn`1q :“ B{pf0 \ . . .\ fnq “ Bpnq{fn. We claim
that the Borel function f :“

Ů

nPN fn is a solution to B. Indeed, consider any constraint B P B. To
see that f satisfies B, note that since dompBq if finite, there is some n P N such that

f |dompBq “ pf0 \ . . .\ fnq|dompBq.

Hence, by (3.6),

PrB{f s “ PrB{pf0 \ . . .\ fnqs “ PrBpn`1qs ă pepdpBpn`1qq ` 1qq´sn`1pBq ď 1.

Since dompB{fq “ ∅, it follows that B{f “ ∅, i.e., f satisfies B, as desired. ■

3.2. From the LLL to LOCAL algorithms
As briefly mentioned in the introduction, LCL problems and LOCAL algorithms can be defined in
the situation when the underlying graph is equipped with additional combinatorial structure, such as
an orientation, a labeling, etc. Since we will need this general set-up for the proof of Theorem 1.31,
we recall the necessary definitions here. Our presentation follows that in [Ber23a, §2.A].

For a set X, let Xă8 :“ X0 \X1 \X2 \ . . . be the set of all finite tuples of elements of X.

Definition 3.5 (Structured graphs). Let G be a graph. A structure map on G is a partial function
σ : V pGqă8 99K N such that for some ℓ P N, every tuple x P dompσq is of length at most ℓ. A
structured graph is a pair G “ pG, σq, where G is a graph and σ is a structure map on G.

Examples 3.6. (i) A labeled graph pG, fq in the sense of Definition 1.35 can be viewed as a
structured graph by identifying V pGq with V pGq1 in the obvious way.
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(ii) A directed graph G can be viewed as a structured graph by encoding the directions of the
arcs of G using the function σ : V pGq2 Ñ 2 that sends a pair pu, vq to 1 if and only if there is an arc
from u to v in G.

(iii) An ordered graph is a pair pG,ďq, where G is a graph and ď is a linear order on V pGq. These
objects are of interest in extremal combinatorics [Tar19]. An ordered graph can be represented by a
structured graph using the map σ : V pGq2 Ñ 2, where σpu, vq “ 1 if and only if u ď v.

A structured graph G “ pG, σq is Borel if G is a Borel graph and σ is a Borel function (that is,
σ´1piq is a Borel subset of V pGqă8 for all i P N).

We naturally extend standard graph-theoretic notation and terminology to structured graphs.
For example, given a structured graph G “ pG, σq, we write V pGq :“ V pGq and EpGq :“ EpGq.
Similarly, given v P V pGq and R P N, we let

BGpv,Rq :“ BGpv,Rq Ď V pGq.

For a subset U Ď V pGq, the subgraph of G induced by U is the structured graph GrU s given by

GrU s :“
`

GrU s, σ|Uă8

˘

.

Isomorphisms between structured graphs are required to preserve the values of the structure maps.
With this we can define labelings of structured graphs, rooted (labeled) structured graphs,

LCL problems and their solutions, LOCAL algorithms, and deterministic and randomized LOCAL
complexity of LCL problems on structured graphs by simply repeating Definitions 1.35, 1.37, 1.38,
and 1.39 with every occurrence of the word “graph” replaced by “structured graph.” Theorems 1.40
and 1.41 remain true in this more general context [Ber23a, Theorems 2.10 and 2.14], and the same
is true for our Theorem 1.42:

Theorem 3.7 (Theorem 1.42 for structured graphs). Let Π be an LCL problem and let G
be a class of Π-colorable finite structured graphs such that RandΠ,Gpnq “ oplognq. Let G be
a Borel structured graph of finite maximum degree all of whose finite induced subgraphs are
in G. If asipGq ă 8, then G has a Borel Π-coloring.

In fact, we can strengthen Theorem 3.7 by avoiding the asymptotic notation oplognq. Let G be a
class of finite structured graphs and let R, n P N. A structured graph G is pR,nq-locally in G if for
all v P V pGq, there is exist an n-vertex structured graph H P G and u P V pHq such that

`

GrBGpv,Rqs, v
˘

–
`

HrBHpu,Rqs, u
˘

as rooted structured graphs.

Theorem 3.8. Let Π “ pR,Pq be an LCL problem and let G be a class of finite structured
graphs. Fix n P N` such that RandΠ,Gpnq ă 8 and set R˚ :“ RandΠ,Gpnq `R. Suppose G is
a Borel structured graph with the following properties:

‚ G is pR˚, nq-locally in G,
‚ asipGq ď s ă 8, and
‚ |BGpv, 2R˚q| ď n1{ps`1q{e for all v P V pGq.

Then G has a Borel Π-coloring.

The bound on |BGpv, 2R˚q| in Theorem 3.8 depends on the exact value of asipGq. We also prove
an analogous statement with a uniform bound for all G with asipGq ă 8:
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Theorem 3.9. Let Π “ pR,Pq be an LCL problem and let G be a class of finite structured
graphs. Fix n P N` such that RandΠ,Gpnq ă 8 and set R˚ :“ RandΠ,Gpnq `R. Suppose G is
a Borel structured graph with the following properties:

‚ G is pR˚, nq-locally in G,
‚ asipGq ă 8, and
‚ |BGpv, 2R˚q| ď n1{8{4 for all v P V pGq.

Then G has a Borel Π-coloring.

The chain of implications between our main results is as follows:

Theorem 1.29
(A)
ùùñ Theorem 3.8

(B)
ùùñ Theorem 3.7

(C)
ùùñ Theorem 1.31

(D)
ùùñ Theorem 3.9.

Theorem 1.29 has been verified in §3.1, so now we are left with proving the four implications in
the above diagram. In this subsection, we shall establish implications (A), (B), and (D). The only
remaining implication, (C), will be proved in §3.3.

We start with implication (B), which is proved by a straightforward computation.

Proof of implication (B): Theorem 3.8 ùñ Theorem 3.7. This argument is essentially present
in [Ber23a] (immediately following [Ber23a, Theorem 2.10]). Assume that Theorem 3.8 holds and
let Π “ pR,Pq, G, and G be as in Theorem 3.7. If G is finite, then G itself is in G, and so it has
an (automatically Borel) Π-coloring. Thus, we may assume that G is infinite. We now claim that
the conditions of Theorem 3.8 are satisfied for all large enough n P N, and thus G has a Borel
Π-coloring, as desired.

Let the maximum degree of G be ∆ and let s :“ asipGq. Let
tpnq :“ RandΠ,Gpnq and R˚pnq :“ tpnq `R.

Consider any vertex v P V pGq and let B :“ BGpv,R˚pnqq. If n ě |B|, then we can extend B to an
n-element set U Ě B of vertices and observe that the R˚pnq-balls around v in G and GrU s are the
same. Since every finite induced subgraph of G is in G, it follows that G is pR˚pnq, nq-locally in G
provided that n is at least as large as the size of every R˚pnq-ball in G.

Since tpnq “ oplognq and hence ∆tpnq “ nop1q, the following chain of inequalities holds for all
sufficiently large n P N:

1 ` ∆R˚pnq ď 1 ` ∆2R˚pnq “ 1 ` ∆2tpnq`2R ď n1{ps`1q{e ď n. (3.7)
As every r-ball in G contains at most 1 ` ∆r vertices, any n satisfying the bounds in (3.7) fulfills
all the requirements of Theorem 3.8, and we are done. ■

To prove implications (A) and (D), we rely on the following technical lemma from [Ber23a]:
Lemma 3.10 ([Ber23a, Lemma 4.6]). Let Π “ pR,Pq be an LCL problem and let G be a class of
finite structured graphs. Fix n P N` such that T :“ RandΠ,Gpnq is finite and set R˚ :“ T `R. Let
ℓ P N` and a LOCAL algorithm A witness the bound RandΠ,Gpnq ď T (as in Definition 1.39). If G
is a Borel structured graph of finite maximum degree that is pR˚, nq-locally in G, then there exists
a bounded Borel CSP B : V pGq Ñ? ℓ such that:

(i) for every solution ϑ : V pGq Ñ ℓ to B, the function AT pG, ϑq is a Π-coloring of G, and
(ii) ppBq ď 1{n and dpBq ď supvPV pGq |BGpv, 2R˚q| ´ 1.

Moreover, the associated graph GB is a subgraph of G2R˚ , and hence asipGBq ď asipGq.
We point out that the “moreover” part of Lemma 3.10 is not explicitly stated in [Ber23a], but it is

an immediate consequence of the proof of [Ber23a, Lemma 4.6], since the domain of each constraint
in the CSP B constructed there is the R˚-ball around some vertex of G.
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Proof of implication (A): Theorem 1.29 ùñ Theorem 3.8. Let Π “ pR,Pq, G, n P N`, R˚, G,
and s be as in Theorem 3.8. Set T :“ RandΠ,Gpnq, so that R˚ “ T `R. Let ℓ P N` and a LOCAL
algorithm A witness the bound RandΠ,Gpnq ď T . Since G is pR˚, nq-locally in G, Lemma 3.10 yields
a bounded Borel CSP B : V pGq Ñ? ℓ such that:

(i) for every solution ϑ : V pGq Ñ ℓ to B, the function AT pG, ϑq is a Π-coloring of G,
(ii) ppBq ď 1{n and dpBq ď supvPV pGq |BGpv, 2R˚q| ´ 1 ď n1{ps`1q{e´ 1, and
(iii) asipGBq ď s.

It follows from (ii) that

ppBq pdpBq ` 1qs`1 ď
1
n

¨

´

n1{ps`1q{e
¯s`1

“ e´s´1.

Therefore, (iii) implies that B has a Borel solution ϑ : V pGq Ñ ℓ by Theorem 1.29. Then, by (i),
f :“ AT pG, ϑq is a Π-coloring of G, and it is Borel by [Ber23a, remark after Lemma 4.1]. ■

Implication (D), i.e., Theorem 1.31 ùñ Theorem 3.9, is proved in exactly the same way, mutatis
mutandis.

3.3. From LOCAL algorithms to the LLL
In this section we verify the only remaining implication from the diagram in §3.2, namely (C):
Theorem 3.7 ùñ Theorem 1.31. Our argument follows the strategy outlined in [Ber23a, §5.D]. The
key point is that there exist efficient randomized LOCAL algorithms that solve CSPs satisfying a
polynomial LLL criterion, and combining such an algorithm with Theorem 3.7 yields Borel solutions
to such CSPs when the associated graph has finite asymptotic separation index.

To make the above idea precise, we need to be able to encode a given CSP as an LCL problem
on an auxiliary structured graph. There are several natural ways of doing so; here we follow the
approach described in [Ber23a, §5.D].

Definition 3.11 (Graph-CSPs). A graph-CSP with range q P N` is a pair pG,Bq, where G is a
graph and B : V pGq Ñ? q is a bounded CSP such that dpBq ă 8 and GB is a subgraph of G.

A graph-CSP pG,Bq can be viewed as a structured graph in the following way. For each tuple
of vertices v “ pv0, . . . , vk´1q P V pGqă8, the structure map σ will contain the information about
the constraints B P B such that dompBq “ tv0, . . . , vk´1u. Formally, let pV pGqqă8 be the set of all
finite tuples of distinct vertices and for each v “ pv0, . . . , vk´1q P pV pGqqă8, define

Bv :“ tB P B : dompBq “ tv0, . . . , vk´1uu.

The domain of σ is the set of all v P pV pGqqă8 with Bv ‰ ∅. Note that since B is bounded, σ is
defined on tuples of bounded length. For v “ pv0, . . . , vk´1q P dompσq, let ιv : tv0, . . . , vk´1u Ñ k
be the bijection given by ιvpxiq :“ i, and for each B P Bv, define

B˚
v :“ tφ : k Ñ q : φ ˝ ιv P Bu.

Note that the mapping B˚
v Ñ B : φ ÞÑ φ ˝ ιv is a bijection. Now let the type of v be

typepvq :“ tB˚
v : B P Bvu.

Observe that the set Types of all possible types of tuples in dompσq is countable (indeed, it is a
subset of rrrN 99K Nsă8să8să8), so we can fix an arbitrary injection code : Types Ñ N and let

σpvq :“ codeptypepvqq.

The pair pG, σq now represents exactly the same information as pG,Bq, and since σ is defined on
tuples of bounded length, pG, σq is a structured graph (as in Definition 3.5). Moreover, it is routine
to check that if G is a Borel graph and B is a Borel CSP, then σ is a Borel function, and thus pG, σq

is a Borel structured graph.
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Let pG,Bq be a graph-CSP. The requirement that GB is a subgraph of G means that the 1-ball
around every vertex of G includes the domains of all constraints that involve that vertex. That is,
the problem of solving a graph-CSP is an LCL problem of radius 1, which we denote by ΠCSP,q
(here q P N` is the range of B). Given parameters q, k, p, and d, let CSPpq, k, p, dq be the class of
all finite graph-CSPs pG,Bq (viewed as structured graphs) such that:

‚ the range of B is q;
‚ supBPB |dompBq| ď k;
‚ ppBq ď p and dpBq ď d.

After these technical preliminaries, we can rigorously formulate a result regarding LOCAL algo-
rithms for the LLL that we shall use:

Theorem 3.12 (Ghaffari–Harris–Kuhn [GHK18]). If q, k, p, and d satisfy ppd` 1q8 ď 2´15, then

RandΠCSP,q ,CSPpq,k,p,dqpnq “ exppOp
a

log lognqq “ oplognq.

The first oplognq-time randomized LOCAL algorithm for the LLL with a polynomial criterion
is due to Fischer and Ghaffari [FG17]. We are using the Ghaffari–Harris–Kuhn version instead
because it improves the criterion from ppd ` 1q32 ď e´32 to ppd ` 1q8 ď 2´15. In subsequent work,
considerable effort has been put into making the running time of the algorithm even lower [RG20;
Dav23]. On the other hand, we are not aware of any improvements to the required bound on p as a
function of d, and it remains an open problem whether the exponent 8 can be reduced, ideally all
the way down to 1.

With Theorem 3.12 in hand, we are ready to deduce Theorem 1.31 from Theorem 3.7:

Proof of implication (C): Theorem 3.7 ùñ Theorem 1.31. Let B : X Ñ? q be a bounded Borel
CSP on a standard Borel space X such that asipGBq ă 8 and

ppBq pdpBq ` 1q8 ď 2´15.

Let p :“ ppBq, d :“ dpBq, and k :“ supBPB |dompBq|, and let Π :“ ΠCSP,q and G :“ CSPpq, k, p, dq.
By the usual LLL, the structured graphs in G are Π-colorable. Furthermore, by Theorem 3.12, we
have RandΠ,Gpnq “ oplognq. Consider the graph-CSP G :“ pGB,Bq, viewed as a Borel structured
graph. The maximum degree of G is bounded above by kd, and all finite induced subgraphs of G are
in G (taking an induced subgraph corresponds to passing to a subset of the vertices and only retaining
the constraints whose domains are contained in that subset). Since asipGq ă 8 by assumption, we
conclude that G has a Borel Π-coloring—i.e., B has a Borel solution—by Theorem 3.7. ■

4. Applications
4.1. Coloring graphs without short cycles
Here we present the derivation of Theorem 1.18 from our main results. For ∆ P N, let TrFree∆ be
the class of all triangle-free finite graphs of maximum degree at most ∆. Given ε ą 0 and ∆ ě 2, let

qp∆, εq :“
Z

p4 ` εq
∆

log ∆

^

.

Let Πq denote the LCL problem that encodes proper q-coloring of graphs (see Example 1.36). Chung,
Pettie, and Su [CPS17, Theorem 9] showed that for each ε ą 0, there exist C, δ, ∆0 ą 0 (depending
on ε) such that for every ∆ ě ∆0, we have

RandΠqp∆,εq,TrFree∆pnq ď C∆´δ logn. (4.1)
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Although this bound is not strong enough to invoke Theorem 1.42 (it is of order Oplognq rather than
oplognq), it is still sufficient for a direct application of Theorem 3.9.∗∗ Indeed, the same analysis as
in the proof of the implication Theorem 3.8 ùñ Theorem 3.7 on page 22 reduces the problem to
showing that for all sufficiently large n P N,

1 ` ∆2C∆´δ logn`2 ď
1
4n

1{8.

This is indeed the case as long as ∆ is large enough as a function of ε, since

∆2C∆´δ logn “ n2C∆´δ log ∆,

and 2C∆´δ log ∆ ă 1{8 for sufficiently large ∆. This establishes the part of Theorem 1.18 regarding
triangle-free graphs. The part of Theorem 1.18 concerning graphs without 3- and 4-cycles is proved
in exactly the same way, but with [CPS17, Theorem 9] replaced by the randomized LOCAL algorithm
of Chung, Pettie, and Su for tp1 ` εq∆{ log ∆u-coloring graphs without cycles of length at most 4
(see the remark in [CPS17] after [CPS17, Theorem 9]).

4.2. Edge-colorings with ∆ ` Õp
?

∆q colors
In this subsection, we prove Theorem 1.49. We begin by explaining how to frame proper edge-coloring
as an LCL problem. The obvious approach is to view proper q-edge-coloring of a graph G as a
proper q-coloring of the line graph LpGq and use the LCL problem defined in Example 1.36. The
drawback of this strategy is that LOCAL algorithms for edge-coloring typically reference both edges
and vertices of G, and the information about the vertices of G is apparently lost when working on
LpGq. However, this issue can be easily rectified by incorporating both the vertices and the edges
of G into an auxiliary structure. For example, we can use the following construction, suggested in
[Cha20, p. 5]. Let G be a graph. Define a new graph G1 with vertex set V pG1q :“ V pGq \EpGq and
edge set EpG1q :“ ttv, eu : v P V pGq, e P EpGq, v P eu. For all v P V pGq and e P EpGq, let σpvq :“ 0
and σpeq :“ 1. This defines a function σ : V pG1q Ñ 2 and yields a structured graph G111 :“ pG1, σq,
which contains information about the vertices and edges of G, distinguished from each other via the
map σ. Proper q-edge-coloring of G can be encoded as an LCL problem on G111 of radius 2, which
requires every vertex x of G111 with σpxq “ 1 to receive a label in q that is distinct from the labels of
the vertices joined to x by paths of length 2.

Fix ∆ P N and let q :“ t∆ `
?

∆ log3 ∆u. Combining a result of Chang, He, Li, Pettie, and Uitto
[Cha+19, Theorem 4] with a randomized LLL algorithm due to Fischer and Ghaffari [FG17] (or with
Theorem 3.12), we see that the proper q-edge-coloring problem can be solved on n-vertex graphs
of maximum degree ∆ by a randomized LOCAL algorithm with running time oplognq, assuming ∆
is sufficiently large. By Theorem 3.9, it follows that every Borel graph G with finite asymptotic
separation index and of maximum degree ∆ has a Borel proper q-edge-coloring, as desired.

For further discussion of the state of the art in distributed edge-coloring, see [Dav23].

4.3. Borel independent complete sections
Here we prove Theorem 1.53, restated below for ease of reference.

Theorem 1.53. Let H be a Borel graph with asipHq ă 8 and let G1, G2 be two spanning Borel
subgraphs of H. Suppose that the maximum degree of G1 is at most ∆ P N, where ∆ ě 2. If
every component of G2 contains at least 225 ∆ log ∆ vertices, then there is a Borel G1-independent
complete section for G2.

∗∗Actually, the running time of the Chung–Pettie–Su algorithm can be improved to oplog nq via generic “speed-up”
theorems in distributed computing, namely by combining a result of Chang and Pettie [CP19, Theorem 6] with an
oplog nq-time randomized LOCAL algorithm for the LLL such as Theorem 3.12. That being said, the bound (4.1)
suffices for our purposes.
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Proof of Theorem 1.53. For brevity, let V :“ V pHq. Let k :“ r225∆ log ∆s, so every component
of G2 has at least k vertices. In fact, we may assume that every component of G2 contains exactly
k vertices. Indeed, let R Ď rV să8 be the family of all finite sets R such that:

‚ |R| “ k, and
‚ the graph G2rRs is connected.

By [KM04, Lemma 7.3], there exists a Borel set R1 Ď R such that the members of R1 are pairwise
disjoint and every set in R intersects some member of R1. It follows that the vertex set of every
connected component of G2 includes at least one member of R1 as a subset. Now define U :“

Ť

R1,
H 1 :“ HrU s, G1

1 :“ G1rU s, and let G1
2 be the spanning subgraph of G2rU s obtained by only retaining

the edges of the graphs G2rRs with R P R1 (in other words, G1
2 is the graph whose connected

components are precisely the graphs G2rRs with R P R1). Then H 1, G1
1, and G1

2 are Borel graphs
satisfying the assumptions of Theorem 1.53. Furthermore, by construction, every component of G1

2
contains exactly k vertices. Suppose we can find a Borel G1

1-independent complete section S for G1
2.

Then S is G1-independent (because G1
1 is an induced subgraph of G1) and a complete section for

G2 (because every component of G2 includes a component of G1
2). Therefore, proving the theorem

under the assumption that every component of G2 contains exactly k vertices implies the theorem
in general.

Let G :“ G1 and F :“ tV pCq : C is a connected component of G2u. Then F is a Borel subset
of rV sk, and our goal is to find a Borel G-independent complete section for F. Without loss of
generality, we may assume that each set F P F is G-independent. To see this, let G1 be the spanning
subgraph of G in which two vertices are adjacent if and only if they are adjacent in G and do
not belong to the same set in F (so each set F P F is G1-independent by construction). Suppose
we can find a Borel G1-independent complete section S for F. Using the Luzin–Novikov theorem
(Theorem 2.2), we can choose, for each F P F, a single vertex vF P S X F so that the mapping
F Ñ S : F ÞÑ vF is Borel. Then S1 :“ tvF : F P Fu is a Borel subset of S that meets every set in F

in exactly one vertex. It follows that S1 is G-independent, so we have found a Borel G-independent
complete section for F.

With these preparations, we may start the main part of the proof. Given a ∆-coloring f : V Ñ ∆,
we define a set Sf Ď V by

Sf :“ tv P V : fpvq “ 0 and fpuq ‰ 0 for all uv P EpGqu.

By construction, Sf is a G-independent set, and if f is a Borel function, then Sf is Borel. Our aim
is to find a Borel function f : V Ñ ∆ such that Sf meets every set in F.

The membership of a vertex v in Sf is determined by the values of f at v and the neighbors of v.
Thus, whether Sf meets a set F P F only depends on the restriction of f to BGpF, 1q, i.e., the set of
all vertices that are in F or have a G-neighbor in F . Hence, we can define a pV,∆q-constraint BF
with domain BGpF, 1q such that f : V Ñ ∆ satisfies BF if and only if Sf meets F . Explicitly,

BF :“
␣

φ : BGpF, 1q Ñ ∆ : for all v P F , φpvq ‰ 0 or φpuq “ 0 for some uv P EpGq
(

.

Let B :“ tBF : F P Fu. This is a bounded Borel CSP such that if f : V Ñ ∆ is a solution to B,
then Sf is a Borel G-independent complete section for F. It remains to argue that B has a Borel
solution, to which end we shall employ Theorem 1.31.

To begin with, we observe that asipGBq ă 8. Indeed, if u and v are neighbors in GB, then there
is some F P F such that u, v P BGpF, 1q. Since HrF s is a connected graph with at most k vertices,
it follows that u and v are joined by a path of at most k ` 1 edges in H. Thus, GB is a subgraph of
Hk`1, and hence asipGBq ď asipHq ă 8. We will not use the graph H again, so all the references
to neighbors, adjacency, edges, etc. in the sequel are in relation to the graph G.

Next we need to bound the parameters dpBq and ppBq. We start with dpBq, which is the easier
one. Take F P F and suppose that F 1 P FztF u satisfies BGpF 1, 1q X BGpF, 1q ‰ ∅. Consider any
vertex v P BGpF, 1q X BGpF 1, 1q. Since v P BGpF, 1q, there are at most k ` ∆k choices for v. As
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v P BGpF 1, 1q, either v itself or a neighbor of v is in F 1. Since the sets in F are disjoint, it follows
that, given v, there are at most 1 ` ∆ choices for F 1. In total, for fixed F , there are at most
pk ` ∆kqp1 ` ∆q ´ 1 options for F 1 (we are subtracting 1 since F itself should not be counted), so

dpBq ď pk ` ∆kqp1 ` ∆q ´ 1 ď 4∆2k ´ 1 ď 227∆5 ´ 1.

Now we turn our attention to ppBq. Consider any set F P F. We need to bound PrBF s, i.e., the
probability that a uniformly random ∆-coloring φ : BGpF, 1q Ñ ∆ belongs to the set BF . Let N be
the set of all neighbors of the vertices in F , and let ψ : N Ñ ∆ and ξ : F Ñ ∆ be the restrictions of
φ to N and F respectively. By our assumption, the set F is G-independent, so, BGpF, 1q “ F \N ,
which means that ψ and ξ are chosen independently and uniformly at random from the sets of all
∆-colorings of N and F respectively. Let

F ˚ :“ tv P F : ψpuq ‰ 0 for all neighbors u of vu. (4.2)

Note that φ P BF if and only if ξpvq ‰ 0 for all v P F ˚. Therefore,

PrBF s “ Prξpvq ‰ 0 for all v P F ˚s. (4.3)

The key observation is that |F ˚| is unlikely to be too small:

Claim 4.1. Pr|F ˚| ă k{8s ď 4∆´500.

Proof. Observe that, since p1 ´ 1{xqx ě p1 ´ 1{2q2 “ 1{4 for all x ě 2, we have

Er|F ˚|s ě |F |

ˆ

1 ´
1
∆

˙∆
ě

k

4 .

Therefore, we need to find an upper bound on the probability that |F ˚| ă Er|F ˚|s ´k{8. To this end,
we shall apply a concentration of measure result that is often used in probabilistic combinatorics
and is a consequence of Talagrand’s isoperimetric inequality [Tal95]. There are several variants of
this inequality in the literature [MR14; BJ18; KP20], and designing new and improved versions of
it is an active area of research. We shall use a (simplified form of) the recent formulation due to
Delcourt and Postle [DP22]. Given two finite strings x “ px1, . . . , xnq and y “ py1, . . . , ynq, and a
vector c “ pc1, . . . , cnq P Rn, we let

distcpx, yq :“
ÿ

i :xi‰yi

|ci|.

Theorem 4.2 (Talagrand’s inequality; Delcourt–Postle [DP22, Theorem 4.4]). Let pΩ1, µ1q, . . . ,
pΩn, µnq be discrete probability spaces and let pΩ, µq :“

śn
i“1pΩi, µiq be their product space. Suppose

that X : Ω Ñ R is a non-negative random variable satisfying the following for some r, d ą 0:
(T) For all s ą 0 and ω P Ω with Xpωq ě s, there exists a vector c P Rn such that }c}1 ď rs,

}c}8 ď d, and for all ω1 P Ω, we have Xpω1q ě s´ distcpω1, ωq.
Then for any t ą 96

a

rdErXs ` 128rd,

P r|X ´ ErXs| ą ts ď 4 exp
ˆ

´
t2

8rdp4ErXs ` tq

˙

.

To apply this in our setting, we view ψ : N Ñ ∆ as a point in the product of |N | copies of the
space p∆, νq, where ν is the uniform probability measure on the set ∆ “ t0, 1, . . . ,∆ ´ 1u. Let

X :“ |F | ´ |F ˚|.

We claim that condition (T) of Theorem 4.2 holds for this random variable X with r “ 1 and d “ ∆.
Indeed, suppose that s ą 0 and ψ : N Ñ ∆ are such that Xpψq ě s. For clarity, we write F ˚pψq to
denote the set F ˚ Ď F constructed according to (4.2) using this function ψ. Let T be an arbitrary
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subset of F zF ˚pψq of size exactly s. For each vertex v P T , we arbitrarily pick a neighbor uv P N
such that ψpuvq “ 0 and define a function c : N Ñ N by

cpuq :“ |tv P T : u “ uvu|.

We have }c}1 “
ř

uPN cpuq “ |T | “ s and }c}8 ď ∆, since u must be adjacent to every vertex v
such that u “ uv. Now take any ψ1 : N Ñ ∆ and note that if v P T X F ˚pψ1q, then ψ1puvq ‰ 0, so

Xpψ1q ě s´ |T X F ˚pψ1q| ě s´
ÿ

u :ψ1puq‰0
cpuq “ s´ distcpψ,ψ1q,

as desired. Since ErXs ď k and k{8 ą 96
?

∆k ` 128∆, we may now apply Theorem 4.2 with r “ 1,
d “ ∆, and t “ k{8 to conclude that

P
“

|F ˚| ă Er|F ˚|s ´ k{8
‰

“ PrX ´ ErXs ą k{8s

ď 4 exp
ˆ

´
k2{64

8∆p4k ` k{8q

˙

“ 4 exp
ˆ

´
k

2112∆

˙

ď 4∆´500,

where the last inequality uses the bound k ě 225 ∆ log ∆. b

Note that the definition of the set F ˚ depends on ψ but not on ξ. Since the functions ψ : N Ñ ∆
and ξ : F Ñ ∆ are chosen independently, conditioned on the choice of ψ, we can write

Prξpvq ‰ 0 for all v P F ˚ |ψs “

ˆ

1 ´
1
∆

˙|F˚|

.

Therefore, thanks to Claim 4.1, we have

Prξpvq ‰ 0 for all v P F ˚s ď 4∆´500 `

ˆ

1 ´
1
∆

˙k{8

`

since 1 ´ x ď e´x for all x P R
˘

ď 4∆´500 ` exp
ˆ

´
k

8∆

˙

ď 5∆´500,

where the last inequality uses the bound k ě 225∆ log ∆. Remembering (4.3), we conclude that

PrBF s ď 5∆´500.

Since this bound holds for all F P F, it follows that ppBq ď 5∆´500.
Putting everything together, we see that

ppBq pdpBq ` 1q8 ď 5∆´500 ¨ 2216∆40 “ 5 ¨ 2216 ¨ ∆´460 ď 5 ¨ 2´244 ă 2´15,

and thus B has a Borel solution by Theorem 1.31, as desired. ■

4.4. Edge-colorings of Schreier graphs
In this subsection, we derive Theorem 1.51 from Theorem 1.53. The main idea of the proof of
Theorem 1.51 is to decompose the line graph LpGq of G into certain induced subgraphs with a
simple structure and then combine colorings of those subgraphs into a coloring of LpGq. We begin
with a couple lemmas that facilitate this approach. The following observation is almost trivial:

Lemma 4.3. Let G be a Borel graph and let V pGq “ U1 \ . . .\ Un be a partition of the vertex set
of G into Borel subsets such that χBpGrUisq ă 8 for all 1 ď i ď n. Then

χBpGq ď

n
ÿ

i“1
χBpGrUisq.
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Proof. Let qi :“ χBpGrUisq and let fi : Ui Ñ qi be a Borel proper qi-coloring of GrUis. Define

f 1
ipvq :“ fipvq `

i´1
ÿ

j“1
qj for all v P Ui.

Then f :“ f 1
1 \ . . .\ f 1

n is a Borel proper p
řn
i“1 qiq-coloring of G. ■

For a graph G, let ∆pGq denote the maximum degree of G. If in the setting of Lemma 4.3 each
graph GrUis has finite maximum degree, then we can use Theorem 1.5 to write

χBpGq ď

n
ÿ

i“1
χBpGrUisq ď

n
ÿ

i“1
p∆pGrUisq ` 1q “ n`

n
ÿ

i“1
∆pGrUisq.

The next lemma, which we deduce from Theorem 1.53, allows us to improve this bound when G has
finite asymptotic separation index and the graphs GrUis do not have small components:

Lemma 4.4. Let G be a Borel graph of maximum degree at most ∆ P N, where ∆ ě 2, and let
V pGq “ U1 \ . . .\ Un be a partition of the vertex set of G into Borel subsets. Suppose that for all
1 ď i ď n, every component of GrUis contains at least 225 ∆ log ∆ vertices. If asipGq ă 8, then

χBpGq ď 1 `

n
ÿ

i“1
∆pGrUisq.

Proof. Let G1 be the spanning subgraph of G with EpG1q :“ EpGrU1sq\. . .\EpGrUnsq. Applying
Theorem 1.53 with H “ G1 “ G and G2 “ G1 yields a Borel G-independent complete section S for
G1. For each 1 ď i ď n, let U 1

i :“ UizS. Clearly, ∆pGrU 1
isq ď ∆pGrUisq. Moreover, since S meets

every connected component of GrUis, every component of GrU 1
is includes a vertex that is adjacent

to S in GrUis and hence has degree at most ∆pGrUisq ´ 1 in GrU 1
is. Therefore, by a result of Conley,

Marks, and Tucker-Drob [CMT16, p. 16, proof of Theorem 1.2], χBpGrU 1
isq ď ∆pGrUisq.

To finish the argument, we apply Lemma 4.3 to the partition V pGq “ S \ U 1
1 \ . . .\ U 1

n to get

χBpGq ď χBpGrSsq `

n
ÿ

i“1
χBpGrU 1

isq ď 1 `

n
ÿ

i“1
∆pGrUisq. ■

For the remainder of §4.4, we fix a group Γ generated by a finite symmetric set F Ď Γzt1Γu. For
ease of reference, let us restate Theorem 1.51 here:

Theorem 1.51. Suppose that |F | ě 2 and for each σ P F , the order of σ is either even or at least
230 |F | log |F |. Let a : Γ ýX be a free Borel action of Γ on a standard Borel space X and let
G :“ Schpa, F q be the corresponding Schreier graph. If asipGq ă 8, then χ1

BpGq ď |F | ` 1.

Proof. Recall that the line graph of G is the graph LpGq with vertex set EpGq and edge set
tte, e1u P rEpGqs2 : |eX e1| “ 1u. Note that we have χ1

BpGq “ χBpLpGqq. To bound χBpLpGqq, we
shall apply Lemmas 4.3 and 4.4 to certain partitions of EpGq.

To begin with, we show that asipLpGqq ď asipGq ă 8. Set s :“ asipGq ă 8. By the Luzin–Novikov
theorem (Theorem 2.2), there is a Borel function c : EpGq Ñ X such that cpeq P e for all e P EpGq.
Take any R P N and let X “ U0 \ . . . \ Us be a partition witnessing that sipGR`1q ď s. Define a
partition EpGq “ E0 \ . . .\ Es by Ei :“ c´1pUiq. If e, e1 P EpGq are joined by a path of length at
most R in LpGq, then cpeq and cpe1q are joined by a path of length at most R ` 1 in G. It follows
that the graphs LpGqRrEis are component-finite, and hence sipLpGqRq ď s, as desired.

Let F2 be the set of all generators σ P F of order 2 and let Fą2 Ď F zF2 be a subset formed by
picking one member from each pair tσ, σ´1u Ď F zF2. Then we have

|F | “ |F2| ` 2|Fą2|.
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We split the set Fą2 as Fą2 “ Feven \ Fodd \ F8, where Feven, Fodd, and F8 comprise the elements
σ P Fą2 whose order is even, odd, or infinite respectively. For σ P F2 Y Fą2, define

Eσ :“ ttx, σ ¨a xu : x P Xu.

Note that the sets pEσ : σ P F2 Y Fą2q form a partition of EpGq.
Let Lσ :“ LpGqrEσs. If σ P F2, then Eσ is an LpGq-independent set. For σ P Feven Y Fodd, every

component of Lσ is a cycle of length ordpσq, and for σ P F8, every component of Lσ is an infinite
path. If σ R F8, then Lσ is component-finite and hence, by Corollary 2.3, χBpLσq “ χpLσq.

Let L0 and L1 be the subgraphs of LpGq induced by
Ť

σPF2YFeven
Eσ and

Ť

σPFoddYF8
Eσ respectively.

By Lemma 4.3,
χBpL0q ď

ÿ

σPF2YFeven

χBpLσq “ |F2| ` 2|Feven|.

Note that ∆pLpGqq ă 2|F |. Since every component of Lσ for σ P Fodd Y F8 contains at least
230 |F | log |F | ě 225 ¨ 2|F | logp2|F |q

vertices, we may apply Lemma 4.4 to conclude that
χBpL1q ď 1 `

ÿ

σPFoddYF8

∆pLσq “ 1 ` 2|Fodd| ` 2|F8|.

By Lemma 4.3 again,
χBpLpGqq ď χBpL0q ` χBpL1q ď |F2| ` 2|Feven| ` 1 ` 2|Fodd| ` 2|F8| “ |F | ` 1,

and the proof is complete. ■
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