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Abstract—Heterogeneity of wireless networks has become an
increasing problem in the wireless spectrum that breaks down
spectrum sharing and exacerbates interference. Many coexistence
techniques have been proposed to alleviate this interference,
however, they are difficult to deploy due to changes needed in
the protocols, overhead, and rapid changes in technology.

In this paper, we focus on the potential of spectrum man-
agement to provide a long-term solution. We introduce novel
components to a spectrum management system that overcomes
limitations of current models that have remained relatively
focused on homogeneous environments. Our approach is a
centralized one, where we analyze information collected from
heterogeneous monitors available today, structure the information
in a hypergraph, and perform an analysis to detect heterogeneous
conflicts. Introducing a mixed integer program (in addition to
other novel components), we reconfigure devices in the spectrum
to avoid conflicts and improve performance.

I. INTRODUCTION

As spectrum use becomes increasingly heterogeneous, wire-
less network performance can suffer greatly due to interference
driven by diversity between the many protocols and standards
in the spectrum [9], [16], [26], [27]. Given the fundamental
inability for a single protocol or radio to meet the specific
needs and constraints of all applications for wireless technol-
ogy, diversity and increased interference are trends that are
likely to continue over time.

In an attempt to address diversity and interference, sig-
nificant effort has been focused on developing coexistence
techniques between technologies (e.g., [1], [9], [14], [16],
[21], [32]). These techniques introduce modifications to the
radios and protocols that reduces interference between two
specific technologies when operating in the same band. While
coexistence techniques can alleviate interference, this general
approach requires N2 solutions between all technology pairs
(where N is growing). Additionally, they are difficult to deploy.
They incur overhead, changes are often needed at lower layers
(e.g., PHY & MAC), and rapid changes to technologies and
standards can make such solutions short-lived.

To the contrary, spectrum management has the ability to
provide a long-term and “single” solution through a system that
frequency-isolates incompatible technologies when possible,
and otherwise intelligently places them together where they
will receive and generate the least interference. Unfortunately,
current approaches in spectrum management have remained
fairly homogeneous. For example, many works assume all
networks within range will coordinate and that all networks
have the same potential sets of center frequencies and band-
widths (i.e., channels) [2], [22], [23], [28]. More recent work
that considers heterogeneity between networks unfortunately
remains Wi-Fi centric [26], i.e., it only looks to optimize a
Wi-Fi network to avoid heterogeneous interference.

In this paper, we focus on overcoming such limitations
of prior work in spectrum management systems, and explore
spectrum management’s potential at reducing interference be-
tween heterogeneous networks without the need for N2 coex-
istence protocols. In particular, we focus on small to moderate
size environments where centralized and measurement-based
management is possible, and on limitations across 3 common
components of spectrum management systems: 1) The RF
environmental model that represent the networks, devices, and
their signal characteristics in an environment, 2) The spectrum
assignment algorithm that determines the frequencies for each
network using the RF environmental model (or, a conflict graph
derived from it), and 3) Predictive channel quality metrics that
estimate the performance of a network on a specific channel
to predict the performance of various configurations.

We present novel contributions in all 3 of these key areas,
leading to effective and efficient spectrum management for
heterogeneous networks. Our system design is not Wi-Fi
centric, and it follows design principles that we introduce,
meant to keep the system as general and generic as possible
to support various technologies and their evolution over time.

Our contributions are as follows. First, we introduce a
novel hypergraph-based RF environmental model that is able
to represent rich information about the environment and dif-
ferences between the heterogeneous networks and technologies
in it. A major benefit of our graph-based model is the ability
to flexibly search it for various (but specific) relationships
between its components (i.e., networks and radios). Leveraging
this flexibility, we introduce subgraph templates that represent
various types of conflicts and apply subgraph isomorphism (or,
subgraph matching) to detect each conflict in the environment.

Second, we present a new predictive channel quality metric
that considers heterogeneity between networks and devices.
The metric estimates the expected airtime of a radio on a
particular channel by: 1) Accounting for its fair share of
airtime from networks it coordinates with, and 2) Degrading
this expected airtime due to interference from heterogeneous
networks. The degradation is calculated using fundamental
properties of the radios such as their airtimes, and whether both
radios are unable to coordinate with each other, or whether at
least one is able to coordinate (i.e., an asymmetric scenario).

Finally, we provide the hypergraph-based model of the envi-
ronment to a mixed-integer program (MIP) based optimization.
The algorithm uses the constraints given in the model (e.g., the
possible frequencies of each radio), decomposes the hyper-
graph in to a series of conflicts (similar to a conflict graph),
and uses our predictive metric to find efficient organizations
that reduce interference from heterogeneous networks.

Through a real world evaluation with heterogeneous net-
works, we show that our spectrum management system (i.e., a
“single” solution) can detect and avoid various types of con-



flicts between heterogeneous networks reported in prior works.
Additionally, we compare our assignments to the current state
of the art in today’s environments: first-come, first-served.
Even with heavily constrained spectrum (e.g., where it is not
possible to completely frequency isolate heterogeneous net-
works), our system can reduce loss and improve performance.

The remainder of this paper is organized as follows. We
present the appropriate background with limitations of cur-
rent systems in Section II. The principles of our design in
Section III, followed by our system and its components in
Section IV. We present our evaluation in Section V, and
conclude with discussion in Section VI.

II. BACKGROUND AND CURRENT PRACTICE

A. Spectrum Management and its Key Components
The goal of spectrum management is to (re)organizing

networks in the frequency domain to achieve some objective
function. For example, to minimize the overlap of networks
in the spatial and frequency domains [11], or to prioritize
frequency assignments based on the traffic loads of networks
in the spectrum [22], [23], [28]. The goal of our work is to
organize the spectrum in a way that improves performance by
minimizing interference between heterogeneous networks.

From studying prior work (e.g., [7], [18], [25], [28]), we
have found that many spectrum management systems have a
similar structure with 3 main components, shown in Figure 1.
Above the underlying monitoring infrastructure:

1) An RF environmental model that takes the raw infor-
mation from the monitor, and provides structure to it. This
model typically provides constraints in the system, as well as
meaningful information about the interactions of the devices
through analysis. Examples include a conflict graph that rep-
resents radios that may interfere [13], [17], [31], a weighted
graph to convey traffic load and spatial overlap [18], [20],
network topologies using cliques, and graph-based topology
including interference and coverage ranges [5], [30].

2) An assignment algorithm evaluates different frequency-
domain configurations of the networks and devices, given the
constraints and information provided by the environmental
model. The goal of the algorithm is to find potential configura-
tions that reduce conflicts, contention, and interference. To do
so, many approaches have used graph coloring algorithms [11],
[25], weighted graph coloring (e.g., to consider traffic load or
loss rates) [18], [20], simulated annealing [6], [28], integer
programs [4], [12], and even genetic algorithms [7].

3) To evaluate each of the potential configurations without
actually reconfiguring all of the networks (impractical), a
predictive quality metric is typically used. This metric provides
the algorithm with a predicted outcome of when assigning the
networks a particular set of frequencies. Examples of such met-
rics include estimating airtime for each network given fairshare
and the residual [3], predicting sustained interference [18]–
[20], and resulting throughput given the traffic loads [28].

B. Current Practice and Limitations
As we briefly discussed in the introduction, many environ-

mental models, spectrum assignment algorithms, and predic-
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Figure 14: Overview of SEISMIC adaptation protocol.

ing the power directly outside of the band. Since the oper-
ational band is small (⇠200KHz), estimation directly out-
side the band in our system is expected to be accurate: prior
work [15] has shown frequency selective fading can be se-
vere (30dB) across 20MHz frequency ranges but remains
modest (<1dB) for the smaller 200KHz frequency range.

To perform this measurement, we introduce control bands
at the MicProtector which are 25KHz bands on both sides
of the mic’s operational band (see Fig. 13). Using these
bands, the MicProtector can accurately measure the inter-
ference power generated from WSDs in range. Given that
noise is additive, measuring the interference power of multi-
ple WSDs is handled through the measurement in the control
bands. Noise will be cumulative in the SINR measurement.

The MicProtector must monitor the squelch tone power,
as shown in §4.2, audible disruption is caused when the in-
terference level reaches the squelch tones. To do so, it mea-
sures the power in the frequency area of the squelch tones,
which are approximately at a ±32KHz offset from the center
of the mic’s band and subtracts the interference power.

Finally, the MicProtector must be able to warn a WSD of
impending interference, i.e., there is a Protection Threshold
below the squelch tones upon which the MicProtector starts
signaling to the WSD. Ideally, if the mic signal were stable
and there was no delay in WSD adaptation, this threshold
could be placed exactly 1dB below the squelch tones. How-
ever, this is not the case. In the time it takes a WSD to adapt,
the mic signal could drop due to changes in the environment
or mobility; or the WSD’s signal may increase. Therefore,
the protection threshold needs to be more conservative to
protect against fluctuation. In Section 6, we show that using
a conservative threshold of 10dB below the squelch tones
achieves all these goals. However, we also show in our eval-
uation (§7.1) that even if we wanted to select an even more
conservative threshold (e.g., 20dB below the squelch tones),
the loss of white space reuse would not be huge, and signifi-
cant spectrum gains can still be achieved.

5.3 Adaptation Protocol
The goal and challenge of the adaptation protocol is to

reuse the surrounding frequency around a mic’s transmission
without ever creating an audible disruption. Such a task is
non-trivial. When first entering a channel, if a WSD were
to transmit at full power without knowing mic placement or
what SINR values it could create, it could easily exceed a
mic’s protection threshold and create an audible disruption.

Algorithm 1 Adaptation Algorithm at WSD:
S: Spectrum used by WSD, initially the entire desired spectrum.
P: Transmit power used by WSD, initially at minimum level.
DT : Ramp up time interval .
DS: Amount of additional spectrum suppressed in each iteration.
DP: Power increment in each iteration.
Ramp-up:
1: while P below desired power level and S 6= {} do
2: wait for time DT
3: transmit underlay signal on spectrum S using power P.
4: if strobe M(FMic) received then
5: Suppress an additional DS of spectrum around FMic.
6: else
7: Increase P by DP;
8: end if
9: end while

To overcome this, SEISMIC exploits the FM capture ef-
fect in mic systems where RF interference below the squelch
tones is disruption-free. From this, we design underlay probe
packets to the mic system, which reside under the mic sig-
nal. Such packets implicitly ask the mic system: “is this
frequency usage at this power level acceptable?”

To converge without causing a disruption when first en-
tering a channel, the WSD begins at minimal power (P) and
transmits a probe packet.3 After a probe transmission, the
WSD waits DT for an impending interference notification.
Without notification, the WSD increases its transmission power
by DP and transmits another probe packet. The DT time be-
tween each step is dependent on the time it takes to reliably
detect impending interference notifications. In our SDR-
based implementation (§6), we require DT to be 320µs. How-
ever, this time could be significantly reduced in a hardware
implementation (10s of µs). For DP, we find 2dB to be a rea-
sonable increment, ensuring interference is increased slowly
without significantly increasing convergence time. Through
evaluation, DP=2dB achieves 16ms average convergence time.

If a notification of impending interference is received (i.e.,
interference power reached protection threshold), the WSD
must suppress DS frequency, or back down its power. Ulti-
mately, DS will be dependent on the parameters of the WSD.
Using subcarrier suppression for a discontiguous waveform,
DS can be no smaller than the width of a subcarrier (i.e.,
suppressing in smaller steps is not possible). We use a DS
of 25KHz in our USRP2 WSD implementation (§6), which
also matches our Adaptrum industry WSD subcarrier size.
Note that the larger DS is, the more likely the WSD will
suppress un-needed frequency. The smaller DS is, the WSD
will achieve a closer-to-optimal amount of suppression. This
process continues until convergence, illustrated in Figure 14.

Several comments are in order:
• By design, if the initial minimal power level does not

cause disruption at the mic, the protocol is guaranteed
to ensure no mic disruptions. We discuss in Section 5.5

3If the signal strength at the mic receiver is very weak, the initial
lowest power level could create audible disruption at the mic re-
ceiver. We address this scenario in Section 5.5.
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Fig. 1. Common structure of spectrum management systems.

tive metrics fail to meet the heterogeneous requirements of the
spectrum today. We highlight three key shortcomings.

First, a significant amount of prior work in spectrum as-
signment is homogeneous and predominantly 802.11-based.
For example, work by Rozner et al. [28], Akl et al. [2], and
Murty et al. [22], [23] all assume homogeneous properties
while assigning spectrum. That is, they assume overlapping
networks will at least coordinate, and that they can all be
assigned in the same manner (i.e., they have the same possible
set of channels). Even the recent channel changes in 802.11n
and 802.11ac would likely require significant changes to these
solutions to support the newer standards. However, some of
this work does consider different traffic loads (i.e., application-
layer requirements) [22], [23], [28].

Second, more recent work that considers heterogeneous
technologies is Wi-Fi centric, i.e., the goal is reconfiguring
and optimizing a Wi-Fi network to avoid interference from
networks using other technologies (e.g., [26]). It does not
comprehensively consider or predict interference between all
possible heterogeneous radios in the environment. Addition-
ally, their work also does not provide a concrete algorithm on
how to reorganize the spectrum (even the 802.11 network) to
avoid the heterogeneous interference estimated.

Third, work that comprehensively considers heterogeneous
networks (i.e., not Wi-Fi centric) continues to make overly sim-
plified assumptions about networks and the RF environment.
For example, Peng et al. [25] and Sooyeul et al. [12] make
similar critical assumptions untrue of environments with het-
erogeneous technologies. Both assume that conflicts all have
the same weight, i.e., interference from one device is just as
severe as from another device (i.e., it is a binary conflict graph).
Clearly, this is not true in practice. For example, cordless
phones have been shown to reduce 802.11’s throughput to near
zero [9], whereas ZigBee networks have a lesser impact (e.g.,
around 60-70% [16]). Given the density of the spectrum, binary
conflicts will likely not lend well to efficient configurations.

Additionally, this mentioned work and others (e.g., [7],
[11]) incorrectly assume that all radios use the same channels,
i.e., center frequencies and bandwidths. This is a critical
assumption that is not true in heterogeneous environments:
they have different center frequencies, different bandwidths,
and even different spectrum band capabilities (e.g., 2.4GHz
vs. 5GHz). We believe that this assumption is made to allow
the problem to more easily be reduced to a variant of graph
coloring (one of the most popular assignment algorithms).
We find that without these simplifying assumptions (e.g., of
unified channels), heterogeneous environments will likely be
more difficult to reduce to basic variants of graph coloring.



More importantly, we found graph coloring to be overly
restrictive when trying to formulate and model an environment
and spectrum with heterogeneous networks. The most basic
form of graph coloring considers conflicts to be binary in
weight. Weighted graph coloring has been used to reflect
different amounts of interference from partially overlapping
channels (e.g., [18]), but we found it difficult to try and capture
various degrees of back-off, interference, and asymmetry in a
single metric. There are various estimates of coordination and
interference needed to properly reconfiguring the spectrum.

III. REQUIREMENTS AND PRINCIPLES OF DESIGN

With a better understanding of spectrum assignment and the
limitations in current practice, we present the design require-
ments needed to support general heterogeneity and the trends
of diversity in today’s spectrum, followed by our principles of
design to satisfy these requirements.

A. Design Requirements To Support Spectrum Trends
To support current trends in the spectrum, the spectrum man-

agement system must support general heterogeneity between
networks and devices, and it must accommodate evolution of
the protocols and bands over time. The design should not be
Wi-Fi centric, or make overly simplifying assumptions about
the bands, protocols, or channels.

Supporting general heterogeneity between networks and
devices is the key to properly organizing the spectrum today.
This means that the components in the spectrum management
system must represent and account for aspects of diversity
across the PHY, MAC, and application-layer:
• PHY Layer: Diversity in terms of the potential bands

supported by each radio’s physical layer, their center
frequencies and bandwidths, and the propagation charac-
teristics based on different transmission powers (i.e., the
components must support asymmetric spatial properties).

• MAC Layer: Different access schemes used to coordinate
the spectrum must be supported, and importantly: it must
be possible to represent each pair of radios in the envi-
ronment and whether they coordinate based on their MAC
properties. Asmmetry is also important, as different MAC
layers and/or settings can lead to one radio coordinating
with another, but not visa-versa.

• Application Layer: Like prior (albeit homogeneous) work
has shown, it is important to consider application layer
properties when organizing the spectrum, e.g., traffic load
and desired throughput or airtime [22], [23].

Accommodating evolution ensures that, as the protocols,
standards, and spectrum bands change over time, the spectrum
management system does not require significant changes. The
system should be able to support new protocols and bands
without major changes to the model, algorithm, or metric.

B. Our Principle of Design and Approach
These requirements highlight the many diverse properties

our components must support to accommodate heterogeneity
and evolution. Our basic principle of design to meet these
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Linear Modeling: To express in Equation 3.10 linearly, we replace x
1

^ x
2

^ x
3

with a
corresponding binary variable y and introduce the following 5 constraints: (1) y  x

1

, (2)
y  x

2

, (3) y  x
3

, (4) y � x
1

+ x
2

+ x
3

� 2, and (5) y 2 {0, 1}. To model a min function
(e.g., Equation 3.6), we replace min(x, y) with z and introduce the following 2 constraints:
(1) z  x and (2) z  y. Modeling the cross product found in LinkLossRate (Equation 3.4)
in a linear way is done using a technique by Peterson [108]. The technique breaks down
the computation of the cross product in to a series of products in which the result of a
given product is replaced with a new variable, and this variable is used in the subsequent
product. Lastly, in our objective function, we model max( min(Airtime

i

D

i

) ) as max ⌘, where:

8i, ⌘  Airtime

i

D

i

.

The program and its constraints: Above, we define a non-linear mixed integer program
(MIP) formulation that takes as a parameter g, the hypergraph representation of the envi-
ronment. Given the environment g, the MIP maximizes the minimum fraction of airtime
received (airtime

i

) to the desired airtime A
i

of each radio R
i

in the environment.
We briefly explain each of the constraints and relaxations within. (3.6) is the constraint

on each radio R
i

’s estimated airtime. Note that we take the maximum of the residual and
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Fig. 2. An overview of our spectrum management system design.

requirements is to describe, represent, and organize the envi-
ronment using fundamental properties of the spectrum and
protocols, remaining protocol independent where possible.

Using fundamental properties: To accommodate hetero-
geneity and evolution, we design each component of the
spectrum management system based on fundamental properties
of the spectrum and its protocols, not specifics of protocols,
standards, or spectrum bands. This ensures that many different
protocols and bands can be described using the design, and that
new protocols can be supported. For example, our components
make no assumptions about “channels” which are specific
to standards and technologies. Simplifying assumptions about
channels lead to some of the problems in prior work. Instead,
our work breaks this PHY-layer property (i.e., channels) in
to two fundamentals: 1) A set of center frequencies each
radio supports, and 2) An associated bandwidth with these
frequencies. This removes specifics of protocols and spectrum
bands, while maintaing the system’s support of heterogeneity
and evolution. If two radios support different spectrum bands,
this is represented by their possible set of center frequencies.

Likewise, our system does not describe the many specific
details of the PHY and MACs. For example, the details
of modulations or whether an 802.11n network is operating
in greenfield mode or not (i.e., a specific to a standard).
Instead, as another example of a fundamental property, it
breaks these properties down in to the fundamentals that matter
towards spectrum management: does network X coordinate
with network Y given its properties at the PHY and MAC?

Remaining protocol independent where possible: While
we design the majority of our components to only use fun-
damental properties in support of heterogeneity and evolution,
we believe that there are some particular areas of components
where being overly generic sacrifices accuracy or efficiency in
assignment. In these areas, we believe that specifics should be
used to improve accuracy. If the specifics are not available: the
system should provide a generic and reasonable estimate.

IV. HETEROGENEOUS SPECTRUM MANAGEMENT DESIGN

In this section, we present our novel design to accommodate
heterogeneity and evolution in the spectrum, meeting the
requirements we have discussed in Section III-A, and follows
our principles given in Section III-B. This design is illustrated
in Figure 2. First, the system takes the information provided by
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the underlying monitoring system and constructs a hypergraph-
based environmental model. This model unifies information
from the underlying monitor, represents diverse properties of
networks, and provides a structure that is easily searchable for
conflicts. We introduce subgraph analysis on the hypergraph
to detect heterogeneous conflicts, and a novel optimization to
mitigate conflicts and interference.

A. Heterogeneous RF Environmental Model
Here, we present a highly descriptive hypergraph-based

model that represent the key fundamentals in heterogeneous
environments. Hypergraphs are a generalization of a graph in
which a hyperedge (which we abbreviate HE) can connect any
number of vertices. The purpose and benefit of the hypergraph-
based RF environmental model is three fold: 1) To have a struc-
tured representation of the RF environment that unifies the in-
formation from diverse underlying monitoring infrastructures,
guiding them to collect and structure the necessary information
such that our system can organize their environment, 2) To
have a rich structure that supports various types of constraints
in the RF environment occupied by heterogeneous networks,
and 3) To structure the RF environment and the behavior
within it in a way that is easily searchable for behavior
between heterogeneous networks that match conflict types (to
optimize based on). We briefly describe the components in our
hypergraph, referring to Figure 3 for discussion.

Hypergraph Components & Representation
Vertices: At the base of our hypergraph-model is a set of

vertices that represent a wireless radio. In todays environ-
ments, we believe that it is important to make the “base unit” a
radio rather than network (or device) for several reasons. First,
networks can span larger areas in which different radios receive
different levels of interference. A level lower, devices can have
multiple heterogeneous radios (e.g., a laptop with a Bluetooth
and Wifi radio). This makes devices too coarse-grained.

Edges: Our model has 3 edge types: hyperedges, link edges,
and spatial edges. A hyperedge represents a network depen-
dency between radios. For example, the network dependency
between W5 and W6, represented by hyperedge HE4. This
provides constraints to the algorithm, ensuring that radios

within the same network have uniformly chosen frequencies.
A link edge represents one-way communication between two
radios in our model, denoted LE{X ,Y} from radio X to radio
Y . These edges imply spatial overlap, and link edges can only
exist between radios that are connected by a hyperedge (i.e.,
communication happens within a network only). A spatial edge
explicitly models a radio Y being within range of a radio
X , denoted SE{X ,Y}. This edge is also uni-directional, an
important characteristic as we discussed in our requirements
to not assume symmetry. Spatial edges also have a binary
indicator that indicate whether the radio Y being within range
of radio X causes it to back off from X’s transmissions, meta-
data also states whether this back-off is digital or power sensed.

Meta-data: Finally, radios, links edges, and spatial edges
all carry forms of meta-data. Radios carry meta-data that
provides additional constraints in assignment. For example,
its possible frequencies, bandwidth, and whether the radio is
configurable. Not all radios within range will be configurable,
like a neighbor’s radios that are within range of a user’s home.
Links carry meta-data that is used by the assignment algorithm
and predictive channel metric. This metadata helps estimate
fairshare of airtimes between links that coordinate, and predict
heterogeneous interference between links that do not. Spatial
edges that denote radio Y is within range of radio X carry
meta-data that includes the signal strength of X received at Y .

The hypergraph and its associated meta-data can represent
many different types of conflicts in the environment, and
asymmetry. We will talk about many of these in the next
subsection when we discuss how to derive a conflict graph
of heterogeneous conflicts from the hypergraph.

B. Deriving a Heterogeneous Conflict Graph

The benefit of having a graph-based model to represent the
environment and the interactions within it, is the ability to flex-
ibly search the graph for various specific relationships between
components. In our case, to search for various relationships
between radios and links indicative of conflicts. This allows us
to derive a traditional conflict graph of heterogeneous conflicts
from the hypergraph, used as a basis for spectrum assignment.

Building a conflict graph using subgraph isomorphism
To flexibly derive a more traditional conflict graph from

the environment of heterogeneous networks represented by our
hypergraph, we leverage subgraph isomorphism (also known
as subgraph matching), used in many other fields such as
social networking, data mining, and anomaly detection to
search for specific relationships between entities [8], [15],
[24]. We search our larger hypergraph G for subsets of nodes
(communication links) with specific attributes and relationships
that match a (conflict) subgraph template H.

In Figure 4, we highlight several conflict subgraphs that
belong to the set H. Each represents a type of conflict between
pairs of communication links (e.g., LE1 and LE2). Note that for
link LE2 to conflict with link LE1, the spatial edge labeled SE1
must exist. Otherwise, the receiver is not impacted. Note that
conflicts due to continuous back-off from analog receivers will
manifest in our estimation of airtime due to other transmitters.
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Each templates varies in the exact properties between the
two links that represent conflicts. For example, both trans-
mitters being within range but not coordinating (subgraph
#1), both transmitters hidden (subgraph #4), and templates
for various asymmetric situations (subgraphs #2, #3, #5). Al-
though there are many possible templates needed to match all
potential conflicts using subgraph isomorphism, the resulting
behavior can be the same. For example, subgraphs #1 and #4
result in the same outcome: both transmitters being unable to
coordinate. Subgraphs #3 and #5 both result in the base link
coordinating with the opposing link, but not visa-versa.

Knowing the conflict behavior is important in estimating
interference, which can be classified in to 3 categories: 1) Dual
uncoordinated links where both links do not coordinate with
each’s transmissions, leading to the highest potential number
of conflicting transmissions, 2) Opposing asymmetric coordi-
nation where the interfering link coordinates with the base
link, but not visa-versa, 3) Baseline asymmetric coordination
where the base link coordinates with the opposing link, but
not visa-versa.

Using subgraph isomorphism, our subgraph templates, and
our categories for annotations, we derive the more traditional
conflict graph used as a basis for optimization from our larger
hypergraph-based RF environmental model. In Figure 5, we
show the resulting conflict graph for our hypergraph example
(Figure 3). As expected, vertexes are links, and the edges
denote a conflict from an opposing (interfering link) to a
base link (with an appropriate annotation). For example, link
edge LE{W5,W6} conflicts with link edge LE{Z2,Z1}, and this
conflict results in both transmitters being uncoordinated. We
encourage the reader to go through each conflict to gain a better
understanding of our templates and the matching process. This
graph provides meaningful information about the conflicts in
the environment, including their particular scenario to allow us
to weight them as a basis for our optimization. Additionally, it
is flexible to support other types of conflicts, and it is generic.

C. A Heterogeneous Predictive Channel Quality Metric
The last critical component needed by the assignment algo-

rithm is the predictive channel quality metric. Given a radio
and its set of links in a heterogeneous environment, this metric
should consider: 1) Contention from coordinating networks
and links, and 2) Interference from heterogeneous radios.
Consider the performance of a radio Ri and its links on an
active frequency f as follows. First, assume that Ri has an
average airtime of Ai based on the demand of its links (i.e.,
those where it is a transmitter), and consider Ci( f ) to be the
set of radios on frequency f that Ri coordinates with. Given
consideration 1, radio Ri will receive an airtime that is at most
the maximum of: a) the residual airtime given the radios in
Ci( f ), and b) its expected fair share with the radios in Ci( f ).
This first part is a fairly simple estimation, made by many prior
works (e.g., [3], [5], [26]). Given consideration 2, this airtime
is degraded by active conflicts when operating on frequency f .
Denoting σi( f ) ∈ [0,1] to be the estimated fraction of airtime
lost due to these conflicts, the total estimated performance (or
“good airtime”) of radio Ri on frequency f would be:

airtimei( f ) = max(1− ∑
c: Rc∈Ci( f )

Ac,
1

|Ci( f )|+1
)(1−σ i( f ))

The key (and non-trivial) challenge is estimating σi( f ),
dependent on coordination on each of the radio’s links with
all other links in range (MAC layer), the traffic loads between
each of these competing links (application layer), as well as
various PHY layer properties such as the SINR on the links
and their modulations which often provide different robustness
properties based on their bitrate and error correction.

The basis of our estimation for σi( f )
To estimate σi( f ), we leverage the following key observa-

tions and techniques. First, the value of σi( f ) is driven by links
that conflict with Ri’s links, available in our conflict graph.
Then, the severity of these conflicts and their contribution to a
higher loss rate in σi( f ) is dependent on whether the conflict
is “active” (i.e., are the radios of the links sharing a channel?),
how often transmissions on the conflicting links overlap, and
how often overlaps cause a transmission loss (e.g., due to
SINR properties). Therefore, the probability of loss due to a
conflicting link u on a link j that belongs to Ri is:

ProbO f Loss ju = ActiveCon f lict ju ∗ POverlap ju ∗ OLoss ju

By estimating the probability loss from each conflicting link
with j, we can estimate the total loss rate on a link as:

LinkLossRate j = 1− ∏
u: Mu∈U j

1−ProbO f Loss ju

As a result, the total sustained interference (i.e., loss rate) on Ri
that we have denoted σi( f ) would be the sum of the loss rates
on each link that belongs to Ri, scaled by that links contribution
to the radio’s total airtime:

σi( f ) = ∑
j: L j∈Ki

(LinkAirtime j / Ai)∗LinkLossRate j

Estimating the POverlap ju and OLoss ju components
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Since our assignment system controls what conflicts are
active through frequency assignment (i.e., ActiveCon f lict ju),
the challenge of estimating σi( f ) is determining the probability
of loss due to POverlap ju and OLoss ju. Unlike prior work,
however, our goal is to estimate these across many technolo-
gies and in a way that is generic where possible, and flexible.

To estimate POverlap ju, we leverage the observation that
without coordination these links operate entirely indepen-
dently. As a result, their events (i.e., packet transmissions)
occur continuously and independent of one another. Therefore,
if the monitoring system is unable to provide an observed
value of POverlap ju, we can provide an approximation by
modeling the links as independent Poisson processes, using
knowledge of their average transmission lengths and airtimes,
i.e., fundamentals and not protocol specifics. Our derivation
is similar to historical estimations of collision overlap in
Ethernet and ALOHA networks without CSMA, however, a
key difference is the potential for asymmetry.

First, consider λu to be the rate of transmissions from a
conflicting link u based on its airtime. Then, consider Vju
to be the vulnerability window of transmissions from link j
given a conflict with link u. The value of Vju is based on the
coordination behavior between j and u, as annotated in our
conflict graph. If the annotation on the conflict edge from u to j
is D, then both links are uncoordinated meaning u can transmit
in the middle of j’s transmission, and visa-versa. Therefore,
the vulnerability window is Vju = Tj + Tu where Tj is the
average transmission time on link j. If j coordinates with u
but not visa-versa, the annotation on the conflict edge is BA
and the vulnerability window will be Vju = Tj, i.e., j is only
vulnerable during its transmissions since u cannot sense them.
The opposite scenario with an annotation of OA would lead to
a vulnerability window of Vju = Tu. Given our assumptions,
the probability of overlap between j and u would be:

POverlap ju = 1− e (−λu∗V ju)

To show the importance of modeling asymmetry and that this
method can provide a reasonable estimate, we operate Wi-Fi
and ZigBee links over the air, controlling their airtimes and
coordination behavior. We estimate POverlap and compare it
to an actual observed value, shown in Figure 7. Our estimations
are close to the observed values. In some cases, the asymmetric
overlap rate is half that of the dual uncoordinated (“symmet-
ric”) rate. Therefore, if one ignores asymmetric behavior in the
environment, the estimate can be significantly more inaccurate.

To accurately estimate OLoss(l,u), we must consider
specifics of the technologies used by the links since loss
during overlap is a factor of many PHY layer properties. This
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Fig. 7. Heatmap for overlapping transmissions causing a loss.

information is not difficult to measure and can be pre-measured
and provided by a lookup table. The key considerations to
whether an overlap causes a loss between two links is: a)
The technologies and their modulations in use, and b) The
SINR at the receiver of the base link j. That is, the strength of
its reception and the strength of the interference. To illustrate
this, we refer the reader to Figure 7 which shows for various
reception strengths on a ZigBee link and various interference
strengths at the ZigBee link’s receiver, what the probability
of loss during overlap is with an 802.11 interferer and analog
interferer (e.g., cordless phone). Clearly, the outcome depends
on the reception and interference strength.

Using the reception and interference strengths between
links in the environment, we can compute lookup tables of
overlap loss rates given pairs of technologies and use the
values provided by our monitor to index the tables. While this
requires N2 tables, many studies compute these tables to study
interference (e.g., [16], [26], [27]). Computing these tables is
not complex, yet can ensure accuracy.

D. Spectrum Assignment Algorithm
The last component in our heterogeneous spectrum man-

agement system is our assignment algorithm. We introduce
a mixed integer program (MIP) that uses the hypergraph-
based environmental model (Section IV-A) as input for the
constraints in the system (e.g., the potential frequencies of
each radio), and our conflict graph (Section IV-B) and metric
(Section IV-C) as a basis to optimize. The optimization that
we introduce follows our principles of design.

Notation and modeling of our problem
Our representation of the hypergraph and its components

are as follows. Let G be the hypergraph of our wireless
environment with a total of I radios denoted Ri (i = 1, ..., I).
Each hyperedge He (e = 1, ...,E) in graph G contains a set of
wireless radios that it connects, such that He = {R1,R2, ...}.
Next, our graph has S spatial edges SEs (s = 1, ...,S) where
SE ji denotes Ri being within range of R j. If Ri coordinates
with transmissions from R j, then R j ∈Ci.

Each communication link edge LEl (l = 1, ..., L) represents
the communication between two radios, where the link edge
LEi j denotes a communication link from Ri to R j. Each
communication link LEl ∈ G has an average desired airtime
of LinkAirtimel and an average transmission length of Tl . The
communication links where Ri is the transmitter belong to the
set Ki, and the average airtime Ai of the radio Ri is based
on the demand from its links: Ai = ∑ j: L j∈Ki LinkAirtime j. The
spectral bandwidth of Ri is denoted Bi, and the possible set
of frequencies for each Ri ∈ G belong to the set Fi. Let the



variable fix represent whether the chosen frequency for Ri is
at the index x in Fi (x = 1, ..., X).

Oix jz ∈ {0,1} is, for all possible frequency and bandwidth
combinations, whether the frequencies Fix and Fjz overlap,
given respective bandwidths of Bi and B j. This is used to
compute the variable oi j, whether Ri and R j actively overlap.

Each communication link LEl ∈ G has a set Ul of (at least
partially) uncoordinated and conflicting links. These links are
those that have a conflict edge to LEl . Since these sets of links
are pre-known to the optimization (derived during subgraph
analysis), we use the annotations on each link to precompute
the vulnerability window Vld for a conflict from Ll to Ld .

Finally, we introduce the variable airtimei to be our esti-
mated performance of Ri’s configuration, its links, and its in-
teractions with potentially active conflicts in the environment.
This accounts for airtime sharing and sustained interference
(σi). We do not include the derivation of σi since we have
already included the equations and details in Section IV-C.
However, we note that o replaces ActiveCon f lict (i.e., a
conflict is only active if two radios overlap in the spectrum).
Objective: Our goal is to choose a frequency fi for each radio
Ri ∈ G to maximize the performance of their networks. In
particular, we look to maximize the fraction of airtime received
to the airtime desired: airtimei/Ai for each radio Ri ∈ G. This
will not favor certain networks based on desired airtime.

Problem maxminairtime(g):
Maximize ∏

i: Ri∈g

airtimei

Ai
, subject to

∀i,airtimei = min(Ai,max(Residuali,FairSharei))(1−σi) (1)
∀i, Residuali = 1 − ∑

c: Rc∈Ci

Ac ∗oic (2)

∀i, FairSharei = 1 / ∑
c: Rc∈Ci

oic (3)

∀e : He ∈ g, ∀Ri ∈ He, ∀R j ∈ He, fi == f j (4)

∀i,∀c, oic =
Xi

∑
x=1

X j

∑
z=1

Oixcz ∧ fix ∧ fcz ∈ {0,1} (5)

∀i,
Ki

∑
k=1

fik = 1 (6)

∀i,∀r, oir ∈ {0,1} (7)
∀i,∀u, 0 ≤ σi ≤ 1 (8)

∀i, 0 ≤ airtimei ≤ Ai ≤ 1 (9)
∀i, 0 ≤ Residuali ≤ 1 (10)

∀i, 0 ≤ FairSharei ≤ 1 (11)

The program and its constraints: Above, we define a non-
linear mixed integer program (MIP) formulation that takes as a
parameter g, the hypergraph representation of the environment.
We briefly explain each of the constraints and relaxations
within. (1) is the constraint on each radio Ri’s estimated
airtime. The minimum of Ai ensures the radio is never assigned
more than its demand. (2) calculates the residual airtime
based on all other radios that Ri coordinates with (in Ci).
(3) accounts for the fair share of airtime expected from these
same coordinating radios. Since oic is binary, we can count
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the number of coordinating radios on the same frequency by
summing oic across each radio Rc ∈ Ci. (4) introduces the
constraint that radios connected by a hyperedge must have the
same chosen frequency. (6) ensures that each radio can only
have one center frequency (only one center frequency indicator
should be active). The remaining constraints (8 - 11) ensure
that many of our variables take on values between 0 and 1. (9)
constrains airtimei to be less than or equal to its demand Ai.

V. EVALUATION

Now that we have presented our entire system design,
we present an evaluation of our heterogeneous spectrum as-
signment system. Our goal is to characterize the system’s
ability to find reasonable and efficient spectrum assignments in
heterogeneous environments, improving the performance and
fairness of networks within it. We begin with an evaluation of
our optimization’s runtime, and then present an evaluation of
our system in a real heterogeneous testbed.

A. Performance of the optimization
An immediate concern is the runtime of our optimization to

provide a set of spectrum assignments given various sizes of
the environment. In Figure 8, we show the average, minimum,
and maximum runtime in minutes given this potential number
of configurations, broken down by subgraph analysis time
and total runtime. On the top of figure, we also provide
an approximate number of configurable networks that result
in the potential number of configurations given on the x-
axis. As shown, the algorithm will provide what it believes
to be an optimal assignment in less than a minute with
approximately 1 million different configurations, driven by 10
configurable networks. This is reasonable for the average home
environment, small apartment complexes, and possibly larger
environments if partitioned in to different workloads. Due to
brevity we do not illustrate these results, but we find minimal
increase in runtime due to additional static networks. With 40
static networks within range added to the optimization, runtime
only increases by approximately 2 minutes.

Recent work has made it possible to parallelize the op-
timization in terms of memory and computation, with the
authors showing reasonable reductions in solve time (e.g., in
the cloud) [29]. We have not experimented with this framework
as it was released after we completed our evaluation.
B. Heterogeneous Testbed Evaluation

Evaluation Methodology: We create several live environ-
ments in a heterogeneous testbed where networks are con-
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Fig. 10. Estimations with the cordless phone in
the upper part of the spectrum.
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0

0.2

0.4

0.6

0.8

1

2.405

2.41
2.415

2.42
2.425

2.43
2.435

2.44
2.445

2.45
2.455

2.46
2.465

2.47

0

0.2

0.4

0.6

0.8

1

A
ir

ti
m

e

L
o

ss
 R

at
e

ZigBee Network Center Frequency (GHz)

Estimated Airtime
Estimated Loss Rate (σr)

Estimated Usable Airtime

0
0.2
0.4
0.6
0.8

1

2.405
2.41

2.415
2.42

2.425
2.43

2.435
2.44

2.445
2.45

2.455
2.46

2.465
2.47

Wi-Fi Network Center Frequency (GHz)

Estimated Airtime
Estimated Loss Rate (mr)

Estimated Usable Airtime
Observed Loss Rate

Observed Usable Airtime

Wi-Fi Channel 1 Wi-Fi Channel 6 Wi-Fi Channel 11
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values that properly reflect loss and airtime.
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figured to generate specific demands with various types of
conflicts. We classify these expiments in to 4 main categories:

1) Targeted scenarios with various types of conflicts between
heterogeneous networks that have been reported as common
in prior works (e.g., in [16], [26], [27]). These scenarios allow
us to provide the reader with a deeper understanding of how
our predictive channel metric estimates various types of inter-
ference, and how our single algorithm provides assignments
that avoid various conflicts.

2) Weakly constrained scenarios include multiple heteroge-
neous networks with the potential for conflicts, however, there
is sufficient spectrum to isolate incompatible networks. These
scenarios illustrate the spectrum management algorithm’s ca-
pabilities in relatively isolated environments.

3) Moderately constrained scenarios include the configura-
tion of multiple heterogeneous networks with the potential for
conflicts present if not placed intelligently, due to a moderately
constrained spectrum in terms of demand.

4) Severely constrained scenarios are scenarios where fre-
quency isolation is not always possible to avoid all conflicts.
Networks must be placed intelligently to reduce interference,
reduce contention, and provide fairness across the networks.

Targeted scenarios and evaluation
Starvation and high loss due to analog transmitters: We

begin with two scenarios that include analog transmitters, often
causing starvation in CSMA-networks due to continual back-
off and high amounts of loss (observed in many studies [9],
[10], [27]). First, we introduce an analog cordless phone within
spatial range of a Wi-Fi transmitter. In Figure 9, we plot the
normalized throughput and loss rate of the Wi-Fi link before
and after we turn the cordless phone on at a relative time of
25 seconds. As shown, the throughput of the Wi-Fi link drops
significantly, but the loss rate remains low and stable.

In Figure 10, we break down the channel estimations made
by our optimization when deciding how to configure the
Wi-Fi network. The “estimated usable airtime” is the value
of our calculated channel quality metric. However, we also

include its two main components: the estimated available
airtime due to contention (graphed as “Estimated Airtime”),
and the estimated loss rate due to heterogeneous conflicts –
our σ value in the main equation (graphed as “Estimated
Loss Rate”). As shown, our metric predicts the minimal usable
airtime as starvation, not loss. Given other active networks, the
optimization suggests a center frequency of 2.412 GHz.

Next, we replace the cordless phone with a baby monitor
in the spectrum, in to interference range of the Wi-Fi link’s
receiver (and not transmitter). In Figure 11, we show the result
of turning the baby monitor on at a relative time of 25 seconds.
Again, the throughput drops significantly, however, loss rate
increases in this conflict scenario. As shown in Figure 12,
our optimization accurately estimates the result of this conflict
scenario: low airtime due to loss, not continual back-off.

Inability to coordinate vs. asymmetric coordination: As
discussed, prior studies have reported many asymmetric coor-
dination scenarios between heterogeneous wireless networks,
e.g., between devices that have different transmission powers
such as ZigBee and Wi-Fi [16], [32]. We evaluate our systems
ability to detect and accurately estimate these conflicts.

First, we place a Wi-Fi network on Wi-Fi channel 1 that
conflicts with a ZigBee network in our environment where
neither backs off to each other. We place another Wi-Fi
network on channel 6 that has the same demand as the first
Wi-Fi network, however, the distance it is placed at causes
the ZigBee network to back-off to the Wi-Fi network, but not
visa-versa [16]. We setup another Wi-Fi network on channel
11 with the same demand, but outside of interference range.

We configure the ZigBee network to operate on each of its
potential center frequencies, and record the observed usable
airtime and loss rates. The resulting channel estimations made
by our optimization, as well as the true observed values, are
illustrated in Figure 13. As shown, the optimization properly
estimates the different loss rates from the Wi-Fi networks,
accounting for the specific conflict scenario. The optimization
suggests an interference free channel within Wi-Fi channel 11.
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Fig. 15. Optimization accurately assigns a
channel given multiple sources of interference.
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assigned and aligned properly.
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Fig. 17. Our optimization ensures digitally co-
ordinating networks are aligned to coordinate.
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Fig. 18. Weakly constrained scenarios, ordered by arrival for FCFS purposes.

Of course, actual loss rate to fluctuates. We refer the reader
to Figure 14 where we plot the estimated loss rates of the
hidden and asymmetric scenarios as horizontal flat lines, and
the actual observed loss rate over 3 minutes. As shown,
the loss fluctuates causing underestimates of the loss of the
asymmetric scenario, and slightly overestimate the loss of the
hidden scenario. However, they are reasonable estimates and
importantly reflect the different conflict scenario.

Accounting for multiple interferers: Next, we setup a tar-
geted scenario to configure a ZigBee network where there are
multiple Wi-Fi interferers, and we move the cordless phone
and baby monitor to be active in to ZigBee’s upper channels.
In particular, we setup high sources of Wi-Fi interference on
channel 1, moderate sources of interference on channel 11,
and low sources of interference on channel 6. In Figure 15,
we show that, again, our system provide reasonable approxi-
mations of airtimes and loss rates across all of the channels.

Avoiding interference given analog vs. digital coordination:
As we described earlier, our optimization and predictive chan-
nel quality metric must account for the coordination type when
assigning spectrum. We construct the network setup pictured in
Figure 16 with two static (unconfigurable) 802.11n 40 MHz
networks in HT mode (i.e., they digitally coordinate with a
non-legacy preamble), a primary channel of 1, and two static
802.11 networks in legacy mode at channel 11. Then, we
introduce a configurable 20 MHz 802.11n HT mode network
constrained to the 2.4 GHz band that is within spatial and
interference range of the static networks.

Focusing on the non-overlapping channels 1, 6, and 11,
our optimization must assign the 20 MHz 802.11n network
by properly estimating the impact of it operating with het-
erogeneous networks and not properly aligning with networks
that it digitally coordinates with. We darken non-overlapping
channels 1, 6, and 11 in Figures 16 and Figures 17. As
shown, if the network is placed in to channel 11, it will
receive interference from the legacy 802.11 networks. If placed

on channel 6, it will receive interference from the 40 MHz
802.11n networks since it will partially overlap with the 40
MHz network’s secondary channel (where it cannot digitally
coordinate). If properly aligned with the digitally coordinating
40 MHz networks on channel 1, our optimization accurately
estimates no loss to receive its desired airtime.
Weakly constrained scenarios and evaluation

Next we shift our focus to environments that involve
configuring multiple networks. Importantly, we compare the
organization that our optimization provides against “first-come,
first served” organizations that reflect today’s environments.
That is, networks greedily choose what channel is best for
them when they are introduced in the environment, and they
are unlikely to reconfigure their assignment (even if a different
channel will provide better performance at a later time). When
deploying in a FCFS manner, we have the networks greedily
choose the channel with the least usage. Additionally, the
FCFS assignment is done agnostic to heterogeneous conflicts.

Weakly Constrained 1: We start with a configuration be-
tween standard 802.11 networks, two ZigBee networks, and
an analog cordless phone that have the respective airtimes
shown in Figure 18. In Figure 19, we show the resulting
spectrum organization provided by our optimization: hetero-
geneous networks are isolated, and the 802.11 networks are
packed in a way that all networks are able to meet their
desired airtime. Alternatively, we show the resulting config-
uration given a FCFS configuration in Figure 20 (arriving in
the order shown in Figure 18). As shown, without careful
assignment, heterogeneous networks can share a channel and
have performance degraded due to interference. Additionally,
homogeneous networks can also receive lower airtime due to
non-optimal placement and resulting contention.

Weakly Constrained 2: Next, we reconfigure some of the
legacy supporting 802.11 networks to be high-throughput
802.11n networks i.e., they use the newer digital preamble
that makes them incompatible with legacy networks. The
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Fig. 19. Our optimization isolates heteroge-
neous technologies when possible.
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Fig. 20. FCFS configuration where networks
greedily choose their channel assignments.
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Fig. 21. FCFS observed loss rates and air-
times, normalized by desired airtime.
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Fig. 22. Heterogeneous technologies are again
separated with enough spectrum available.
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Fig. 23. Resulting assignments given FCFS
in the weakly constrained scenario 2.
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Fig. 24. Higher loss rates and lower received
airtime’s with FCFS, as expected.

resulting set of networks and their airtimes are shown in
Figure 18. Leveraging the resulting conflict graph from our
management system that accurately reflects conflicts between
the digitally coordinating networks and legacy networks, our
optimization continues to isolate the conflicting networks as
shown in Figure 22. Comparing to a FCFS assignment shown
in Figure 23, again, the inability of the heterogeneous networks
to sense each other leads to a mixed spectrum of conflicting
networks, that leads to the observed high loss rates and reduced
airtimes shown in Figure 24. The legacy supporting 802.11
networks receive slightly lower loss rates due to their use
of basic spectrum sensing that allows them to back-off to
the high-throughput networks. However, the high-throughput
networks receive higher loss rates due to their strict digital-
only sensing. The ZigBee networks also receive high loss rates
from both sets of 802.11 networks. Although one of these
ZigBee networks is still able to meet its desired airtime, losses
lead to retransmissions, which can affect the ZigBee network’s
performance in terms of power consumption.

Weakly Constrained 3: In our final weakly constrained
scenario, we introduce the networks in our testbed shown
in Figure 18: 40 MHz high-throughput Wi-Fi networks, and
configure some of these networks to be able to use the 5
GHz band. The resulting configuration given our assignment
system is shown in Figure 25: heterogeneous networks are
again isolated, as well as digitally coordinating networks being
properly aligned i.e., the 20 MHz high-throughput 802.11
networks are aligned with the primary channel of the 40 MHz
networks. Our optimization avoids placing the 20 MHz high-
throughput networks in the secondary channel of the 40 MHz
networks, which would lead to their inability to coordinate.
Due to potential contention, the networks that support the 5
GHz frequencies are pushed in to the 5 GHz spectrum band.

The FCFS configuration is shown in Figure 26, with its
observed airtimes and loss rates in Figure 27. Again, the
FCFS configuration suffers from low airtime fractions, and
high loss rates. In particular, the 40 MHz 802.11n networks

suffer greatly due to interference from legacy networks, as
well as interference from the 802.11n HT network that resides
in the secondary channels. Although the first ZigBee network
receives its desired airtime due to retransmissions, its loss rate
is over 50% where retransmissions affect power consumption.

Moderately constrained scenarios and evaluation
In our moderately constrained scenarios, we increase the

spectrum usage such that demand requires intelligent solutions
where simple isolation is not possible. Due to the inefficiencies
in FCFS configurations shown extensively in our results, we
focus solely on our optimization’s results in these scenarios.
We will revisit FCFS configurations (as well as largest-first
insertion) in the severely constrained scenarios.

Moderately Constrained 1: In the first moderately con-
strained scenario, we reconfigure Weakly Constrained Scenario
1 such that the analog cordless phone operates in the ZigBee
network’s higher potential channels, forcing the ZigBee net-
works to operate within the 802.11 channels to avoid complete
starvation from overlapping with the cordless phone. We show
the resulting configuration in Figure 28 and ask the reader
to compare the original assignments of the 802.11 networks
with those in Figure 19. Our optimization reconfigures its
assignment of the 802.11 networks to allow ZigBee to operate
in its lower channels interference-free. We draw conflict arrows
between the 802.11 networks and the ZigBee networks to
highlight this. Networks W5, W7, and W8 were reconfigured
to share a channel, creating a channel where Z1 would receive
no interference from conflicts. Likewise, W3 and W2 were
moved together. Additionally, our optimization still considered
contention between the Wi-Fi networks and placed them in a
way that still allowed them to meet their desired airtimes.

Moderately Constrained 2: Next, we take Weakly Con-
strained Scenario 3 and add two additional legacy 802.11
networks to it, pushing the demand higher. If one places these
two networks in 802.11 channel 11 to operate with the other
legacy networks shown in Figure 25, all legacy networks will
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Fig. 25. Network placement given our optimization. The scenario includes 40 MHz
networks and the use of high-throughput 802.11 networks in the 5 GHz spectrum band.
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Fig. 26. Significant overlap of heteroge-
neous technologies in FCFS configuration.
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Fig. 27. High loss rates and low performance
shown in FCFS configuration.
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Fig. 28. Our optimization reconfigures 802.11
networks to avoid ZigBee interference.
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Fig. 29. Optimization intelligently reassigns
spectrum to intelligently avoid conflict also.

receive a reduced airtime due to contention. Our optimization
determines that 802.11 networks W1 and W5 (where W5 was
newly introduced), do not conflict with the 40 MHz networks
allowing them to operate in their secondary channel freely.
We show the resulting configuration in Figure 29 and draw
the conflicts to show the intelligent placement which avoids
conflict. Networks W1 and W5 received no observed loss
rates, as well as the two 40 MHz networks not receiving loss
from these networks. This shows that under more constrained
spectrum, our optimization can still find efficient organizations.
Severely constrained scenarios and evaluation

Finally, we introduce severely constrained scenarios where
networks must be intelligently placed to avoid as many con-
flicts as possible. We compare to FCFS configurations, and
two new points of comparison: 1) A largest-first insertion of
networks in to the spectrum that uses our predictive channel
quality metric, and 2) Our optimization with a Jain’s fairness-
based objective function. The prior comparison allows us to
compare to intelligently placing networks without the runtime
of the full optimization, and the latter comparison allows us
to compare to an objective of fairness across the networks.

Severely Constrained 1: We begin with the configuration of
networks shown in Figure 30, and the resulting airtimes of
the 4 different assignment methods in Figure 31. The figure
shows, for each method, the fraction of networks that receive
at least a certain amount of airtime. First, our optimization
with the standard objective finds a configuration that has the
most networks meet their desired airtime: 75% of networks.
Comparing to the FCFS configuration where only 43% of
networks meet their desired airtime. Even with our predictive
channel quality metric, a largest-first method of insertion and
assignment cannot meet the performance of our optimization.
Note that the organization provided by our optimization with
the standard objective results in a few networks that receive
relatively lower (un-fair) airtime fractions. Using the Jain’s
fairness objective with our optimization improves the least

performing network, but to achieve this several better per-
forming networks receive lesser airtime fractions: only 58% of
networks receive their desired demand with the Jain’s fairness
objective, compared to the 75% with the standard objective.

In Figure 32, we show the resulting loss rates for the
networks, focusing on the optimization with the standard
objective and the FCFS method of assignment. As shown,
neither method is able to avoid complete loss across all of the
networks, however our optimization ensures that no network
received a loss rate greater than 8%. The FCFS method of
assignment has some networks receive significant loss rates
between 80-90%. This shows the benefit of our assignment
system, as well as its flexibility of different objectives..

Severely Constrained 2: We conclude our evaluation results
with the severely constrained scenario of networks depicted in
Figure 30. There is a high degree of heterogeneity and overall
desired airtime. We show the resulting airtime fractions of
the networks given our four insertion methods in Figure 33.
Again, our optimization with the standard objective finds a
configuration where the most networks are able to meet their
desired airtime, where 82% of networks meet their demand. A
FCFS configuration has less than half of the networks meeting
their demand, and 60% of networks meet their demand using
our optimization with the Jain’s fairness objective and the
largest first method of insertion. The Jain’s fairness objective
continues to provide the best worst-case performance.

In Figure 34, we compare the loss rates observed using our
optimization with the standard objective as compared to the
FCFS insertion. With severely constrained networks given their
demand and the available spectrum, as well as the high degree
of heterogeneity, FCFS is shown to result in high loss rates for
many of the networks. Only 20% of networks receive a loss
rate lower than 40%, with some networks receiving loss rates
greater than 80% again. This is compared to our optimization
where high loss rates are still observed (e.g., greater than 50%),
but 80% of networks still receive minimal loss rates.
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Fig. 30. Networks in the severely constrained scenarios, ordered by arrival for FCFS.
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Fig. 31. On average, our optimization with de-
fault objective outperforms all other techniques.
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Fig. 32. Our optimization avoid significantly
higher loss rates that are observed in FCFS.
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Fig. 33. With a higher degree of heterogeneity,
our optimization further outperforms.
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Fig. 34. Our optimization continues to avoid
higher loss rates.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we presented a spectrum management system
to organize environments with heterogeneous networks. Our
system is designed to support various technologies and their
evolution over time by describing fundamentals and remaining
generic where possible. Through evaluation in a real heteroge-
neous testbed with various layouts, we showed our optimiza-
tion can avoid common conflicts (with our single algorithm),
and reduce interference in more dense environments. Given
the runtime of our algorithm, we believe that it is suitable for
home environments and smaller complexes.

As future work, there are additional aspects of the spectrum
that can be integrated in to our system. For example, we
assume that the signal characteristics (e.g., propagation) are
the same on all frequencies. We do not model a drop in signal
quality when re-assigning to a higher frequency (e.g., from
2.4GHz to 5GHz), or an improvement in quality when re-
assigning to a lower frequency (e.g., from 2.4GHz to the white
space TV bands). Pur MIP-based approach provides enough
flexibility to add these constraints in the future.
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