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Abstract

Qn,p, the random subgraph of the n-vertex hypercube Qn, is obtained by indepen-
dently retaining each edge of Qn with probability p. We give precise values for the
cover time of Qn,p above the connectivity threshold.

1 Introduction

Let Qn be the hypercube with n = 2d vertices and m = dn/2 edges where d = log2 n
is the degree of any vertex. Let Qn,p denote the random subgraph of the hypercube Qn

with n vertices where we retain each edge independently with probability p. The threshold
probability pc for connectivity in Qn,p has been the object of extensive study. The original
question as to whether connectivity enjoys a threshold property was answered by Burtin in
[5], who proved that p = 1/2 is the threshold for connectedness. This study culminated in
a proof by Bollobás [4], in the random hypercube process, that w.h.p. the hitting time for
connectivity equals the hitting time for minimum degree one. For more on this topic see
e.g., [14].

The cover time of a connected graph is the maximum over the start vertex of the expected
time for a simple random walk to visit every vertex of the graph. There is a large literature
on this subject see for example [2], [15], including results [6]–[9] on various models of random
graphs by the authors of this note.
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Because of its relationship with the Ehrenfest model of diffusion, the random walk on the
hypercube has long been an object of study. Diaconis and Shahshahani [10] proved the
existence of a cutoff phenomenon for the lazy walk at T = 1

4
d log d, and Diaconis, Graham

and Morrison [11] established the rate of convergence (of the total variation distance) to
uniformity in the cutoff window. Matthews [19] proved that the cover time of the hypercube
Qn is tcov = (1 + o(1))n log n. The proof uses results on the Matthews bound from the paper
[18] by the same author. This note gives the w.h.p. cover time of Qn,p, the random subgraph
of the hypercube, above the connectivity threshold.

Denote p = 1
2
(1 + ε), where ε is a parameter used subsequently with this unique meaning.

The condition for Qn,p to have minimum degree one, occurs w.h.p. when dε = ω where
ω →∞ slowly. As this is rather imprecise, and as our proofs are parameterized in terms of
dε, we will consider values of p where dε ≥ θ log d, for some small positive constant θ. We
assume henceforth that this holds, and thus Qn,p is connected w.h.p.

Theorem 1. Let pc = 1
2
(1 + θ log d/d) for some small positive constant θ. Let tcov(Qn,p)

denote the cover time of Qn,p. For p ≥ pc, w.h.p.

tcov(Qn,p) = (1 + o(1))

(
p

log 2
log

2p

2p− 1

)
n log n. (1)

Remarks. If p = (1/2)(1 + ε) where ε→ 0 then

tcov ∼
(

1

2 log 2
log

1

ε

)
n log n, (2)

so if dε = ` log d, ` constant, then tcov ∼ (1/2 log 2)n log n log log n. On the other hand, if ε
is constant then tcov = Θ(n log n), and as p→ 1 then tcov tends to n log n.

Notation. G = (V,E) is the graph with vertex set V and edge set E = E(G), where we
take V = [n] throughout. The degree of a vertex v ∈ V is denoted by dv. For S ⊆ V , deg(S) is
the degree of set S, where deg(S) =

∑
v∈S dv andN(S) = {w /∈ S : ∃v ∈ S s.t. {v, w} ∈ E(G)}

is the disjoint neighbour set of S. We use log x for the natural logarithm of x, and log2 x for
the logarithm base 2. The degree of a vertex in the n-vertex hypercube Qn is d = log2 n.

We use t = 0, 1, ... to index time steps, reserve T for a mixing time, and tcov for cover time.
We assume dε is integer, and if not use the term ‘vertices of degree dε’ to denote the vertices
of degree bdεc and ddεe. We use dist(u, v) as the minimum distance between vertices u, v of
a graph.

A sequence of events En occurs with high probability, (w.h.p.), if limn→∞ P(En) = 1. We
use the standard notation O(·), o(·) etc, this denoting on(·) and so on. We use An ∼ Bn

to denote An = (1 + o(1))Bn and thus limn→∞An/Bn = 1. We use ω to denote a quantity
which tends to infinity with n more slowly than any other functions in the given expression.
The expression f(n)� g(n) indicates f(n) = o(g(n)).
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2 Background to cover time proof

2.1 The first visit time lemma

Let G = (V,E) be a connected n-vertex graph with m = |E| edges. Let u ∈ V be arbitrary.
Let Wu denote the random walk (X(t), t ≥ 0) starting from X(0) = u. The walk defines a
reversible Markov chain with state space V . Let P be the matrix of transition probabilities,
and πv = dv/2m the stationary distribution of P . Considering a walk Wv, starting at v, let
rt = P(X(t) = v) be the probability the walk returns to v at step t ≥ 0, and thus r0 = 1. Let
R(z) generate the sequence (rt, t ≥ 0), and R(t, z) generate the first t entries, (r0, . . . , rt−1).
Thus

R(z) =
∞∑
t=0

rtz
t, R(t, z) =

t−1∑
j=0

rjz
j.

Finally, for a fixed value of T to be specified, let Rv = R(T, 1), and note that Rv ≥ r0 = 1.

The following first visit time lemma bounds the probability a vertex has not been visited at
steps T, T + 1, . . . , t.

Lemma 2. The first visit time lemma [7]
Let G be a graph satisfying the following conditions

(i) For all t ≥ T , maxu,x∈V |P (t)
u (x)− πx| ≤ n−3.

(ii) For some (small) constant θ > 0 and some (large) constant K > 0,

min
|z|≤1+ 1

KT

|R(T, z)| ≥ θ.

(iii) Tπv = o(1) and Tπv = Ω(n−2).

Let Av(t) be the event that the random walk Wu on graph G does not visit vertex v at steps
T, T + 1, . . . , t. Then, uniformly in v,

P(Av(t)) =
(1 +O(Tπv))

(1 + pv)t
+O(T 2πve

−t/KT )

where pv is given by the following formula, with Rv = Rv(T, 1):

pv =
πv

Rv(1 +O(Tπv))
.

For the cover time of Qn,p we use the following w.h.p. values of the parameters in Lemma
2. The total degree 2m = (1 + O(1/

√
n))dnp, and πv = dv/2m, where 1 ≤ dv ≤ d. The
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value of T = O(logk n) for some constant k ≤ 7, and thus Tπv = O(logk n/n). The value of
Rv = 1 +O(1/ log d), so pv = (dv/2ndp)(1 +O(1/ log d)).

As we consider values of t ≥ n log n, there are values ν1, ν2 = O(1/ log d), and ν1 ≤ ν2 such
that 1− ν1 ≤ dnp/2mRv ≤ 1− ν2, and

e−(1−ν1)δvt/dnp ≤ P(Av(t)) = (1 +O(Tπv))e
−tπv/Rv ≤ e−(1−ν2)dvt/dnp.

To tidy things up, write

dnp

2mRv

= 1− ν where ν = O(1/ log d), (3)

is to be understood as a variable which abbreviates the inequality ν1 ≤ ν ≤ ν2, and

P(Av(t)) = e−(1−ν)dvt/dnp. (4)

The value of T and Condition (i) of the first visit time lemma will be established in Section
2.3. The claim that Rv = 1 + O(1/ log d) is proved in Section 2.4. Condition (iii) holds as
1 ≤ dv ≤ d and m ∼ dnp where p ≥ 1/2. We rely on the following lemma (Lemma 18 of [9])
to establish Condition (ii).

Lemma 3. Let v be a vertex of a connected n-vertex graph G. Let T be a mixing time
satisfying Condition (i) of Lemma 2. If T = o(n3), Tπv = o(1) and Rv is bounded above by
a constant, then Condition (ii) of Lemma 2 holds for θ = 1/4 and any constant K ≥ 3Rv.

2.2 Properties of Qn,p used in the proofs

Vertices of degree dε have a particular significance in the proofs, as values around dε deter-
mine the cover time of the random walk. For convenience we assume dε is integer, and if
not take this to mean the union of vertices of degree bdεc and ddεe.

For p ≥ pc the following properties of Qn,p hold w.h.p.

P1. Conductance. The conductance of Qn,p is Φ = Ω
(

1
d3 log d

)
.

P2. Minimum degree. For dε > θ log d, the minimum degree at least one.

P3. Distance between low degree vertices. Let SL = {v ∈ V : dv ≤ L}. A vertex
v is of low degree if dv ≤ L, given in (5) below. Fix the values of h, L to

h =
d

2 log d
, L =

100d

log d
. (5)

No two vertices of degree at most L are within distance h of each other.
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P4. Degree of last to be visited vertices. Vertices of degree ∼ dε are last to be
visited.

P5. The number of vertices degree dε. The number X(dε) of vertices of degree dε
satisfies X(dε) = EX(dε)(1 + o(1)), where EX(dε) is given by (33).

P6. Distance between vertices of degree dε. If ε ≤ 1/100 no two vertices of degree
dε are within distance h of each other.

The proofs of these properties are given in the Appendix; P1 in Section 4.1, P2 in Lemma
6.1, P3 in Lemma 7.1, P4 in Section 4.3, P5 in Section 4.4, and P6 in Lemma 7.2.

2.3 Mixing time of the random walk

The conductance Φ(G) of a graph G is

Φ = min
π(S)≤1/2

|E(S : S)|
deg(S)

.

Here deg(S) =
∑

v∈S d(v), π(S) = deg(S)
deg(G)

, and E(S : S) is the set of edges between S and

V \ S in the G. It follows from [17] that

|P (t)
u (x)− πx| ≤ (πx/πu)

1/2(1− Φ2/2)t. (6)

As we assume Qn,p is connected and the maximum degree is d we have πx/πu = O(log n).
It follows from P1 (see Section 4.1 for the proof) that Φ = Ω(1/ log3 n log log n). To satisfy
Condition (i) of Lemma 2, we take

T = log7 n. (7)

A walk is lazy, if it only moves to a neighbour with probability 1/2 at any step. There
are several technical points in our cover time proof which require us to consider lazy walks.
Firstly the hypercube is bipartite, and hence periodic. To remove the periodicity we can
make the walk lazy. Secondly the bound (6) assumes the walk is lazy.

Making the walk lazy halves the conductance but (7) still holds, and the value of πv is
unchanged. Using a lazy walk asymptotically doubles the cover time, as half the steps are
wasted. It also doubles the value of Rv; as the expected number of steps before an exit from
v is two. Thus the ratio of these values cancels in (4). Other then this it has a negligible
effect on the analysis, and we will ignore it for the rest of the paper and continue as though
there are no lazy steps.
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2.4 The number of returns in the mixing time

For a random walk Xt starting from a vertex v of a graph G, let Rv(T ) denote the expected
number of visits to v in T steps. As X0 = v, we have

Rv(T ) = 1 +
T∑
t=1

P(Xt = v).

Lemma 4. Let p ≥ pc, and let Xt be a random walk on Qn,p. Then w.h.p. for all v ∈ V
and all T = O(logk n), k constant, Rv(T ) = 1 +O(1/ log d).

Proof. As in (5) of P3, fix the values of h, L to h = d
2 log d

and L = 100d
log d

. Let t0 = d/ log2 d.

The proof is in three steps, from t ≤ t0, from t0 < t ≤ h, and from h ≤ t ≤ T = logk n.

We first consider the case where, with the possible exception of v itself, no vertex within
distance h of v has degree at most L.

t0∑
τ=1

P(Xτ = v) ≤
t0∑
τ=1

1

L
P(Xτ−1 ∈ N(v)) ≤ t0

L
= O

(
1

log d

)
.

Let vi be a vertex at distance 1 ≤ i ≤ h from v. The probability the distance to v decreases
to i − 1 at the next step is at most i/L, and the probability it increases to i + 1 is at least
(L− i)/L. Thus the drift away from v per step is at least

µ ≥ L− h
L
− h

L
=
L− 2h

L
=

99

100
.

In t ≤ h steps the expected displacement of the walk from v is at least tµ. Let dist(Xt, v)
be the actual displacement. For δ > 0 constant

P(dist(Xt, v) ≤ (1− δ)tµ) ≤ e−Ω(δ2tµ).

Thus
h∑

τ=t0

P(Xτ = v) ≤ he−Ω(δ2t0µ) = o

(
1

log d

)
.

It follows that, w.h.p., in h steps the walk is at least distance H = µh(1− 2δ) from v, where
H ≥ 2d/(5 log d), say. Let

q̂ =
L− h
L

=
199

200
, p̂ =

h

L
=

1

200
.

Consider a biassed random walk with transition probabilities p̂ of one step left and q̂ of one
step right, setting out from H − 1 on the integer line {0, 1, ..., H}. The probability the walk
reaches the origin v before returning to H is(

q̂
p̂

)
− 1(

q̂
p̂

)H
− 1

= O(µ−h) = O

((
199

200

)2d/5 log d
)
.
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Thus, with T = logk n, for any constant k,

T∑
τ=h

P(Xτ = v) ≤ O

((
199

200

)2d/5 log d
)

= o

(
1

log d

)
.

Next consider the case where vertex w is one of the at most 2 vertices of degree at most L
is within distance h of v. If w ∈ N(v) this can increase the expected returns by O(1/L).
Suppose w is a distance i ≥ 2 from v. In the worst case assume the walk always returns
to level i − 1 (a wasted move). Deleting all edges between w and its neighbours leaves all
vertices within distance h of v with degree at least L− 1. This has a negligible effect on the
analysis given above.

3 The cover time of Qn,p. Proof of Theorem 1

3.1 Proof outline

Before proceeding we give a quick sketch of the upper and lower bound proofs, as this will
motivate the subsequent calculations.

Let Xp(i) be the number of vertices of degree i in Qn,p. Let q = 1− p, then

EXp(i) = n

(
d

i

)
piqd−i. (8)

Recall that Av(t) given in (4) is an upper bound on the probability vertex v is unvisited at
step t. Let S(t) be the vertices ‘still surviving’ at step t.

S(t) =
∑
v∈V

P(Av(t)) ∼
∑
v∈V

e−dvt/dnp.

Thus

ES(t) ∼
∑
i≥1

EXp(i)e
−it/dnp ∼ n(1− p+ pe−t/ndp)d.

Put t = αndp and equate ES(t) = 1. Using d = log2 n = loge n/ loge 2,

logES ∼ log n+ d log(1− p+ pe−α) =
log n

log 2
(log 2 + log(1− p+ pe−α)).

logES = 0 ⇐⇒ log 2 + log(1− p+ pe−α) = 0 ⇐⇒ (1− p+ pe−α) = 1/2.
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Solving this gives α = log 2p/(2p− 1), which suggests the following result.

tcov ∼ ndp · log
2p

2p− 1
.

For the corresponding lower bound we prove that vertices of degree dε maximize the above
calculations, where dε is somewhat larger than the minimum degree. We prove by direct
construction that w.h.p. at some step t slightly below tcov there are many vertices of degree
dε which are unvisited by the walk. We now proceed to the details of the above proof idea.

3.2 Upper bound on the cover time

Let T (u) be the time taken by the random walk Wu to visit every vertex of a connected
graph G, and tcov(u) = ET (u). Let Ut be the number of vertices of G which have not been
visited by Wu at step t. We note the following:

tcov(u) = E(T (u)) =
∑
t>0

P(T (u) ≥ t), (9)

P(T (u) ≥ t) = P(T (u) > t− 1) = P(Ut−1 > 0) ≤ min{1,E(Ut−1)}. (10)

As in (4), let Av(t), t ≥ T be the event that Wu(t) has not visited v in the interval [T, t]. It
follows from (9), (10) that for all t ≥ T ,

tcov(u) ≤ t+ 1 +
∑
s≥t

E(Us) ≤ t+ 1 +
∑
v∈V

∑
s≥t

P(As(v)) (11)

and ∑
s≥t

P(Av(s)) ≤
∑
s≥t

e−(1−ν)dvs/dnp ≤ dnp

(1− ν)dv
e−(1−ν)dvt/dnp, (12)

where ν = O(1/ log d). Let X(i) be the number of vertices of degree i. The above argument
implies that

Q(t) =
∑
v∈V

∑
s≥t

P(As(v)) = O (dnp)
d∑
i=1

X(i)e−(1−ν)it/dnp. (13)

The argument given in Section 3.1 can now be adapted to give an upper bound on the cover
time. Let X(i) be the number of vertices of degree i in Qn,p. Let b = dω, then

P(X(i) ≥ bEX(i)) ≤ 1

b
, (14)

so with probability 1 − O(1/ω) this upper bound of dωEX(i) on the number of vertices of
degree i holds simultaneously for all i ∈ {0, 1, ..., d}.

Let δ = (log db)/ log n = o(1), and tU = α (ndp)/(1− ν) where

α = log
p

p− 1 +
(

1
2

)1+δ
= log

2p

2p− 1−O(δ)
. (15)
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Let S(t) be the number of unvisited vertices at t. By the above estimate (8), (13), (14), and
with tU = αdnp/(1− ν)), then w.h.p.,

S(tU) =
∑
v∈V

P(Av(tU)) (16)

≤ b
∑
i≥1

EX(i)e−itU (1−ν)/dnp = bn(1− p+ pe−α)d, (17)

Q(tU) = O(dnp) S(tU) = O(dnp)bn(1− p+ pe−α)d. (18)

However, by (15)
(1− p+ pe−α)d = 2−(1+δ)d = n−(1+δ),

so
Q(tU) = O(1)n2dbn−(1+δ) = O(n).

Thus by (11), for any u ∈ V ,

tcov(u) ≤ tU + 1 +Q(tu) = tU +O(n)

Finally

tcov ≤ (1 + o(1)) ndp log
2p

2p− 1
.

3.3 Lower bound on the cover time

Let S(0) be the set of vertices of degree dε in Qn,p. We construct a subset of S(0) which is
still unvisited w.h.p. at tL = tU(1− o(1)). By (33) below

E|S(0)| = EX(dε) ∼ 1√
2πdε(1− ε)

(
1 + ε

ε

)dε
, (19)

and by property P5, |S(0)| = (1 + o(1))ES(0).

The function f(x) = ((1 + x)/x)x is monotone increasing from one for x ∈ (0, 1]. Thus for
any dε ≥ θ log d, (i.e., p ≥ pc, see paragraph preceding Theorem 1), the value of |S(0)| is
much greater than T = log7 n, as given in (7). We remove any vertices visited during T from
S(0) to apply the results of Lemma 2.

Let tL = (1− δ)ndp log 2p/(2p− 1) where δ = o(1) is given by (22) below. At step tL, given
the value of |S(0)|,

E|S(tL)| ∼ |S(0)|e−(1−ν)dεtL/dnp ∼ 1√
2πdε(1− ε)

(
1 + ε

ε

)δdε(1−ν)

, (20)

where the expectation is with respect to the random walk.
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Case where ε ≤ 1/100. It follows from Lemma 7 that w.h.p. for ε ≤ 1/100 all vertices of
degree dε are at least a distance h = d/2 log d apart. Choose two vertices v, w ∈ S, let the
graph distance between them be ` ≥ h. Coalesce these into a single vertex γ = γ(v, w), to
form a graph Γ(v, w). We claim Rγ = 1+O(1/ log d). The proof is similar to that of Lemma
4. Project the walk starting from γ onto an integer line length h/2, with γ identified with
zero, and a loop at h/2.

Let Yx = Yx(t) be the indicator that Wu has not visited vertex x at t. As Rv, Rw, Rγ =
1 +O(1/ log d), and dγ = 2dε it follows that

EYvYw = e−(1−o(1))2dεt/ndp =
(
e−(1−o(1))dεt/ndp

)2
= (1 + o(1))EYvEYw,

and so
E|S(t)2| = |S(0)|(|S(0)| − 1)e−(1+o(1))2dεt/ndp + |S(0)|e−(1+o(1))dεt/ndp. (21)

Choose δ so that
√
dεδdε = o(1). This is satisfied by

δ =
log d

dε log 1/ε
= O

(
1

log log d

)
= o(1). (22)

By (20) and (21),

P(|S(tL)| 6= 0) ≥ (1− o(1))
(E|S(tL)|)2

E|S(tL)|2
= 1− O(1)

E|S(tL)|
.

Using (22) in (20), we see that E|S(tL)| → ∞ and thus P(|S(tL)| 6= 0) = 1−o(1) as required.

Case where ε ≥ 1/100. Let F`(v) = {w : dist(v, w) ≤ `}; where dist(v, w) is graph
distance in Qn, and ` is to be determined. Let V ∗ be some maximal set of vertices of Qn

such that for all u, v ∈ V ∗, dist(u, v) > `. Then |F`(v)| ≤ d`, and so |V ∗| ≥ n/2d`.

Let B(0) = {v : v ∈ V ∗, dv = dε}, where dv is the degree of v in Qn,p. Then B(0) ⊆ S(0) as
defined above, and as w.h.p. |B(0)| = (1 + o(1))E|B(0)|,

|B(0)| ≥ |V ∗| 1
n

1

3
√
d

(
1 + ε

ε

)dε
≥ 1

6d`+1/2

(
1 + ε

ε

)dε
.

Thus at t = tL,

E|B(t)| ≥ 1

6d`+1/2

(
1 + ε

ε

)δdε
,

where we require E|B(t)| = ω →∞, say. This is satisfied for large ` by any

δ ≥ 10

ε log(1 + 1/ε)

` log d

d
≥ C` log d

d
,

for some constant C, as ε ≥ 1/100. Choose ` = d/(ω log d), then δ = O(1/ω) and E|B(tL)| →
∞ as required. With this value of `, for any pair v, w ∈ B(t) an argument similar to Section
2.4, (with the simplifying fact from Lemma 6.2, that if ε is constant, then δ = α0dε for some
constant α0 ∈ (0, 1)), that will ensure that Rγ(v,w) = 1+o(1). The rest of the proof is similar
to the previous case.
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4 Appendix: Conductance and other technical details

4.1 Conductance of Qn,p

The conductance Φ = ΦG of a graph G = (V,E) is defined as

ΦG = min
S⊂V (G)

0<π(S)≤1/2

e(S : S)

dG(S)
,

where d(S) =
∑

v∈S dv is the degree of a set of vertices S in the graph G, S = V \ S and

e(S : S) = |E(S : S)|. The expression π(S) ≤ 1/2 is equivalent to d(S) ≤ |E(G)|; multiply
the former by 2|E(G)| to obtain the latter.

The edge isoperimetric inequality for the hypercube, Harper [16], states that

min
S⊆V
|S|≤n/2

{
|E(S, S)|

}
≥ |S|(d− log2 |S|). (23)

The bound is tight for sets S which are vertices of a subcube of Qn. For random sub-
hypercubes we have the following lower bound.

Proposition 5. With high probability Qn,p has conductance

ΦQn,p = Ω

(
1

d3 log d

)
.

Proof. Case 0. 1 ≤ |S| ≤
√
d. By Lemma 7.1, w.h.p. vertices of degree at most L =

100d/ log d are distance at least d/2 log d apart. Let S1 ⊆ S be vertices of degree at most L
and S2 = S \ S1. Then

e(S1, S) = d(S1) and e(S2, S) ≥ 100|S2|d/ log d− 2|S2| log2 |S2| ≥ |S2|d/ log d,

and d(S) ≤ d(S1) + d|S2|. It follows that

ΦS ≥
1

log d
. (24)
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Case 1:
√
d ≤ |S| ≤ n/3d. Referring to (23), as p > 1/2 the number of retained edges

e(S : S) is at least X ∼ Bin(s(d− log2 s), 1/2). Thus,

P(∃S :
√
d ≤ |S| ≤ n/3d, e(S : S) ≤ s(d− log2 s)/d)

≤
n/3d∑
s=
√
d

n(ed)s−1 P(X ≤ s(d− log2 s)/d) (25)

≤
n/3d∑
s=
√
d

n(ed)s
(ed)s(d−log2 s)/d

2s(d−log2 s)
(26)

=

n/3d∑
s=
√
d

(
s 2d/s

(ed)(log2 s)/d

(ed)2

n

)s
(27)

≤
n/3d∑
s=
√
d

(
e1+o(1)

3

)s
= o(1).

In (25) we used the estimate (ed)s−1 as an upper bound on the number of trees of size s in
Qn, rooted at a fixed vertex, see [3]. If S induces more than one component this can only
increase the number of edges to S. Equation (26) used the following.(

k

N

)k k∑
i=0

(
N

i

)
≤
(
k

N

)k k∑
i=0

N i

i!
=

k∑
i=0

ki

i!

(
k

N

)k−i
≤ ek. (28)

Here N = s(d − log2 s) and k = N/d. The bracketed term in (27) has a unique minimum
at s = d log 2/(1− (log2 ed)/d) > n/3d. Therefore the maximum value in the bracket in the
sum occurs at s = n/3d.

If s ≤ n/3d, then s(d− log2 s)/d ≥ s log2 d/d. Thus for |S| ≤ n/3d,

e(S : S)

d(S)
= Ω

(
log2 d

d2

)
. (29)

Case 2: |S| ≥ n/3d. It follows from [1], and Theorem 1.4 of [12] respectively that given
δ > 0 there exists constants c1, c2 > 0 such that if q = c

d
, c ≥ c1 then Qn,q contains a

subgraph H such (i) |V (H)| ≥ (1− δ)n and (ii) H is a (c2/d
2 log d)-expander. A graph G is

an α-expander if |N(S)| ≥ α|S| for all S ⊆ V (G) for which |S| ≤ |V (G)|/2.

By the above, Qn,p contains the union of h ∼ dp/c independent and uniformly chosen vertex
subsets H1, H2, . . . , Hh ⊆ Qn, each of which induces an expander. Let Γ = ∪hi=1Hi, so that
Γ ⊆ Qn,p. The graph Γ and each independent copy H = Hi have the following properties
w.h.p.:

P(i). |E(Hi)| ∼ 1
2
cn.
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P(ii).
∑

v:dH(v)/∈[.99c,1.01c]

dH(v) ≤ ne−Ω(c).

P(iii).
∑

v:dΓ(v)/∈[.99dp,1.01dp]

dΓ(v) ≤ ne−Ω(d).

P(iv). |E(Γ)| ∼ 1
2
ndp.

We need to estimate

ΦΓ = min {ΦS : dΓ(S) ≤ |E(Γ)|} , where ΦS =
eΓ(S : S)

dΓ(S)
.

It follows from P(iii) that for n/3d ≤ |S| ≤ 2n/3

0.98dp|S| ≤ 0.99dp|S| − ne−Ω(d) ≤ dΓ(S) ≤ 1.01dp|S|+ ne−Ω(d) ≤ 1.02dp|S|.

So dΓ(S) = κd|S| for some constant κ, 0.98p ≤ κ ≤ 1.02p, and dΓ(S) ≤ |E(Γ)| holds for
|S| ≤ 3n/5.

A similar argument using P(ii) implies that if S ⊆ V (Hi) and ni = |V (Hi)| then

0.98c|S| ≤ 0.99c|S| − nie−Ω(c) ≤ dΓ(S) ≤ 1.01c|S|+ nie
−Ω(c) ≤ 1.02c|S|.

Also, with h = dp/c and δ = .0001,

P(n/3d ≤ |S| ≤ 3n/5 : |S ∩ V (Hi)| < 0.99|S| for all values i = 1, ..., h)

≤
3n/5∑
s=n/3d

(
n

s

)
[P(Bin(s, 1− δ) < 0.99s)]h

≤
3n/5∑
s=n/3d

(ne
s

)s
e−Ω(ds/c) =

3n/5∑
s=n/3d

(ne
s
e−Ω(d/c)

)s
= o(1). (30)

It follows that if n/3d ≤ |S| ≤ 3n/5, there exists Hi such if T = S∩V (Hi) then |T | ≥ 0.99|S|.

Next let T ′ be the smaller of |T |, |V (Hi) \ T | and note that |T ′| ≥ |S|/2. By Theorem 1.4
of [12] the set T ′ has at least c2|T ′|/d2 log d neighbours in |V (Hi) \ T |, and as by definition
S \ T is disjoint from Hi,

e(S : S) ≥ e(T ′ : V (Hi) \ T ′) ≥
c2|T ′|
d2 log d

≥ c2|S|
2d2 log d

.

In summary, for n/3d ≤S≤ 3n/5,

e(S : S)

dΓ(S)
= Ω

(
1

d3 log d

)
.

The claim of Proposition 5 then follows from (24), (29) and the above.
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4.2 Various supporting lemmas

Minimum degree: General bounds

Lemma 6. The following hold w.h.p. in Qn,p, for p = (1 + ε)/2.

1. If dε = ω →∞ there are no vertices of degree zero. Moreover, if dε = (i− 1 + θ) log d,
where i is a fixed integer and θ ∈ (0, 1) constant, the minimum degree δ is i.

2. If ε is constant then δ ≥ α0dε for some constant α0 ∈ (0, 1).

Proof. Case 1. The expected number of vertices of degree zero is nqd which tends to zero
for any dε = ω →∞. Let Xj denote the number of vertices of degree j. Then

EXj = n

(
d

j

)
pjqd−j =

(
d

j

)
(1 + ε)j(1− ε)d−j (31)

So, if j ≤ i− 1 then

EXj ≤
(
de(1 + ε)

(1− ε)j

)j
d−(i−1+θ) = o(1).

Whereas

EXi ≥
(
d(1 + ε)

(1− ε)i

)i
d−(i−1+θ) →∞.

An application of the Chebychev inequality will show that Xi > 0 w.h.p.

Case 2. Putting j = αdε, where α < 1/3, we obtain from (31) that

EXj ≤
(

d

αdε

)
e−(d−2α)ε2 ≤

( e

αε

)αdε
e−dε

2/3 ≤ e−dε
2/4,

for small α. Taking the union bound over at most d values for j, we see that the minimum
degree is at least αdε w.h.p. for some small α > 0 constant.

Low degree vertices. The following argument concerns the distance h between low degree
vertices. Fix the values of h, L to

h =
d

2 log d
, L =

100d

log d
.

Say a vertex v is of ‘low degree’ if dv ≤ L and let SL = {v ∈ V : dv ≤ L}. For large values
of p, by Lemma 6.2 above, Lemma 7.1 holds with SL = ∅.

Lemma 7. Let p = 1
2
(1 + ε), p ≥ pc, then the following hold w.h.p.:

1. No two vertices of degree at most L are within distance h of each other.
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2. If ε ≤ 1/100, no two vertices of degree at most (101/100)dε are within distance h of
each other.

Proof. The probability there exist two vertices of SL are within distance ` ≤ h is

P (h) ≤ n
h∑
i=1

di

(∑
`≤L

(
d

`

)
p`qd−`

)2

= O(1)ndh
((

d

L

)
pLqd−L

)2

≤ O(1)

n

(
dep

Lq

)2L

dh(1− ε)2d

≤ ed/2

n

(
e log d

50

)200d/ log d

= o(1).

Indeed, let u,w ∈ SL and let uv1 · · · v`w be a path between them of length ` ≤ h. The
number of paths length ` ≤ h is at most hdh. The n on the first line upper bounds the
number of choices for u, and the last term upper bounds the probability that the vertices
u,w have degree at most L. The third line follows from p/q ≤ 2 provided ε ≤ 1/3, and
dh = ed/2 = n1/ log 4.

The second case is similar but requires the further information (see (34) of Section 4.3
below) that the probability a vertex has degree at most 101dε/100 is at most Θ(1)((1 +
ε)/ε)101εd/100/n in which case the probability P (h) of the stated event satisfies

P (h) ≤ O(1)

n

(
1 + ε

ε

)202εd/100

dh.

For P (h) = o(1), we require that(
log 2− 1

2
− 202

100
ε log

1 + ε

ε
− o(1)

)
> 0.

The function x log(1 + x)/x is monotone increasing for x ∈ (0, 1/(e − 1)], so the above
condition holds for ε ≤ 1/100.

4.3 Degree of the last to be visited vertices.

Let

N(i) =
dd

ii(d− i)d−i

(
p

q

)i
qd,

so that

EXp(i) = N(i) n

√
d

2πi(d− i)
(1 + od(1)).
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For p ≥ pc, εd ≥ θ log d (for some θ > 0 constant). Thus for ε < 1,
√
d/(dε(d− dε)) = o(1),

whereas if i ≥ 1 constant then
√
d/i(d− i) = Θ(1).

If i = dp then d− i = dq so

N(dp) =
dd

(dp)dp(dq)dq
pdpqdq = 1.

For 0 ≤ x < p, as d− d(p+ x) = d(q + x),

N(d(p− x)) =
ddpd(p−x)qd(q+x)

(d(p− x))d(p−x)(d(q + x))d(q+x)

=
pd(p−x)

(p− x)d(p−x)

qd(q+x)

(q + x)d(q+x)
. (32)

Now,

N(dε) =
1

2d

(
1 + ε

ε

)εd
=

1

n

(
2p

2p− 1

)d(2p−1)

.

Thus

EX(dε) ∼ 1√
2πdε(1− ε)

(
1 + ε

ε

)εd
. (33)

Next, for α ∈ (−1, 1),

[N(dε(1− α))]1/d =
1

2

(
(1 + ε)

ε(1− α)

)ε(1−α)(
(1− ε)

1− ε(1− α)

)1−ε(1−α)

=
1

2

(
1 + ε

ε

)ε(1−α)
1

(1− α)ε(1−α)

(
1− ε

1− ε+ αε

)1−ε+αε

=
1

2

(
1 + ε

ε

)ε(1−α)

Gε(α). (34)

We next prove that the function Gε(α) has a maximum Gε(0) = 1 at α = 0, and that

Gε(α) = e−Θ(α2ε),

is monotone decreasing from this for α ∈ (−1, 1).

Let F (α) = logGε(α), then F (0) = 0,

F ′(α) = ε log
(1− ε)(1− α)

1− ε+ αε
, F ′′(α) = − ε

(1− α)(1− ε(1− α))

so F ′(0) = 0 and, provided α < 1, for some θ ∈ [0, 1],

F (α) = (α2/2) · F ′′(θα) = −α2εΘ(1).
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Let Cα = 1/ (2πdε(1− α)(1− ε(1− α)))1/2. When t = ndp log 2p/(2p − 1) the value of
e−dε(1−α)t/ndp is (ε/(1 + ε))dε(1−α). Thus the expected number of vertices of degree dε(1− α)
still unvisited at time t (see (12)) is asymptotic to

n CαN(dε(1− α))e−dε(1−α)t/ndp = Cα (Gε(α))d = Cα e
−α2εdΘ(1).

Arguing as in Section 3.3 we see that vertices of degree ∼ dε should be last to be visited.

4.4 Concentration of the number of vertices of a given degree

Recall that X(i) = Xp(i) is the number of vertices of degree i in Qn,p. The expected value
of X(i) is given in (8).

Variance of X(i). Let X = X(i) then

EX(X − 1) = n(n− d)

((
d

i

)
piqd−i

)2

+ n

(
d

i

)
piqd−i

{
i

(
d− 1

i− 1

)
pi−1qd−i + (d− i)

(
d− 1

i

)
piqd−1−i

}
.

The first term is for vertices v at distance at least two from vertex u in Qn. The second term
is for those vertices at distance one from vertex u in Qn which are a neighbour of u in Qn,p,
and those v which are not, respectively.

Thus with η =
(
d
i

)
piqd−i,

EX(X − 1) = n2η2 − ndη2 + nη2

(
i2

dp
+

(d− i)2

dq

)
= n2η2 + nη2 (pd− i)2

dpq
,

and

VX =EX(X − 1) + EX − (EX)2

=nη + nη2 (pd− i)2

dpq

=EX
(

1 + EX
1

n

(dp− i)2

dpq

)
.

Concentration of vertices of degree dε. The expected value of X(dε) is given by (19).
From the above, as dp− dε = dq

VX(dε) = EX(dε)

(
1 + EX(dε)

1

n

dq

p

)
= (1 + o(1))EX(dε).
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The probability that X(dε) deviates significantly above EX(dε) is therefore

P(X(dε) ≥ EX(dε) +
√
ωEX(dε)) ≤ 1 + o(1)

ω
.
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