Day 7

Wednesay May 30, 2012

1 Induction

Recall the principle of induction says that if we prove ¢(0) and prove Vn € N.p(n) — ¢(n+ 1) then we can
conclude Vn € N.p(n). Proving ¢(0) is called the base case, proving Vn € N.p(n) — ¢(n + 1) is called
the inductive step; the assumption you will get from proving this (namely ¢(n)) is called the induction
hypothesis.

Let’s take a minute to fully appreciate what is going on. Why would someone care if Vn € N.p(n)?
Well, as we know, the way that you use a universal quantifier is to instantiate the quantifier at values; for
instance, you might prove Vn.p(n) to know that ¢(75) is true.

The principle of induction essentially gives you a procedure to get the proof of p(n) for any n, and hence
proves it for any n. For instance, if you proved Vn € N.¢(n) so you’d be able to conclude ¢(75), you actually
didn’t need to do induction; from your proof, you could get the following proof of ¢(75):

(0)
¢(0) = (1) therefore (1)
e(1) = ¢(2) therefore (2)
©(2) = »(3) therefore (3)
@(74) — <P(75). therefore 30(75).

But, the induction principle tells us because we can “read off” this kind of proof from our induction proof
for any value of n, not just 75, we have it for every n € N. It is important to note though that this is was is
actually going on in an inductive proof. After you do an inductive proof you should mentally check that it
is possible to conclude any value n € N by doing the above kind of procedure.

1.1 Some Examples

Theorem 1. n(n + 1) is even for every n in the naturals.

Proof. We proceed by induction on n.

For the base case, n = 0, and 0 is even, so we are done.

Assume that we have n(n + 1) is even for some arbitrary n € N. We seek to show that (n+ 1)(n + 2) is
even. Well, (n +1)(n+2) =n(n+1) 4+ 2(n + 1). By our induction hypothesis, the left term of the sum is
even, and as the second is multiplied by 2 it is even. Therefore, the sum is even.

So, by induction, the statement is true for all n € N. O

Theorem 2.

ZiQ _ n(n + 1)6(2n +1)

Proof. We do induction on n.
If n = 0 then, obviously the sunm if 0, which satisfies the formula.



Otherwise, let n be arbitrary and assume that > % = "(”H)GM

We want to show that it true for n + 1. Well

. This is our induction hypothesis.
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=n+1)2+

So by induction, it is true for every n € N. O

Example 1. Consider a 2" x 2" chessboard for n natural, n > 0. Remove a corner. Prove that you can
then cover the board with L shaped triominoes.

Proof. Go by induction on n. In the case when n = 1, a 2 x 2 chessboard with a corner removed is a L
shapes triomino.

Assume it is true for n, and now consider a 2"+ x 2"*! board. Remove a corner. Divide the board into
4 quadrants, each of which is a 2 x 2™ board. One of those has a corner removed. By IH, we can cover that
quadrant. Then, put a triomino in the center of the board so that exactly one corner is removed from each
of the smaller boards. Now, us the IH on each of these, and you are done. O]

What about if you remove any corner?

Example 2. Play a game with 2 people. You start with 0, and then alternate adding either 1, 2, or 3 to a
running total. The first person to add to 1000 wins. Prove Player 2 has a winning strategy.

Proof. We prove that if n > 0 is divisible by 4 player 2 has a winning strategy. So, we do induction on m to
prove player 2 wins if you are trying to get n = 4m.

Suppose that n = 4. Then no matter what Player 1 does, Player 2 can get to 4.

Suppose that Player 2 can successfully get to 4m first, for some m. Then we want to show he can get
to 4(m + 1) = 4m + 4. Well, he first plays the strategy which allows him to get to 4m, which he can do by
induction hypothesis. Then, Player 1 moves; as in the base case, player 2 always has a corresponding move
to get him to 4m + 4. O

Example 3. For every positive integer n
5" +5< 5"t

Proof. By induction on n. For our base case, we have n = 1. 5! +5 = 10 < 25 = 52
Assume it is true for n; so 5" + 5 < 5”71, Want to show that it is true for n + 1. So we have

5" +5 < 5l — pntl 4 52 < g2

So, as 5 < 52 we have
5T 45 < 5 452

Putting it all together
5" 45 < 5" + 5% < 52

So, but induction, it is true for all n O



1.2 A Dual Notion: Recursion

Induction is a way to prove things about all natural numbers. The dual notion to this is the notion of
recursion. Recursion is a way to define something for all natural numbers. It has a similar metaphor as
the dominoes: we define something for the first natural number, and then assume that we have it for the
nth natural, and define it for the n + 1th natural number.

You have seen this before.

Example 4. A sequence of natural numbers is an infinite ordered set of natural numbers. We will talk
about sequence in great detail soon in the course, but you have already seen many sequence in your life. We
will write sequence as (a;);en, and each a; is a natural number for each ¢ which is a natural number. Let’s
consider the following sequence:
We define ag := 1, and we suppose that we have defined a,, for some n € N and define
Ap41 = 2a,

Let’s look at the first few values of the sequence

(1,2,4,8,16,32, )

Do you have a conjecture about what this sequence could be?

Claim 1. For every n € N we have a, = 2"
Proof. We say recursion is a dual notion of induction because they are related. We
often prove claims about recursively defined objects by induction.
So, we proceed by induction on n.
ag =1 = 29, thus the base case is satisfied.

For our inductive hypothesis, we let n be an arbitrary value and assume that a,, = 2".
Now, we hope to prove that a,; = 2""1.
Well,

Unp1 =2 ap =227 =2nt1

Thus, by induction we have the result for all n € N. uv
We can also have recursive sequences which are defined with more complications.
Example 5. Define the sequence a; as follows:
ag =0
a; =2
an = 4(ap-1 — @n-2) forneNandn > 1

Let’s look at this sequence
(2,8,40,96,...)

Let’s prove something about these numbers.
Theorem 3. For alln, a, =n-2".

Proof. Note that ag = 0 which is 0 - 2°.

Now, suppose that n is arbitrary, n > 0 and it is true for n. We want to show it is true for n + 1.

We do not have that a,+1 = 4(a,, — a,—1). This is because n could be 0, and that formula only holds
for n > 1. Therefore, we have to do cases on whether n is 0 or not. Alternatively, we could have done 2 base
cases to “bootstrap” the inductive case.

If n = 0, then similarly, 1-2' =2 = a4.

So, we can assume n > 0. Then a,y; = 4(a, — a,—1). By our induction hypothesis, a,, = n - 2" and
an—1=(n—1)-2""1 So we have

angy1 =4(n-2"—(n—1)- 2" 1) =4-2""2n—n+1) = 2" (n+1)



1.3 Stronger IH

So far we’ve been essentially doing Vn € N . ¢(n) = ¢(n+ 1) in our induction step. This is all fine, but can
we do better? More assumptions are good.

For example, back to the dominoes, why did we just assume that the domino i fell to ask if the i + 1th
domino will fall? We actually really knew that all of the previous dominoes fell.

Therefore, we allow ourselves a stronger inductive step, which is to prove:

VYneN. (Vm e Nom <n — ¢(m)) = ¢(n)
So, proving this induction step in this way allows our induction hypothesis to be:
Ym e Nom < n — ¢(m)

Or, in other words, ¢(m) holds for all m < n. This is much stronger, because we are not assuming that just
one value was true, but all smaller ones!

Example 6. Suppose there are two types of stamps: 4 cent stamps and 5 cent stamps. Prove that you can
make any postage exactly, where the minimum postage is 12 cents.

Scratch Work. Well, you can make 12 a 12 cent stamp by using 3 4 cent stamps. As for 13, you can do a
5 cent stamp and 2 4 cent stamps; for 14 you can use 2 5 cent stamps and 1 4, and for 15 you can use 3 5
cent stamps.

Notice though, 16 is a 12 cent stamp, add a 4. So it seems like we only needed to do these calculations.
O

Proof. By the above calculations, we know that we can make 12, 13, 14, and 15. We will prove by induction
we can make every value larger than 15.

Let n be a natural number larger than 15, and assume that for all values of m in 12 < m < n, we can
make m cent postage; this is our induction hypothesis. Notice, at the minimm n is 16, and our assumptions
are exactly the cases we worked out by hand.

WEell, n > 15, and so n — 4 is on this interval. So by our induction hypothesis there is some combinations
of stamps that allow us to make n — 4 cent postage. Then, use that combination of postage, and add one
additional 4 cent stamp, and we have made the correct postage. O

Example 7. Every positive integer greater than 1 can be factored as the product of powers of prime numbers.

Proof. We do this by induction on n. For n = 2, we are done, as 2 itself is prime.

Let n be an arbitrary integer greater than 2, and suppose it is true for every 1 < m < n, and we seek to
prove that is is true for n.

If n is prime, then we are done. Otherwise, n is not prime. Not prime means it has a proper factor (ie.
not 1 and not n). Call these factors a and b, ie. a-b = n. By induction a and b both have factors into
powers of prime factors. Therefore n is written as a product of prime powers. O

Moreover, we can prove the following:
Example 8. Every positive integer has a unique prime factorization.

What are your ideas for how to prove this uniqueness result?
There two results together are called the Fundamental Theorem of Arithmetic
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