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Abstract. Simplex slicing (Webb, 1996) is a sharp upper bound on the vol-

ume of central hyperplane sections of the regular simplex. We extend this

to sharp bounds in the probabilistic framework of negative moments, and be-

yond, of centred log-concave random variables, establishing a curious phase

transition of the extremising distribution for new sharp reverse Hölder-type

inequalities.
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1. Introduction

1.1. Motivation. The problem of finding minimal and maximal volume sections —

critical sections — of various convex bodies has received significant attention over

the last several decades. This topic, being somewhat tangential to the broad area

of geometric tomography, has nevertheless played a pivotal role in its development,

as witnessed for instance by a strikingly simple counter-example to the Busemann-

Petty problem thanks to Ball’s famed cube slicing result (see [2, 3] for details).

Notably, the study of critical sections has also been fruitful in developing robust

methods, with Fourier analytic ideas at the core (see [25]), only recently to be

souped-up by a nascent probabilistic point of view involving negative moments of

weighted sums of random variables (see, e.g. [11, 12, 15]). We refer to the recent

survey [32] showcasing this approach, as well as contextualising it further, with

comprehensive references and historical account. This very line of thought serves

as the main motivation for this paper.
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Our starting point is Webb’s simplex slicing result from [36] and the question

whether it admits a probabilistic extension to negative moments, akin the afore-

mentioned Ball’s cube slicing generalised in such a way in [11].

Concretely, let us consider the regular n-dimensional simplex

∆n :−

x ∈ Rn+1,

n+1∑
j=1

xj = 1, x1, . . . , xn+1 ≥ 0


embedded in the hyperplane H :− {x ∈ Rn+1,

∑
xj = 1} in Rn+1 (that is, the

vertices of ∆n are the standard basis vectors e1, . . . , en+1).

Webb in [36] showed that the maximal volume central section of the regular simplex

is attained at hyperplanes containing all but two vertices of the simplex, namely

max
H

voln−1(∆n ∩H) =

√
n+ 1

(n− 1)!
· 1√

2
,

where the maximum is taken over all affine subspaces H of H of (relative) codi-

mension 1 constrained to pass through the barycentre 1
n+1 (1, . . . , 1) of ∆n. Plainly,

every such hyperplane H extends to a codimension 1 subspace of Rn+1 by taking the

affine hull of H and the origin, yielding a hyperplane a⊥ :− {x ∈ Rn+1, 〈a, x〉 = 0}
in Rn+1 with an outer-normal vector a = (a1, . . . , an+1) satisfying

∑n+1
j=1 aj = 0

(so that a⊥ contains the barycentre of ∆n). (We use the standard Euclidean struc-

ture given by the inner product 〈x, y〉 :−
∑
xjyj and resulting Euclidean norm

|x| :−
√
〈x, x〉 for arbitrary vectors x and y.) With this identification and the

normalisation |a| = 1, we have the following formula for volume of sections, instru-

mental in Webb’s work,

(1) voln−1(∆n ∩ a⊥) =

√
n+ 1

(n− 1)!
· f∑ ajEj (0).

For completeness, we include a standard derivation in the appendix. Here f∑ ajEj

is (the continuous version of) the density of the random variable
∑n+1
j=1 ajEj , and

E1, . . . , En+1 are independent identically distributed (i.i.d.) standard exponential

random variables (that is with density e−x1(0,+∞)(x) on R). Webb’s result thus

amounts to the following sharp upper bound on the density at 0 of weighted sums

of i.i.d. exponentials Ej ,

(2) f∑ ajEj (0) ≤ 1√
2
,

for all unit vectors a with
∑
aj = 0, with equality attained if and only if a =

ej±ek√
2

,

for some j 6= k.
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At the heart of the aforementioned negative moments paradigm lies the following

elementary fact: for an integrable function f on R which is, say, continuous at 0,

we have

f(0) = lim
p↘−1

1 + p

2

∫
R
|x|pf(x)dx,

for instance see Lemma 4 in [20] as well as Lemma 4.3 in [12] for a multivariate

version. In view of this observation, Webb’s result can be restated in a yet another

equivalent form, as the bound

(3) lim
p↘−1

1 + p

2
E

∣∣∣∣∣∣
n+1∑
j=1

ajEj

∣∣∣∣∣∣
p

≤ 1√
2

= lim
p↘−1

1 + p

2
E
∣∣∣∣E1 − E2√

2

∣∣∣∣p .
for all unit vectors a with

∑
aj = 0. Does this bound continue to hold without

taking the limit, say for all fixed p in some neighbourhood of −1?

1.2. Main results. Recall that a real-valued random variable X is called log-

concave, if it is continuous with a log-concave density f on R, that is a function

of the form f = e−φ with a convex function φ : R → (−∞,+∞]. For instance,

a uniform random variable on an interval, or a Gaussian random variable is log-

concave, and most importantly for this discussion, exponential random variables are

log-concave. Moreover, it is well-known that convolutions of log-concave functions

are log-concave (by the Prékopa-Leindler inequality), thus sums of independent log-

concave random variables are log-concave. They naturally play a prominent role in

modern convex geometry, see the monographs [1, 8] for background. Needless to

say, the weighted sums

X =
∑

ajEj
of independent exponential random variables Ej have naturally arose in simplex

slicing, as just considered. These are log-concave random variables. Owing to the

geometric constraints imposed on the weights aj , they are centred, that is with

mean 0,

EX =
∑

aj = 0,

and they have variance 1,

Var(X) =
∑

a2j = 1.

Our main results address the question we left hanging.

Theorem 1. For every −1 < p ≤ 1 and every mean 0 log-concave random variable

X, we have

‖X‖p ≥ 2−1/2Γ(p+ 1)1/p‖X‖2,
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which is sharp with equality attained by a standard double-exponential random vari-

able X (with density 1
2e
−|x| on R).

Here and throughout, we use the standard notation of Lp-norms1: for a random

variable X and p ∈ R,

‖X‖p :− (E|X|p)1/p ∈ [0,+∞],

with the usual convention of adopting the limiting expressions as definitions at

p = 0 and p = +∞, respectively as ‖X‖0 :− eE log |X| (the geometric mean) and

‖X‖∞ :− ess sup|X| (the essential supremum). For log-concave random variables

X, ‖X‖p is finite for all p ∈ (−1,+∞) as a result of an exponential decay of their

densities (see, e.g. Lemma 2.2.1 in [8]).

In particular, for any log-concave random variable X with mean 0 variance 1, and

for every −1 < p < 0, Theorem 1 yields

E|X|p ≤ 2−p/2Γ(p+ 1) = 2−p/2
Γ(p+ 2)

p+ 1
,

so after taking the limit,

fX(0) = lim
p↘−1

1 + p

2
E|X|p ≤ 2−1/2,

which, when specialized to sums of exponentials X =
∑
ajEj is Webb’s result, see

(2) and (3).

Theorem 1 is in fact obtained as a corollary to a sharp Lp−L1 moment comparison

inequality, where in lieu of the variance constraint, we impose the L1 constraint

(which goes hand in hand with the mean 0 constraint, but more on that later).

Intriguingly, there is a phase transition of the extremising distribution. Specifically,

for p ≥ 1, we define

(4) Cp :− max
{

Γ(p+ 1)1/p,
e

2
‖E − 1‖p

}
,

where E is a standard exponential random variable. In fact (see Lemma 13 in the

appendix),

(5) Cp =

Γ(p+ 1)1/p, 1 ≤ p ≤ p0,
e
2‖E − 1‖p, p ≥ p0,

where p0 = 2.9414.. is the unique solution to the equation Γ(p+ 1)1/p = e
2‖E − 1‖p

in (1,+∞). Our main result reads as follows.

1abusing the terminology slightly as these are not norms anymore when p < 1
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Theorem 2. For every log-concave random variable X with mean 0 and every

−1 < p ≤ 1, we have

(6) ‖X‖p ≥ Γ(p+ 1)1/p‖X‖1,

whilst for every p ≥ 1, we have

(7) ‖X‖p ≤ Cp‖X‖1,

with the constant Cp from (5). Both bounds are sharp with equalities attained at

either double-exponential or one-sided exponential random variables.

Theorem 1 follows at once. Indeed, using Theorem 2 twice, for −1 < p ≤ 1, we

have

‖X‖p ≥ Γ(p+ 1)1/p‖X‖1 ≥ Γ(p+ 1)1/p
1

C2
‖X‖2 = 2−1/2Γ(p+ 1)1/p‖X‖2.

The same argument shows in fact the sharp Lp−Lq moment comparison inequality

in the range where the extremiser is double-exponential.

Corollary 3. For every log-concave random variable X with mean 0 and every

−1 < p ≤ 1 ≤ q ≤ p0, we have

(8) ‖X‖p ≥
Γ(p+ 1)1/p

Γ(q + 1)1/q
‖X‖q.

1.3. Related works. Webb’s simplex slicing result has recently stimulated several

geometric results: a stability result for Webb’s inequality (2) has been established

in [30], and an asymptotically sharp reversal (i.e. a lower bound on volume) in [34],

proceeding several partial results from [9, 13].

Our Theorem 1 brings the probabilistic picture for simplex slicing to the same level

now that has been known for Ball’s cube slicing since the work [11] (interestingly,

there is also a single phase transition, occurring already for negative moments).

Finally, our main result, Theorem 2, falls into the realm of reverse Hölder-type

inequalities, a.k.a. Khinchin-type inequalities. Hölder’s inequality asserts that

‖X‖p ≤ ‖X‖q for an arbitrary random variable X as long as p ≤ q. Khinchin in

his work on the law of the iterated logarithm [24] established that for Rademacher

sums X, such inequalities hold in reverse as well, up to a multiplicative constant

depending only on p and q. It has been of interest to find other classes of random

variables for which the reversals hold and to determine best constants in such

inequalities (we refer to the introduction in [21] for many further references, as well

as to [4] for the latest developments).
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Log-concave random variables constitute a prominent class enjoying Khinchin-type

inequalities, with natural connections to convex geometry (marginals of uniform

measures on convex bodies are log-concave), which can be traced back at least to the

seminar paper [28] by Milman and Pajor; we also refer to Chapter 5 in the lecture

notes [19]. Even preceding this development (arising in a context of distributions

with monotone hazard rate significant in statistics with applications to renewal

processes), notable is the result of [5] where (8) was established for all −1 < p < q

for random variables X which are symmetric or nonnegative (a.s.) with log-concave

tails, i.e. when t 7→ − logP (X > t) is convex (implied when X is log-concave). For

Khinchin-type inequalities like (8) with sharp constants, weakening the symmetry

assumption however has proved challenging and has been investigated only recently

(in the case of actual Lp norms). Given 1 ≤ p ≤ q, let C∗p,q be the best constant

C such that ‖X‖q ≤ C‖X‖p holds for all log-concave random variables with mean

0. Eitan in [16] (Theorem 3.1 therein) has showed that C∗p,q = max0≤s≤1
‖Zs‖q
‖Zs‖p ,

that is C∗p,q is attained within the one parameter family of two-sided exponential

random variables Zs :− s(E − 1) − (1 − s)(E ′ − 1), 0 ≤ s ≤ 1, E , E ′ being i.i.d.

standard exponential random variables. Eitan has also conjectured that when p, q

are even integers, the maximum is attained at s = 0, 1 (a one-sided exponential),

and confirmed this for p = 2, and arbitrary even q, as well as for all even integers

p ≤ q ≤ 100. Nota bene, he has provided nice applications to geometry of convex

bodies characterising simplices as bodies with heaviest tails. Murawski in [29] has

established a concrete clean bound C∗p,q ≤
p
q .

Our main result completely determines C∗1,q (as well as C∗p,1 when −1 < p ≤ 1),

revealing a phase transition of the extremising distribution.

2. Proofs

2.1. Overall strategy and the main idea: L1 proxy. The proof of Theorem 2

will be done in two steps.

Step I: A reduction to two-sided exponentials.

Step II: An optimisation over the one parameter family of two-sided exponentials.
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At a high level, Theorem 1 amounts to solving the following optimisation problem

inf
/

sup

∫
R
|x|pf(x)dx subject to∫

R
f(x)dx = 1,

∫
R
xf(x)dx = 0,

∫
R
x2f(x)dx = 1,

where the inf
/

sup (depending on the sign of p) is taken over all log-concave func-

tions f : R → [0,+∞). The objective functional is in fact linear in f , so are the

constraints. After a compactification of the domain, this naturally lands itself into

a problem where the so-called localisation techniques developed in [17] may be

applied. As such (skipping many details), the problem is then reduced to optimi-

sation over the log-concave functions on a compact interval with at most 3 degrees

of freedom, leading to an explicit but complicated optimisation problem with 4

parameters (perhaps intractable, without any further nontrivial ideas).

To overcome such issues, our key idea is to introduce a proxy constraint: instead

of the L2 constraint, we impose the L1 constraint∫
R
|x|f(x)dx = 1.

Crucially, the mean 0 constraint
∫
R xf(x)dx = 0 is plainly equivalent to∫ +∞

0

xf(x)dx =

∫ 0

−∞
(−x)f(x)dx,

thus the L1 constraint in fact asserts that both integrals∫ +∞

0

xf(x)dx,

∫ 0

−∞
(−x)f(x)dx

are fixed to be 1
2 . Together with the convexity/concavity of x 7→ |x|p on (−∞, 0)

and (0,+∞), this is then leveraged in Step I by a simple optimisation argument on

each of the half-lines (−∞, 0) and (0,+∞) (without the need of compactification),

reducing the whole problem to densities f = e−φ with piece-wise linear potentials

φ having only two slopes, resulting in an explicit opitmisation problem over only 1

parameter, then tackled in Step II.

2.2. Crossing arguments. The workhorse of the main reduction in Step I is a

simple but quite powerful method of proving integral inequalities by analysing

the number of sign changes of the integrand. It will also be instrumental for

many tweaks in Step II to keep painstaking technicalities to a minimum. We

shall illustrate this technique now with a toy example (needed later anyway).

Let 0 < x1 < x2 < · · · < xk. We say that function f : (0,+∞) → R has sign

changes at x1, x2, . . . , xk with sign pattern (+,−, · · · ) (resp. (−,+, · · · )) if f is
7



positive (resp. negative) on (0, x1) ∪ (x2, x3) ∪ · · · and f is negative (resp. posi-

tive) on (x1, x2) ∪ (x3, x4) ∪ · · · . Similarly, we say that f has weak sign changes

at x1, x2, . . . , xk with sign pattern (0+, 0−, · · · ) (resp. (0−, 0+, · · · )) if f is non-

negative (resp. nonpositive) on (0, x1) ∪ (x2, x3) ∪ · · · and f is nonpositive (resp.

nonnegative) on (x1, x2) ∪ (x3, x4) ∪ · · · . If there exist 0 < x1 < x2 < · · · < xk

such that f has (weak) sign changes at x1, x2, . . . , xk, we say that f admits a finite

(weak) sign change pattern.

Remark 4. It is not true that for every smooth function f : (0,+∞)→ R and every

finite interval [a, b] ⊂ (0,+∞), if f takes both positive and negative values on [a, b]

then f
∣∣
[a,b]

admits a finite weak sign change pattern. However, it becomes true if

“smooth” is replaced with “analytic” or “convex”.

Lemma 5. Let h : (0,+∞)→ R be an integrable function. Suppose
∫ +∞
0

h(x)dx =

0. If h has exactly one weak sign change with sign pattern (0−, 0+), and if h is

nonzero on a set of positive measure, then∫ +∞

0

h(x)xdx > 0

(provided the integrability of h(x)x).

Proof. By the constraint that h integrates to 0, we have for every α,∫ +∞

0

h(x)xdx =

∫ +∞

0

h(x)(x− α)dx.

If h changes sign exactly once at say x0, then choosing α = x0, the integrand

becomes nonnegative on (0, x0) ∪ (x0,+∞). Since it is not true that h is zero

almost everywhere, the integral is strictly positive, as desired. �

This concept appears naturally in moment problems, was advanced in [14], and

has been extensively used in a variety of contexts, see [6, 7, 10, 16, 22, 26, 27, 31].

Robust tools of this sort can be traced back to the classical work [23] of Karlin and

Novikoff (with a slightly different focus on characterising certain cones of functions

and their duals).

2.3. A reduction to two-sided exponentials. Let E , E ′ be i.i.d. standard ex-

ponential random variables. For two parameters a, b ≥ 0, let

(9) Xa,b :− a(E − 1)− b(E ′ − 1).
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Note that the density ga,b of Xa,b reads

(10) ga,b(x) =

 1
a+be

−(x+a−b)/a, x ≥ −(a− b),
1
a+be

(x+a−b)/b, x < −(a− b)

(with the convention that for a = 0, or b = 0, the first, or the second case is empty,

respectively, where we put ga,b ≡ 0). In words, the distribution of Xa,b is a mixture

of two one-sided exponentials: aE − a + b with probability a
a+b and −bE ′ − a + b

with probability b
a+b .

The main reductions are done with the aid of the following key lemma leveraging

convexity.

Lemma 6. Let X be a log-concave random variable with mean 0. There are unique

a, b ≥ 0 such that

(11) P (X > 0) = P (Xa,b > 0) and E|X| = E|Xa,b|,

where Xa,b is defined in (9). Moreover, for a function ψ : R → R, convex on

(0,+∞), zero outside, we have

(12) E
[
ψ

(
X

E|X|

)]
≤ E

[
ψ

(
Xa,b

E|Xa,b|

)]
.

The same inequality holds if ψ is convex on (−∞, 0) and zero outside.

Proof. Let α :− P (X > 0). Without loss of generality, we can assume that α ≤ 1
2

(otherwise, we consider −X instead of X). Since EX = 0, by Grünbaum’s theorem

([8, Lemma 2.2.6]), in fact, α ∈ [ 1e ,
1
2 ]. Suppose that a ≥ b. Then,

P (Xa,b > 0) =

∫ +∞

0

ga,b =
1

a+ b

∫ +∞

0

e−(x+a−b)/adx =
1

e

eb/a

1 + b/a
.

Since the function u 7→ 1
e
eu

1+u is continuous and strictly increasing on [0,+∞), it is

bijective between [0, 1] and [ 1e ,
1
2 ]. As a result, there is a unique value of the ratio

b/a for which P (Xa,b > 0) = α. Furthermore, the mean of Xa,b is 0, so

1

2
E|Xa,b| =

∫ +∞

0

xga,b(x)dx =
1

a+ b

∫ +∞

0

xe−(x+a−b)/adx = aP (Xa,b > 0) .

Therefore, taking a = E|X|
2P(X>0) and b ≤ a determined by the value of the ratio b/a

prescribed above, we obtain (11).

We proceed with showing (12). By the homogeneity of X/E|X|, we can assume

that E|X| = 1. Let f : R → [0,+∞) denote the density of X. For brevity, we

shall write g = ga,b for the density of Xa,b given above. These are log-concave
9



log g

m

log f

Figure 1. The intersection pattern of log f and log g.

probability densities, by construction log g is piecewise linear with maximum at

m :− −(a− b) ≤ 0, enjoying the constraints∫ +∞

0

f =

∫ +∞

0

g,

∫ +∞

0

xf(x)dx =

∫ +∞

0

xg(x)dx,

thus also, ∫ 0

−∞
f =

∫ 0

−∞
g,

∫ 0

−∞
xf(x)dx =

∫ 0

−∞
xg(x)dx

(since
∫
f =

∫
g = 1 and

∫
xf(x) =

∫
xg(x) = 0). See Figure 1.

Note that f and g on [m,+∞) can intersect at most twice, that is g−f changes sign

at most twice because log f is concave and log g is linear. Similarly on (−∞,m].

Because of the integral constraints on [0,+∞), Lemma 5 asserts that g − f needs

to change its sign at least twice on [0,+∞), say at 0 ≤ x1 < x2, unless f = g

(identically). Then, g − f has the sign pattern (+,−,+) on (0,+∞). Incidentally

(it will be needed in the sequel), we also remark that g− f ≥ 0 on [m, 0] as log g is

linear on the entire half-line [m,+∞). We take λ, µ ∈ R such that ψ(x) − λx − µ
vanishes at x1, x2 (λ, µ are thus uniquely determined by the corresponding linear

equations). Since ψ is convex, ψ(x)− λx− µ enjoys the sign pattern (0+, 0−, 0+).

Then,

Eψ(Xa,b)− Eψ(X) =

∫ +∞

0

ψ · (g − f)

=

∫ +∞

0

(
ψ(x)− λx− µ

)
·
(
g(x)− f(x))dx ≥ 0,
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as the last integrand is pointwise nonnegative. It remains to address the case when

ψ is defined on (−∞, 0), that is to show that∫ 0

−∞
ψ · (g − f) ≥ 0.

As before, by the integral constraints, f and g must intersect at least twice on

(−∞, 0]. Since g − f ≥ 0 on [m, 0] and log g is linear whilst log f is concave on

(−∞,m], they must intersect at most twice on (−∞,m], thus on (−∞, 0] (since

g − f ≥ 0 on [m, 0]). Repeating the previous argument verbatim finishes the

proof. �

For 0 ≤ t ≤ 1, we consider a family

Et :− X1,t = E − 1− t(E ′ − 1)

of two-sided exponentials of mean 0. Letting

µt :− ‖Et‖1 =
2

e

et

1 + t
,

we rescale Et to define a family with the L1 norm fixed to be 1,

Ēt :− 1

µt
Et.

Note that µ0 = 2
e and µ1 = 1 and t 7→ µt is continuous strictly increasing on [0, 1].

Lemma 6 readily reduces the proofs of the main inequalities (6) and (7) to the

family {Ēt}t∈[0,1]. Indeed, suppose first that −1 < p < 0. Applying (12) twice to

ψ(x) = xp on (0,+∞) and ψ(x) = (−x)p on (−∞, 0), we get

sup
E|X|p

(E|X|)p
= sup
a,b≥0

E|Xa,b|p

(E|Xa,b|)p

with the supremum on the left taken over all mean 0 log-concave random variables

X. By the homogeneity and symmetry of the ratio
E|Xa,b|p
(E|Xa,b|)p , we can take 0 ≤ b ≤

a = 1 which results in

sup
E|X|p

(E|X|)p
= sup

0≤t≤1
E|Ēt|p,

or, taking the 1/p power (which is negative),

inf
‖X‖p
‖X‖1

= inf
0≤t≤1

‖Ēt‖p.

Arguing the same way in the case 0 < p ≤ 1 (using the concavity of |x|p on both

(0,+∞) and (−∞, 0)), we conclude that (6) follows once we prove that

(13) inf
0≤t≤1

‖Ēt‖p = ‖Ē1‖p = Γ(p+ 1)1/p, −1 < p ≤ 1.
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By the same token, (7) follows once we prove that

(14) sup
0≤t≤1

‖Ēt‖p = max
{
‖Ē1‖p, ‖Ē0‖p

}
= Cp, p ≥ 1.

This reduction also follows from Eitan’s results [16] (Theorem 3.1 specialised to

p = 1 therein). His approach uses direct comparison (based on the same main idea

of crossing arguments), instead of smoothing. We feel that our Lemma 6 is still of

value in this case because of its transparent utilisation of the L1 constraint.

Note that Ē1 = E1 = E − E ′ has the standard symmetric double-sided exponential

density 1
2e
−|x|, consequently |Ē1| has the same distribution as E , so ‖Ē1‖p = Γ(p+

1)1/p, whereas Ē0 = 1
µ0

(E − 1) = 2
e (E − 1), hence the right-most equalities in (13)

and (14) are as desired.

Before we proceed with proofs of (13) and (14), we establish necessary supplemen-

tary results.

2.4. Auxiliary lemmata. Throughout the rest of this paper, we follow the no-

tation introduced in the previous subsection, that is E , E ′ are i.i.d. Exp(1), Et =

E − 1− t(E ′ − 1), µt = E|Et| and Ēt = µ−1t Et, for t ∈ [0, 1].

Lemma 7. Let ft : [0,+∞)→ [0,+∞) be the density of |Ēt|. For every 0 < t < 1,

each of the functions ft − f0 and f1 − ft changes sign exactly 3 times on (0,+∞)

and has sign pattern (+,−,+,−).

Proof. In the notation of (9), we have Et = X1,t, so recalling (10), Et has density

g1,t, thus |Et| has density on (0,+∞) at x > 0 equal to

ρt(x) = g1,t(x) + g1,t(−x) =
1

1 + t
e−(x+1−t) +

1

1 + t

ex−(1−t), x ≤ 1− t,

e−x/t+(1−t)/t, x > 1− t,

=
et−1

1 + t

ex + e−x, x ≤ 1− t,

e−x + e−x/t+1/t−t, x > 1− t.

When t = 0 (following the convention in (10) that e−x/t+(1−t)/t is replaced by 0

identically on (1,+∞)),

ρ0(x) = e−1

ex + e−x, x ≤ 1,

e−x, x > 1.

Plainly

ρ1(x) = e−x.
12



Note that for every 0 < t ≤ 1, ρt is continuous, whereas ρ0 has a jump at x = 1

and is continuous elsewhere.

The density ft of |Ēt| = µ−1t |Et| is then ft(x) = µtρt(µtx).

Fix 0 < t < 1. First let us handle the function

h1(x) = f1(x)− ft(x) = ρ1(x)− µtρt(µtx).

Since
∫ +∞
0

h1 = 0, and h1 is not identically 0, it must change sign at least once;

additionally
∫ +∞
0

h1(x)xdx = 0, so h1 need change sign at least twice on (0,+∞),

by Lemma 5. It is evident that the ratio r1(x) = ft(x)/f1(x) = µtρt(µtx)ex is

convex on each of the intervals [0, αt] and [αt,+∞), where αt :− µ−1t (1− t) denotes

the point where the formula defining ft(x) changes. Moreover, r1(x) is strictly

increasing on [0, αt] (as the product of two strictly increasing functions) with r1(0) =

µtρt(0) = µ2
t < 1. It is also clear that r1(x) → +∞ as x → +∞. If r1(αt) ≤

1, then r1(x) = 1 would have no solutions on (0, αt) and exactly 1 solution on

(αt,+∞), resulting in f1 − ft having at most one sign change, ruled out earlier.

Therefore, r1(αt) > 1. Consequently, r1(x) = 1 has exactly one solution on (0, αt)

(by monotonicity) and exactly 2 solutions on (αt,+∞) (by convexity), resulting in

f1−ft having exactly three sign changes and the sign pattern (+,−,+,−) (because

r1(0) < 1).

Now we handle the function

h0(x) = ft(x)− f0(x) = µtρt(µtx)− µ0ρ0(µ0x).

As before, it necessarily has at least two sign changes.

We will frequently use that µt > µ0. Recall ρ0(µ0x) has a jump discontinuity at

x0 :− µ−10 and the formula for ρt(µtx) changes at x = αt = µ−1t (1− t) < µ−10 = x0.

It will be convenient to split the analysis into the consecutive intervals: [0, αt],

(αt, x0] and (x0,+∞).

On [0, αt], we have 1
2h0(x) = µt

et−1

1+t cosh(µtx) − µ0e
−1 cosh(µ0x). Since µt > µ0

and et−1

1+t > e−1, we have h0 > 0 on [0, αt].

On [αt, x0], ft is now strictly decreasing, whereas f0(x) = µ2
0 cosh(µ0x) is still

strictly increasing, so h0 changes sign at most once on this interval.

13



On (x0,+∞), the ratio

r0(x) =
ft(x)

f0(x)
=
eµt
µ0

ρt(µtx)eµ0x =
µt
µ0

et

1 + t

(
e−(µt−µ0)x + e−(µt/t−µ0)x+1/t−t

)
is clearly strictly decreasing with r0(x)→ 0 as x→ +∞. In particular, h0 can have

at most one sign change here, and is eventually negative.

Function h0 admits one more sign change, at the discontinuity point x0, so at most

3 sign changes on (0,+∞), and minimum 2 sign changes. As remarked, near 0,

h0 is positive, and eventually negative, thus it need change sign an odd number of

times. Thus we get exactly 3 sign changes. Since ft(x) < f0(x) as x → +∞, the

sign pattern is (+,−,+,−).

�

Lemma 8. For 0 ≤ t ≤ 1 and p > −1, we have

E|Et|p =
et−1

1 + t

(∫ 1−t

0

xpexdx+ Γ(p+ 1)

)
+

t

1 + t
E(tE + 1− t)p.

Proof. Recall Et = E−tE ′−(1−t). Using that the distribution of E−tE ′ is the same

as a mixture of two exponentials: E with probability 1
1+t , and −tE with probability

t
1+t , we have

E|Et|p =
1

1 + t
E|E − (1− t)|p +

t

1 + t
E(tE + 1− t)p,

and we calculate the first expectation,

E|E − (1− t)|p =

∫ +∞

0

|x− (1− t)|pe−xdx

=

∫ 1−t

0

(1− t− x)pe−xdx+

∫ +∞

1−t
(x− (1− t))pe−xdx

= et−1
(∫ 1−t

0

xpexdx+ Γ(p+ 1)

)
.

�

Lemma 9. We have

(i) The function t 7→ ‖Ēt‖2 is strictly increasing on [0, 1].

(ii) The function t 7→ ‖Ēt‖3 is unimodal on [0, 1]: first strictly decreasing, then

strictly increasing, with ‖Ēt‖3 ≤ ‖Ē1‖3 for all 1
5 ≤ t ≤ 1.

(iii) The function t 7→ ‖Ēt‖4 is strictly decreasing on [0, 1].
14



Proof of (i). We have,

‖Ēt‖22 = µ−2t Var(Et) = µ−2t (1 + t2) =
1

4
e2(1−t)(1 + t2)(1 + t)2.

Thus
d

dt
‖Ēt‖22 =

1

2
e2(1−t)t2(1− t2) ≥ 0,

with equality only at the endpoints t = 0, 1, so the claim follows.

Proof of (ii). We use Lemma 8,

E|Et|3 = 2

(
6et−1

1 + t
+ t3 − 1

)
,

and after some calculations, we arrive at

d

dt
‖Ēt‖33 =

3

4
e3(1−t)t(1 + t)

[
2t2 + 2t+ 1− t4 − 4et−1

]
.

Its sign is the same as the sign of the function in the square parentheses h(t) =

2t2 + 2t + 1 − t4 − 4et−1 which we now analyse. Since h′′′(t) = −24t − 4et−1 < 0,

h′ is concave. Moreover, h′(0) = 2 − 4/e > 0 and h′(1) = −2 < 0, so h′ is first

positive then negative on [0, 1]. Consequently, h first increases then decreases. Since

h(0) = 1− 4/e < 0 and h(1) = 0, we conclude that h is first negative, then positive

on (0, 1) with exactly one zero. As a result t 7→ E|Ēt|3 is first decreasing then

increasing. Finally, we check that E|Ē1/5|3 = 5.97.. < 6 = E|Ē1|3 which finishes the

proof.

Proof of (iii). We have,

E|Et|4 = E
(

(E−1)−t(E ′−1)
)4

= (1+t4)E(E−1)4+6t2
(
E(E−1)2

)2
= 9t4+6t2+9.

Then, using d
dtµt = µt

t
1+t , we find that

d

dt
‖Ēt‖44 = −12

t(1− t)2

µ4
t (1 + t)

(
3t2 + 3t+ 2

)
which is clearly negative on (0, 1), hence the desired function is decreasing. �

As in the proof of Lemma 6, we will repeatedly argue that certain integral inequal-

ities hold by rearranging the integrand to show that it is pointwise nonnegative,

analysing sign patterns of sums of certain power functions. We record the following

elementary lemma, adapted to concrete functions stemming from our setting.

Lemma 10. Given distinct p, q ∈ R such that q > 2 and 0, 1, p, q are pairwise

distinct, and positive numbers 0 < x1 < x2 < x3, there are unique α, β, γ ∈ R such

that the function

x 7→ xp − (α+ βx+ γxq)
15



changes sign on (0,+∞) exactly at x1, x2, x3. Moreover, it has the sign pattern

(i) (+,−,+,−) when p ∈ (−1, 0) ∪ (1, q),

(ii) (−,+,−,+) when p ∈ (0, 1) ∪ (q,+∞).

Proof. It is a theorem that for any reals a1 < a2 < · · · < an and b1 < b2 < · · · < bn,

the Vandermonde-type matrix (exp(aibj))1≤i,j≤n has positive determinant (see, e.g.

Problem 65 in Part Seven of [33]). Thus, the system of linear equations{
α+ βxj + γxqj = xpj , j = 1, 2, 3,

has a unique solution for α, β, γ (as its matrix is Vandermonde-type and thus has

nonzero determinant). This choice of the parameters α, β, γ results in the function

g(x) = xp − (α+ βx+ γxq)

having zeros at x1, x2, x3.

Now let x′ ∈ (0, x1) be arbitrary. By column operations, we compute

det

 x′p 1 x′ x′q

xp
1 1 x1 xq

1

xp
2 1 x2 xq

2

xp
3 1 x3 xq

3

 = det

 g(x′) 1 x′ x′q

g(x1) 1 x1 xq
1

g(x2) 1 x2 xq
2

g(x3) 1 x3 xq
3

 = det

 g(x′) 1 x′ x′q

0 1 x1 xq
1

0 1 x2 xq
2

0 1 x3 xq
3

 = g(x′) det

[
1 x1 x

q
1

1 x2 x
q
2

1 x3 x
q
3

]
.

Using the theorem about Vandermonde-type determinants, we see

(0− p)(1− p)(q − p) det

 x′p 1 x′ x′q

xp
1 1 x1 xq

1

xp
2 1 x2 xq

2

xp
3 1 x3 xq

3

 > 0

det

[
1 x1 x

q
1

1 x2 x
q
2

1 x3 x
q
3

]
> 0

and hence g(x′) is nonzero and has the same sign as (0−p)(1−p)(q−p). This holds

for any x′ ∈ (0, x1). Similar reasoning in the cases when x′ ∈ (x1, x2) or (x2, x3) or

(x3,+∞) yields the desired result. �

2.5. Proof of (13). Fix 0 < t < 1. First note that thanks to Lemma 9 (i) and

(iii), the function

q 7→ E|Ē1|q − E|Ēt|q

is positive at q = 2 and negative at q = 4, so by its continuity, there is q = q(t) ∈
(2, 4) where it vanishes. We fix such a value and call it q. As in Lemma 7, let ft be

the density of |Ēt|. Fix nonzero p ∈ (−1, 1). Observe that for arbitrary α, β, γ ∈ R,
16



we can write

E(|Ē1|p − |Ēt|p) =

∫ +∞

0

(
f1(x)− ft(x)

)
xpdx

=

∫ +∞

0

(
f1(x)− ft(x)

)
·
(
xp − (α+ βx+ γxq)

)
dx

as each of the integrals against α, βx and γxq is zero. We know from Lemma 7 that

the first parenthesis has exactly 3 sign changes on (0,+∞), say at x1 < x2 < x3,

with sign pattern (+,−,+,−). We choose α, β, γ from Lemma 10 for these nodes.

Moreover, from the lemma, the sign pattern of the second parenthesis is (+,−,+,−)

when −1 < p < 0, in which case the integrand is pointwise nonnegative and we get

E(|Ē1|p − |Ēt|p) ≥ 0,

that is ‖Ēt‖p ≥ ‖Ē1‖p (p is negative). Similarly, when 0 < p < 1, the sign pattern is

flipped resulting with the reverse inequality above and consequently again ‖Ēt‖p ≥
‖Ē1‖p, as desired. �

2.6. Proof of (14). The argument is broken into two parts. Recall from (5) that

p0 is defined as the unique solution to the equation ‖Ē1‖p = ‖Ē0‖p in p on (1,+∞)

(see also Lemma 13 in the appendix).

2.6.1. The whole range p ≥ 1 reduces to p = p0. Suppose (14) holds for p = p0. We

shall show now that it then holds for all p ≥ 1.

Case 1: 1 ≤ p ≤ p0. Fix 0 < t < 1. We proceed exactly as in the proof of

(13). Recall that the function q 7→ E|Ē1|q − E|Ēt|q is negative at q = 4 and by

the assumption made here, is nonnegative at q = p0. We fix then a value of

q = q(t) ∈ [p0, 4) where it vanishes and invoke Lemmas 7 and 10 (i) to conclude

that

E(|Ē1|p − |Ēt|p) =

∫ +∞

0

(
f1(x)− ft(x)

)
·
(
xp − (α+ βx+ γxq)

)
dx ≥ 0

as in the proof of (13).

Case 2: p ≥ p0. Quite similarly, by fixing 0 < t < 1, consider q 7→ E|Ē0|q − E|Ēt|q

which is negative at q = 2 (Lemma 9 (i)) and nonnegative at q = p0. Thus we can

take q = q(t) ∈ (2, p0] where the function vanishes. Then, we write

E(|Ē0|p − |Ēt|p) =

∫ +∞

0

(
f0(x)− ft(x)

)
·
(
xp − (α+ βx+ γxq)

)
dx ≥ 0,

17



where in view of Lemmas 7 and 10 (ii), the parentheses have the same sign pattern

(−,+,−,+), thus E|Ē0|p ≥ E|Ēt|p, as desired. �

2.6.2. Proof of (14) at transition point p = p0. We will use the explicit expressions

for the “low” moments (2nd, 3rd and 4th) as well as several pointwise estimates.

Recall that by the definition of p0, ‖Ē0‖p0 = ‖Ē1‖p0 = Γ(p0 + 1)1/p0 and that

p0 = 2.9414.. Our goal here is to show that

E|Ēt|p0 ≤ Γ(p0 + 1), 0 ≤ t ≤ 1.

First we show that this holds true for all t large enough, in fact for a range of p.

Lemma 11. For every 1 ≤ p ≤ 3 and 1
5 ≤ t ≤ 1, we have

‖Ēt‖p ≤ ‖Ē1‖p.

Proof. Fix 1 ≤ p ≤ 3 and 1
5 < t < 1. Using Lemma 9 (ii) and (iii), the function

q 7→ E|Ē1|q − E|Ēt|q

is positive at q = 3 and negative at q = 4, so there is 3 < q < 4 (depending on t)

where it vanishes. It remains to write

E(|Ē1|p − |Ēt|p) =

∫ +∞

0

(
f1(x)− ft(x)

)
·
(
xp − (α+ βx+ γxq)

)
dx

and analyse sign patterns using Lemmas 7 and 10 (i) to conclude that the integrand

is pointwise nonnegative. �

Now we finish the whole proof handling small t with a bit of technical work.

Lemma 12. For every 0 ≤ t ≤ 1
5 , we have

‖Ēt‖p0 ≤ ‖Ē1‖p0 .

Proof. Plainly, the assertion is equivalent to

E|Et|p0 ≤ µp0t Γ(p0 + 1), 0 ≤ t ≤ 1

5
.

Invoking Lemma 8,

E|Et|p0 =
et−1

1 + t

(∫ 1−t

0

xp0exdx+ Γ(p0 + 1)

)
+

t

1 + t
E(tE + 1− t)p0 .

Since p0 < 3, we can estimate the expectation using the 3rd moment as follows,

E(tE + 1− t)p0 ≤
(
E(tE + 1− t)3

)p0/3
= (2t3 + 3t2 + 1)p0/3 ≤ 2t3 + 3t2 + 1.

18



Note that there is equality at t = 0. Putting these together, it suffices to show that

et−1

1 + t

(∫ 1−t

0

xp0exdx+ Γ(p0 + 1)

)
+

t

1 + t
(2t3 + 3t2 + 1) ≤ µp0t Γ(p0 + 1),

for 0 ≤ t ≤ 1
5 . Recall µt = 2et−1

1+t , so the last inequality is in turn equivalent to∫ 1−t

0

xp0exdx+Γ(p0+1)+e1−tt(2t3+3t2+1) ≤ 2p0Γ(p0+1)e(t−1)(p0−1)(1+t)1−p0 .

Since we have equality at t = 0, it suffices to show that the derivative of the

difference between the right and left hand sides is nonnegative for 0 ≤ t ≤ 1
5 , that

is

−(1−t)p0e1−t+e1−t(5t3+9t2+1−2t4−t) ≤ 2p0Γ(p0+1)(p0−1)e(t−1)(p0−1)t(1+t)−p0 ,

or, after diving both sides by e1−t,

−(1− t)p0 + 5t3 + 9t2 + 1− 2t4 − t ≤ Ap0tetp0(1 + t)−p0 ,

where we have set

Ap0 = 2p0e−p0Γ(p0 + 1)(p0 − 1) = 4.39...

To show the last inequality, note that for 0 ≤ t ≤ 1
5 , crudely,

−(1− t)p0 + 5t3 + 9t2 + 1− 2t4 − t ≤ −(1− t)3 + 5t3 + 9t2 + 1− 2t4 − t

= 2t(3t2 + 3t+ 1− t3)

≤ 2t(3t2 + 3t+ 1) ≤ 4t,

whereas etp0(1 + t)−p0 ≥ 1, which finishes the proof. �

3. Final remarks

3.1. Variance constraint. As emerged from our motivating discussion, it is per-

haps most natural to consider extremising the Lp norm under the L2 constraint,

and Theorem 1 leaves open the following question of interest: given 1 < p < 2

(resp. p > 2), what is

inf (resp. sup)
‖X‖p
‖X‖2

over all mean 0 log-concave random variables X?

As pointed out earlier, Eitan’s Theorem 3.1 from [16] reduces this to the one-

parameter family of two-sided exponentials. Based on numerical experiments, we

conjecture that the extremising distribution is the symmetric exponential for 1 <

p < p∗ ≈ 1.68 and one-sided exponential for p > p∗, so as for the Lp −L1 problem,
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with the phase transition point p∗ occuring now in (1, 2). This is supported by the

case of even p which has been showed by Eitan (Theorem 1.4 in [16]). If we drop

the mean 0 constraint, insightful results have been recently obtained by Murawski

in [29].

3.2. Forward Hölder inequalities. It would also be of interest to determine

sharp constants in usual Hölder inequalities for centred log-concave random vari-

ables X, that is, most generally, given −1 < p < q, what is sup
‖X‖p
‖X‖q ?

3.3. Sums of exponentials. Khinchin-type inequalities with sharp constants usu-

ally concern weighted sums of i.i.d. random variables with quite specific distribu-

tions (say Rademacher, Steinhauss, uniform, spherically symmetric, etc.). Our

main results make a point that weighted sums of i.i.d. mean 0 exponentials turn

out to be amenable to the natural relaxation to the log-concave setting. In the con-

text of the previous remark, it is perhaps compelling to ask for the sharp constants

in the forward Hölder inequalities for such sums. For instance, given −1 < p < 2,

what is

inf
∥∥∥∑n

j=1 aj(Ej − 1)
∥∥∥
p

subject to
∑
a2j = 1, going towards a probabilistic extension of Tang’s result from

[34] which gives a tight bound in the limit p↘ −1?

Appendix

Proof of (1). We let f(x) = e−
∑n+1

j=1 xj1(0,+∞)n+1(x) be the density of the random

vector (E1, . . . , En+1). For a unit vector a, the density of the marginal
∑n+1
j=1 ajEj

at t ∈ R is
∫
a⊥+ta

f(x)d vol(x) (the integral understood with respect to the n-

dimensional Hausdorff measure on the affine subspace a⊥ + ta). Thus

f∑ ajEj (0) =

∫
a⊥
f(x)dvola⊥(x).

On the other hand, using Fubini’s theorem with respect to the parallel simplices

Ht = {x ∈ Rn+1
+ ,

∑
xj = t}, t ≥ 0, on which f(x) is constant equal to e−t, we

obtain ∫
a⊥
f(x)dvola⊥(x) =

∫ +∞

0

∫
Ht∩a⊥

e−tdvola⊥(x)

=

∫ +∞

0

e−t voln−1(Ht ∩ a⊥)
dt√
n+ 1

,
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where the factor 1√
n+1

results from the Jacobian. By the homogeneity of volume,

voln−1(Ht ∩ a⊥) = tn−1 voln−1(H1 ∩ a⊥). Noting that H1 is the simplex ∆n and

evaluating
∫ +∞
0

e−ttn−1dt = Γ(n) finishes the proof. �

Lemma 13. Let E be a standard exponential (mean 1) random variable. The

function

h(p) = Γ(p+ 1)−
(e

2

)p
E|E − 1|p

has a unique zero p = p0 = 2.9414.. in (1,+∞). Moreover, h(p) > 0 on (1, p0) and

h(p) < 0 on (p0,+∞).

Proof. Applying Lemma 8 to t = 0 yields E|E − 1|p = e−1
(∫ 1

0
xpexdx+ Γ(p+ 1)

)
.

It is then checked numerically that h(2.9414) > 10−5 and h(2.9415) < −10−5, thus

h(p) = 0 has a root p0 in (2.9414, 2.9415). Moreover, h(1) = 0. It remains to argue

that h has no more roots on [1,+∞) with the desired sign pattern. To this end, we

use Lemma 7 (and its notation, namely that f1 is the density e−x on (0,+∞) and

f0 is the density of e
2 |E − 1|) to obtain

h(p) =

∫ +∞

0

xp(f1(x)− f0(x))dx.

with f1 − f0 changing sign exactly 3 times with the sign pattern (+,−,+,−). To

finish, we employ a crossing argument. We can rewrite the last integral, with

arbitrary α, β, γ ∈ R, as

h(p) =

∫ +∞

0

(
xp − (α+ βx+ γxp0)

)
·
(
f1(x)− f0(x)

)
dx.

We apply Lemma 10 to choose α, β, γ so that the first parenthesis changes sign

exactly at the sign changes of the second one and it the sign pattern (+,−,+,−)

when 1 < p < p0, so h(p) > 0 for those p, and the reverse holds when p > p0. �
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[24] Khintchine, A. Über dyadische Brüche. Math. Z. 18 (1923), no. 1, 109–116.

[25] Koldobsky, A., Fourier analysis in convex geometry. Mathematical Surveys and Monographs,

116. American Mathematical Society, Providence, RI, 2005.

[26] Melbourne, J., and Palafox-Castillo, G.. A discrete complement of Lyapunov’s inequality

and its information theoretic consequences. The Annals of Applied Probability 33.6A (2023):

4322-4340.

[27] Melbourne, J., and Roberto, C. Transport-majorization to analytic and geometric inequali-

ties. Journal of Functional Analysis 284.1 (2023): 109717.

[28] Milman, V. D., Pajor, A., Isotropic position and inertia ellipsoids and zonoids of the unit ball

of a normed n-dimensional space. Geometric aspects of functional analysis (1987–88), 64–104,

Lecture Notes in Math., 1376, Springer, Berlin, 1989.

[29] Murawski, D., Comparing moments of real log-concave random variables, Preprint (2022),

arXiv:2211.05210.

[30] Myroshnychenko, S., Tang, C., Tatarko, K., Tkocz, T., Stability of simplex slicing, Preprint

(2024), arXiv:2403.11994.

[31] Myroshnychenko, S., Tatarko, K., Yaskin, V., Unique determination of ellipsoids by their

dual volumes. Int. Math. Res. Not. IMRN 2022, no. 17, 13569–13589.

[32] Nayar, P., Tkocz, T., Extremal sections and projections of certain convex bodies: a survey.

Harmonic analysis and convexity, 343–390, Adv. Anal. Geom., 9, De Gruyter, Berlin, 2023.
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