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Abstract. This article investigates sharp comparison of moments for various classes

of random variables appearing in a geometric context. In the first part of our work we

find the optimal constants in the Khintchine inequality for random vectors uniformly

distributed on the unit ball of the space `nq for q ∈ (2,∞), complementing past works

that treated q ∈ (0, 2] ∪ {∞}. As a byproduct of this result, we prove an extremal

property for weighted sums of symmetric uniform distributions among all symmetric

unimodal distributions. In the second part we provide a one-to-one correspondence

between vectors of moments of symmetric log-concave functions and two simple classes

of piecewise log-affine functions. These functions are shown to be the unique extremisers

of the p-th moment functional, under the constraint of a finite number of other moments

being fixed, which is a refinement of the description of extremisers provided by the

generalised localisation theorem of Fradelizi and Guédon [Adv. Math. 204 (2006) no. 2,

509–529].
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1. Introduction

This paper is devoted to two results concerning moments of log-concave random vari-

ables. The first is a sharp Khintchine-type inequality for linear functionals of random

vectors uniformly distributed on the unit balls of `nq for q ∈ (2,∞). The second is a

precise description of sequences of moments of symmetric log-concave functions on the

real line. The approach to both these results is based on the same simple idea which we

shall now briefly explain.

Suppose we are given two real random variables X,Y that satisfy E|X|pi = E|Y |pi for

i = 1, . . . , n, where p1, . . . , pn are distinct real numbers, and a function ϕ : R → R for

which we want to prove the inequality Eϕ(X) ≥ Eϕ(Y ). Let fX , fY be the densities

of X and Y respectively. We would like to show that
∫
R ϕ · (fX − fY ) ≥ 0. Using the

constraints, we see that this integral can be rewritten as

(1)

∫
R
ϕ · (fX − fY ) =

∫
R

(
ϕ(t) +

n∑
i=1

cit
pi
)(
fX(t)− fY (t)

)
dt,

This material is partially based upon work supported by the NSF grant DMS-1440140, while the

authors were in residence at the MSRI in Berkeley, California, during the fall semester of 2017. A. E.

and T. T. were also partially supported by the Simons Foundation and P. N. by the ERC Starting Grant

CONC-VIA-RIEMANN and by the National Science Centre Poland grant 2015/18/A/ST1/00553..
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for every c1, . . . , cn ∈ R. Suppose additionally that fX − fY changes sign in exactly n

points t1, . . . , tn ∈ R. It turns out that it is always possible to choose the parameters

c1, . . . , cn in such a way that the other factor h(t) = ϕ(t) +
∑n

i=1 cit
pi also vanishes in

these points. Therefore, if one can prove (under additional assumptions on ϕ) that h

actually changes sign only in t1, . . . , tn, then the integrand in (1) has a fixed sign and the

desired inequality follows.

1.1. A sharp Khintchine-type inequality. Let X = (X1, . . . , Xn) be a random vector

in Rn and a = (a1, . . . , an) ∈ Rn. A Khintchine inequality is a comparison of moments

of linear forms S = 〈X, a〉 =
∑n

i=1 aiXi of X, namely an inequality of the form ‖S‖p ≤
Cp,q,X‖S‖q, for p, q > 0, where ‖S‖r = (E|S|r)1/r denotes the r-th moment of S. Here

the constant Cp,q,X depends only on p, q and the distribution of X, but not on the vector

(a1, . . . , an). Since the second moment ‖S‖2 has an explicit expression in terms of the

coefficients a1, . . . , an (e.g. ‖S‖2 =
√∑n

i=1 a
2
i ‖Xi‖22 if X is 1-unconditional), the most

commonly used Khintchine inequalities are of the form

(?) Ap,X

∥∥∥ n∑
i=1

aiXi

∥∥∥
2
≤
∥∥∥ n∑
i=1

aiXi

∥∥∥
p
≤ Bp,X

∥∥∥ n∑
i=1

aiXi

∥∥∥
2
.

It is of interest to study the best constants Ap,X and Bp,X such that the above inequality

holds for all real numbers a1, . . . , an. In this setting, the classical Khintchine inequality

(see [Khi23]) corresponds to a random vector X uniformly distributed on the discrete cube

{−1, 1}n. Then, one of the two sharp constants Ap,X = Ap,n or Bp,X = Bp,n, depending

on the value of p, is always equal to 1. To the best of our knowledge, the other optimal

constant is known only for some ranges of p, namely for p ≥ 3 by the work [Whi60] of

Whittle (see also [Eat70] and [Kom88]) and for p ≤ p0 ≈ 1.8474 by the works of Szarek

[Sza76] and Haagerup [Haa81]. The asymptotically sharp constants Ap = infn≥1Ap,n and

Bp = supn≥1Bp,n have been determined for all p > 0 (see [Haa81]). We refer to [LO95],

[KK01], [BC02], [NO12] and [Kön14] for Khintchine inequalities for other random vectors.

In this article we consider random vectors X uniformly distributed on the unit ball

Bn
q = {x ∈ Rn : |x1|q + . . .+ |xn|q ≤ 1} of the space `nq , where q > 0. As usual, we denote

by Bn
∞ = [−1, 1]n the unit cube. We are interested in the values of the best constants

Ap,X = Ap,q,n and Bp,X = Bp,q,n such that inequality (?) holds for all real numbers

a1, . . . , an. In [LO95], Lata la and Oleszkiewicz determined these constants for all p ≥ 1

and q =∞, that is, when X1, . . . , Xn are i.i.d. random variables uniformly distributed on

[−1, 1] (see also Section 3 for a short proof of their theorem). For q <∞, the question was

first raised by Barthe, Guédon, Mendelson and Naor in [BGMN05], who estimated the

values of the optimal constants up to universal multiplicative factors for every p, q ≥ 1. In

the recent work [ENT16], we found the sharp values of Ap,q,n and Bp,q,n for all q ∈ (0, 2]

and p > −1 via a reduction to moments of Gaussian mixtures, yet this approach fails

for q > 2. The first goal of this paper is to address the problem for the remaining range

q ∈ (2,∞), when additionally we shall assume that p ≥ 1, thus answering Question 6 of

[ENT16].
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As observed in [BGMN05, Lemma 6], if X = (X1, . . . , Xn) is uniformly distributed on

Bn
q for some q > 0, then for every p > −1 and real numbers a1, . . . , an we have

(2)
∥∥∥ n∑
i=1

aiXi

∥∥∥
p

= βp,q,n

∥∥∥ n∑
i=1

aiYi

∥∥∥
p
,

where Y1, . . . , Yn are i.i.d. random variables with density proportional to e−|x|
q

and βp,q,n

is a positive constant, given explicitly by

(3) βp,q,n =
‖X1‖p
‖Y1‖p

=

(
Γ(n/q + 1)

Γ((n+ p)/q + 1)

)1/p

.

This identity is a crucial observation which reduces finding the optimal constants in

Khintchine’s inequality for X whose coordinates are dependent to Y = (Y1, . . . , Yn),

which has i.i.d. components. Therefore, we restrict our attention to the latter case. Our

first main results are Theorems 1 and 2 below.

Theorem 1. Fix q ∈ [2,∞] and n ≥ 1. If Y1, . . . , Yn are i.i.d. random variables with

density functions proportional to e−|x|
q
, then for every unit vector (a1, . . . , an) and p ≥ 2

we have

(4) ‖Y1‖p ≤
∥∥∥ n∑
i=1

aiYi

∥∥∥
p
,

whereas for p ∈ [1, 2] the inequality is reversed. This is clearly sharp.

Denote by γp =
√

2
(

Γ( p+1
2

)√
π

)1/p
the p-th moment of a standard Gaussian random vari-

able.

Theorem 2. Fix q ∈ [2,∞]. If Y1, Y2, . . . are i.i.d. random variables with density func-

tions proportional to e−|x|
q
, then for every n ≥ 1, real numbers a1, . . . , an and p ≥ 2 we

have

(5)
∥∥∥ n∑
i=1

aiYi

∥∥∥
p
≤ γp

∥∥∥ n∑
i=1

aiYi

∥∥∥
2
,

whereas for p ∈ [1, 2] the inequality is reversed. The above constant is optimal.

Combining Theorems 1 and 2 with the crucial identity (2), we get the following conse-

quence for random vectors uniformly distributed on Bn
q .

Corollary 3. Fix q ∈ [2,∞] and n ≥ 1. If X = (X1, . . . , Xn) is a random vector

uniformly distributed on Bn
q , then for every real numbers a1, . . . , an and p ≥ 1 we have

(6) Ap,q,n

∥∥∥ n∑
i=1

aiXi

∥∥∥
2
≤
∥∥∥ n∑
i=1

aiXi

∥∥∥
p
≤ Bp,q,n

∥∥∥ n∑
i=1

aiXi

∥∥∥
2
,

where

(7) Ap,q,n =


βp,q,n
β2,q,n

γp, p ∈ [1, 2)
‖X1‖p
‖X1‖2 , p ∈ [2,∞)

and Bp,q,n =


‖X1‖p
‖X1‖2 , p ∈ [1, 2)
βp,q,n
β2,q,n

γp, p ∈ [2,∞)
.

This value of Ap,q,n is sharp for p ∈ [2,∞) and of Bp,q,n for p ∈ [1, 2).
3



The infimal (respectively supremal) values of these constants Ap (resp. Bp) over n ≥ 1

provide the answer to Question 6 of [ENT16].

Corollary 4. Fix q ∈ [2,∞]. If n ≥ 1 and X = (X1, . . . , Xn) is a random vector

uniformly distributed on Bn
q , then for every real numbers a1, . . . , an and p ≥ 1 we have

(8) Ap

∥∥∥ n∑
i=1

aiXi

∥∥∥
2
≤
∥∥∥ n∑
i=1

aiXi

∥∥∥
p
≤ Bp

∥∥∥ n∑
i=1

aiXi

∥∥∥
2
,

where

(9) Ap =

γp, p ∈ [1, 2)

31/2

(p+1)1/p
, p ∈ [2,∞)

and Bp =

 31/2

(p+1)1/p
, p ∈ [1, 2)

γp, p ∈ [2,∞)

The above constants are sharp.

It will be evident from the proof of Corollary 4 that the dimension-dependent constants

(7) improve upon the asymptotically sharp constants given in (9). We also note that the

part of the corollary regarding the constant 31/2

(p+1)1/p
holds in much greater generality (see

Remark 14 for details).

Question 5. Fix q ∈ (2,∞), n ≥ 1 and let X = (X1, . . . , Xn) be a random vector uniformly

distributed on Bn
q . For p > 2 (respectively p ∈ [1, 2)), what are the optimal values of

Bp,q,n (resp. Ap,q,n) in (6) and which unit vectors (a1, . . . , an) maximise (resp. minimise)

the moments
∥∥∑n

i=1 aiXi

∥∥
p
? More ambitiously, is there a Schur monotonicity result as

in the range q ∈ (0, 2] ∪ {∞}?

Our arguments rely on the convexity of certain functions and work in fact for the whole

range q > 0. However, when p < 1 those functions are no longer convex. The technique

developed in [ENT16] for the range q ∈ (0, 2] has the advantage of covering all p > −1. It

remains an open problem to understand the optimal constants for q > 2 and p ∈ (−1, 1).

1.2. An extremal property of symmetric uniform distributions. Before proceed-

ing to the second main part of the present article, we mention an extremal property of

symmetric uniform random variables which was motivated by a similar property of inde-

pendent symmetric random signs ε1, ε2, . . .. In [FHJSZ97] and independently in [Pin94],

the authors showed that an Orlicz function Φ : R→ R of class C2 satisfies the inequality

(10) EΦ
( n∑
i=1

Xi

)
≥ EΦ

( n∑
i=1

σiεi

)
,

for every symmetric independent random variables X1, X2, . . . and real numbers σ1, σ2, . . .

such that σ2
i = EX2

i if and only if Φ′′ is convex on R. This result, when applied to

Φ(x) = |x|p and Xi being standard Gaussian random variables allows one to derive the

optimal constants in the classical Khintchine inequality for p ≥ 3. For p ∈ (0, 3) all

available proofs (see [Haa81], [NP00], [Mor17]) are subtle and more technical. We obtain

the following analogue of the above theorem for symmetric unimodal random variables,

i.e. continuous random variables whose densities are even and nonincreasing on [0,∞).
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Theorem 6. Let U1, U2, . . . be independent random variables uniformly distributed on

[−
√

3,
√

3], thus having EU2
i = 1. An even function Φ : R→ R of class C3 satisfies

(11) EΦ
( n∑
i=1

Xi

)
≥ EΦ

( n∑
i=1

σiUi

)
,

for every symmetric unimodal independent random variables X1, X2, . . . and real numbers

σ1, σ2, . . ., such that σ2
i = EX2

i , if and only if Φ′′′(x) ≥ 0 for every x ≥ 0. Moreover, the

reverse inequality holds if and only if Φ′′′(x) ≤ 0 for every x ≥ 0.

As we will explain in Remark 18, thanks to the convexity of the function |x|p for p ≥ 1,

this theorem allows us to recover the sharp Khintchine inequality for symmetric uniform

random variables of [LO95] for all p ≥ 1 (see also Proposition 15).

1.3. The log-concave moment problem. Recall that a function f : Rn → R+ is

called log-concave if f = e−V for a convex function V : Rn → R ∪ {∞}. For a symmetric

log-concave function f : R → R+ and p1, . . . , pn+1 ∈ (−1,∞), consider the moment

functionals mi(f) =
∫∞

0 tpif(t)dt, i = 1, . . . , n + 1. For simplicity, we shall restrict

our attention to the class L of symmetric log-concave functions that additionally satisfy

f(0) = 1. Our goal is to describe all possible sequences (m1, . . . ,mn) arising as moment

sequences of functions f ∈ L, i.e. mi = mi(f) for i = 1, . . . , n. For k ≥ 0, consider the

following classes of simple log-concave functions,

L−2k =
{
f(t) = exp

(
− a1|t| − a2(|t| − b2)+ − · · · − ak(|t| − bk)+

)
1|t|≤bk+1

}
L+

2k+1 =
{
f(t) = exp

(
− a1|t| − a2(|t| − b2)+ − · · · − ak+1(|t| − bk+1)+

}
L+

2k =
{
f(t) = exp

(
− a1(|t| − b1)+ − · · · − ak(|t| − bk)+

)}
L−2k+1 =

{
f(t) = exp

(
− a1(|t| − b1)+ − · · · − ak(|t| − bk)+

)
1|t|≤bk+1

}
,

(12)

where the parameters satisfy a1, a2, . . . ∈ [0,∞] and 0 ≤ b1 ≤ b2 ≤ . . . ≤ ∞. Here and

throughout we will adopt the convention that ∞ · 0 = 0. We also set L±0 = {1{0}, 1}.
For n ≥ 0, the space of parameters (a, b) corresponding to L±n will be denoted by P±n .

Notice that each L±n is an n-parameter family of functions. Moreover, these families form

a hierarchical structure, namely it is not hard to check that

(13) L+
n−1 ∪ L

−
n−1 = L+

n ∩ L−n .

It turns out that all possible moment sequences (m1, . . . ,mn) arise as moment sequences

of members of L±n . To be more precise, we show the following theorem.

Theorem 7. Let n ≥ 1, f ∈ L and let p1, . . . , pn+1 ∈ (−1,∞) be distinct such that

p1 < · · · < pn.

(i) There exist unique functions f+ ∈ L+
n and f− ∈ L−n such that

(14) mi(f) = mi(f+) = mi(f−), for every i = 1, . . . , n.

(ii) If |{i : pi > pn+1}| is even, then

(15) mn+1(f−) ≤ mn+1(f) ≤ mn+1(f+).

If |{i : pi > pn+1}| is odd, then the above inequalities are reversed. Moreover,

equality holds only if f = f+ or f = f− respectively.
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The above theorem should be compared with the work of Fradelizi and Guédon on

extremizing convex functionals under linear constraints, see [FG06, Theorem 2]. There,

the authors work with the class LM of all log-concave functions f supported on the

bounded interval [0,M ], where M ∈ (0,∞). According to their theorem, among all

log-concave functions f ∈ LM with fixed values of mi(f), i = 1, . . . , n, the ones which

maximise (or minimise) mn+1(f) have to be of a specific form, namely f = e−V , where

V is a piecewise linear, convex function with at most n linear pieces. In fact, in [FG06],

a similar statement is proved in much greater generality, that is, when one maximises a

convex functional over a set of log-concave functions f ∈ LM satisfying arbitrary linear

constraints. In the same work, this was also further extended for log-concave functions

on Rn. Nevertheless, a log-concave function f = e−V ∈ LM with V being piecewise

linear with at most n linear pieces is determined by 2n parameters, namely the slopes

of these linear pieces, the n − 1 points where these slopes (potentially) change and the

value of f(0). In contrast to that, the classes of simple functions L+
n and L−n appearing in

Theorem 7 depend on n free parameters each and are in one-to-one correspondence with

sequences of moments (m1, . . . ,mn). Theorem 27 in Section 4 provides further insight

into the structure of the set of moment sequences of symmetric log-concave functions.

The rest of this paper is organised as follows. In Section 2 we present the proofs of

Theorems 1 and 2 along with the derivation of Corollaries 3 and 4. The proof of Theorem

6 and some related remarks appear in Section 3. Finally, Section 4 contains the proof of

Theorem 7.

Acknowledgments. We are indebted to Olivier Guédon for his great help with a pre-

liminary version of this manuscript, valuable feedback and constant encouragement. We

are also grateful to Rafa l Lata la for a stimulating discussion and to Matthieu Fradelizi

for Remark 14. Piotr Nayar would like to thank Bo’az Klartag for his kind hospitality at

the Weizmann Institute of Science in August 2017. The accommodation during this visit

has been provided from the ERC Starting Grant DIMENSION.

2. Sharp Khintchine inequalities on Bn
q

We start by proving Theorems 1 and 2. Let Y
(q)

1 , Y
(q)

2 , . . . be i.i.d. random variables

with density fq(x) = cqe
−|x|q , where cq =

(
2Γ(1+1/q)

)−1
is the normalising constant and

q ∈ [2,∞). For p ∈ (0,∞), consider also the normalised random variables

(16) Y
(q)
i,p = Y

(q)
i /‖Y (q)

i ‖p.

The essence of our argument comprises two main parts. First, we show that the densities

fq interlace well as q varies which gives the monotonicity of q 7→ Eh(Y
(q)
i,p ) for certain test

functions h and every p ∈ (0,∞) (see Lemma 11; the same idea was used for instance

in [KK01] and [BN02]). Afterwards, combining this with an inductive procedure gives

the monotonicity of moments of S =
∑n

i=1 aiY
(q)
i with respect to q. Finally, comparing

against Gaussian random variables, which correspond to q = 2, gives the desired results.

We remark that each Y
(q)
i is a symmetric unimodal random variable, that is, a con-

tinuous random variable whose density is even and nonincreasing on [0,∞). We shall
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need two basic facts about symmetric unimodal random variables (for the proofs see, for

instance, Lemmas 1 and 2 in [LO95]).

Lemma 8. A symmetric unimodal random variable is of the form R · U , where R is a

positive random variable and U is uniformly distributed on [−1, 1], independent of R.

Lemma 9. A sum of independent symmetric unimodal random variables is a symmetric

unimodal random variable.

In other words, symmetric unimodal random variables are mixtures of uniform random

variables and the convolution of even and unimodal densities is even and unimodal. (Note

that analogous properties are also true for symmetric random variables.)

2.1. Proof of Theorems 1 and 2. The main result of this section is the following

monotonicity statement, which implies Theorems 1 and 2.

Theorem 10. Let a1, . . . , an be real numbers.

(i) The function ψ1 : (0,∞)n → R given by

(17) ψ1(q1, . . . , qn) = E
∣∣∣ n∑
i=1

aiY
(qi)
i,p

∣∣∣p
is coordinatewise nondecreasing when p ≥ 2 and nonincreasing when p ∈ [1, 2].

(ii) The function ψ2 : (0,∞)n → R given by

(18) ψ2(q1, . . . , qn) = E
∣∣∣ n∑
i=1

aiY
(qi)
i,2

∣∣∣p
is coordinatewise nonincreasing when p ≥ 2 and nondecreasing when p ∈ [1, 2].

A fact similar to the monotonicity of ψ1 for slightly different random variables has been

established in the case p = 1 in [BN02] (see the proof of Theorem 3 therein). We first

show that this theorem implies Theorem 1 and 2.

Proof of Theorem 1 and 2. To prove Theorem 1, note that Y
(2)
i,p are i.i.d. centred Gaussian

random variables with p-th moment equal to one. By Theorem 10(i), for every unit vector

(a1, . . . , an) and p ≥ 2, we have∥∥∥ n∑
i=1

ai
Y

(q)
i

‖Y (q)
i ‖p

∥∥∥
p

=
∥∥∥ n∑
i=1

aiY
(q)
i,p

∥∥∥
p
≥
∥∥∥ n∑
i=1

aiY
(2)
i,p

∥∥∥
p

=

∥∥∥∥∥(
n∑
i=1

a2
i

)1/2
Y

(2)
1,p

∥∥∥∥∥
p

= 1,

which immediately yields (4). When p ∈ [1, 2], the above estimate gets reversed.

To get Theorem 2, note that Y
(2)
i,2 are i.i.d. standard Gaussian random variables. By

Theorem 10(ii), for every real numbers a1, . . . , an and p ≥ 2, we have∥∥∥ n∑
i=1

ai
Y

(q)
i

‖Y (q)
i ‖2

∥∥∥
p

=
∥∥∥ n∑
i=1

aiY
(q)
i,2

∥∥∥
p
≤
∥∥∥ n∑
i=1

aiY
(2)
i,2

∥∥∥
p

= γp

∥∥∥ n∑
i=1

ai
Y

(q)
i

‖Y (q)
i ‖2

∥∥∥
2

which immediately yields (5). When p ∈ [1, 2], the above estimate gets reversed. The

constant γp is sharp by the Central Limit Theorem. �

The proof of Theorem 10 relies on the following lemma, the case p = 1 of which can

also be directly inferred from [BN02, Lemma 9].
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Lemma 11. Let 0 < q < r and p ∈ (0,∞). For every convex function h : [0,+∞) → R
we have

(19) Eh(|Y (q)
1,p |

p) ≥ Eh(|Y (r)
1,p |

p).

Proof. Let φq be the density of Y
(q)

1,p . By symmetry, the assertion is equivalent to

(20)

∫ ∞
0

h(xp)
(
φq(x)− φr(x)

)
dx ≥ 0.

Since the density φs(x) is of the form bse
−as|x|s , there is an interval (A,B) ⊂ (0,∞) such

that the difference φq(x) − φr(x) is negative on (A,B) and positive on (0, A) ∪ (B,∞).

Indeed, it is clear that the graphs of φq and φr have to intersect on (0,+∞) at least twice

because both functions are probability densities with the same p-th moments (see also

Lemma 21). On the other hand, by the convexity of x 7→ ln
(
φq(x

1/q)/φr(x
1/q)

)
one can

easily check that they cannot intersect more than twice. Finally, φq(x)− φr(x) is plainly

positive for x large enough, since q < r.

Choose α and β such that h(xp) − αxp − β vanishes at x = A and x = B. Since

h is convex, the function h(xp) − αxp − β is nonpositive on (A,B) and nonnegative on

(0, A) ∪ (B,∞). Therefore,(
h(xp)− αxp − β

)(
φq(x)− φr(x)

)
≥ 0

for every x > 0 and integrating yields the desired inequality (20). �

To derive Theorem 10 from Lemma 11, we shall establish the convexity of certain

functions h, which is settled by the following elementary lemma.

Lemma 12. (i) The function h1(x) = |x1/p + 1|p + |x1/p − 1|p, x ≥ 0 is convex for

p ∈ [1, 2] and concave for p ≥ 2.

(ii) The function h2(x) =
∫ 1
−1 |x

1/2 +u|pdu, x ≥ 0 is concave for p ∈ [1, 2] and convex

for p ≥ 2.

Proof. (i) For y 6= 1 we have h′1(y−p) = |1 + y|p−1 + sgn(1− y)|1− y|p−1 and therefore

−p(p− 2)y−p−1h′′1(y−p) = (p− 2)(h′1(y−p))′ = (p− 1)(p− 2)[|1 + y|p−2 − |1− y|p−2] ≥ 0,

for all values of p ≥ 1 and y ≥ 0.

(ii) We have

d

dx

∫ 1

−1
|x1/2 + u|pdu =

d

dx

∫ x1/2+1

x1/2−1
|u|pdu =

1

2
(|x1/2 + 1|p − |x1/2 − 1|p)/x1/2,

so our goal is to show that the function ϕ1(y) = ϕ2(y)/y, y ≥ 0, where ϕ2(y) = |y+ 1|p−
|y − 1|p, is monotone. Since ϕ2(0) = 0, it suffices to observe that for y 6= 1

(p− 2)ϕ′′2(y) = p(p− 1)(p− 2)(|y + 1|p−2 − |y − 1|p−2) ≥ 0,

for all values of p ≥ 1 and y ≥ 0, and then use the monotonicity of slopes of the function

(p− 2)ϕ2. �
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Proof of Theorem 10. It clearly suffices to show the desired monotonicity with respect to

q1. To prove monotonicity of ψ1 let us define S =
∑n

i=2 aiY
(qi)
i,p . By symmetry we have

E
∣∣∣ n∑
i=1

aiY
(qi)
i,p

∣∣∣p = E
∣∣a1Y

(q1)
1,p + S

∣∣p = E
∣∣a1|Y (q1)

1,p |+ S
∣∣p = EY h(|Y1,q1 |p),

where, again by symmetry of S, we have

(21) h(x) = ES |a1x
1/p + S|p =

1

2
ES
[
|a1x

1/p + S|p + |a1x
1/p − S|p

]
,

which, by virtue of Lemma 12, is an average of convex functions when p ≤ 2 (respectively

concave when p ≥ 2). The conclusion follows from Lemma 11.

To prove the claim for ψ2 , let S =
∑n

i=2 aiY
(qi)
i,2 . By symmetry we can write

E
∣∣∣ n∑
i=1

aiY
(qi)
i,2

∣∣∣p = E
∣∣a1Y

(q1)
1,2 + S

∣∣p = E
∣∣a1|Y (q1)

1,2 |+ S
∣∣p = EY h(|Y (q1)

1,2 |
2),

where h(x) = ES |a1
√
x + S|p. From Lemma 9, S is symmetric and unimodal and thus

S has the same distribution as RU , where R is a positive random variable and U is a

uniform random variable on [−1, 1], independent of R. We therefore have

(22) h(x) = ER
[

1

2

∫ 1

−1
|a1

√
x+Ru|pdu

]
,

for some positive random variable R. By virtue of Lemma 12 this is an average of convex

functions when p ≥ 2 (respectively concave when p ≤ 2) and the conclusion follows from

Lemma 11 with p = 2. �

Remark 13. The unimodality of Yi is essential for the monotonicity of ψ2 and the deriva-

tion of the Gaussian constant γp in the preceeding argument. In [BN02], Barthe and Naor

were interested in determining the optimal constants in the Khintchine inequality (with

p = 1) for a different family of random variables indexed by q ∈ [1,∞). Even though the

exact analogue of Lemma 11 was valid in their context as well, the lack of unimodality

of those distributions when q ∈ [1, 2) makes an inductive argument as in the proof of

Theorem 10 fail and, in fact, the optimal constant for q = 1 differs from γ1 (see [Sza76]).

2.2. Constants in the Khintchine inequality. A standard argument leads to Corol-

lary 3. We include it for completeness.

Proof of Corollary 3. Let a1, . . . , an ∈ R and p ≥ 2. The crucial identity (2) implies

that (4) also holds for a random vector X = (X1, . . . , Xn), uniformly distributed on Bn
q .

Therefore, by homogeneity we get∥∥∥ n∑
i=1

aiXi

∥∥∥
p
≥
( n∑
i=1

a2
i

)1/2
‖X1‖p =

‖X1‖p
‖X1‖2

∥∥∥ n∑
i=1

aiXi

∥∥∥
2
.

For the reverse inequality, consider i.i.d. random variables Y1, . . . , Yn with density pro-

portional to e−|x|
q
. Combining (2) and (5), we deduce that∥∥∥ n∑

i=1

aiXi

∥∥∥
p

= βp,q,n

∥∥∥ n∑
i=1

aiYi

∥∥∥
p
≤ βp,q,nγp

∥∥∥ n∑
i=1

aiYi

∥∥∥
2

=
βp,q,nγp
β2,q,n

∥∥∥ n∑
i=1

aiXi

∥∥∥
2
,

which completes the proof of (7) for p ≥ 2. The case p ∈ [1, 2] is identical. �
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Given Corollary 3, deriving the constants in Corollary 4 is now straightforward, but

requires a bit of technical work.

Proof of Corollary 4. For n ≥ 1, p ≥ 2 and real numbers a1, . . . , an by Corollary 3 we get

(23)
‖X1‖p
‖X1‖2

∥∥∥ n∑
i=1

aiXi

∥∥∥
2
≤
∥∥∥ n∑
i=1

aiXi

∥∥∥
p
≤ βp,q,n
β2,q,n

γp

∥∥∥ n∑
i=1

aiXi

∥∥∥
2
.

The optimal values (9) of the constants Ap, Bp in the Khintchine inequality (6) will easily

follow from the following claim.

Claim. Suppose that X(n) =
(
X

(n)
1 , . . . , X

(n)
n

)
is a random vector, uniformly distributed

on Bn
q for some q ∈ (2,∞). Then, the sequence

{
‖X(n)

1 ‖p/‖X
(n)
1 ‖2

}∞
n=1

is nondecreasing.

Assume for now that the claim is true. By the crucial identity (2), the sequences{
‖X(n)

1 ‖p/‖X
(n)
1 ‖2

}∞
n=1

and
{
βp,q,n/β2,q,n

}∞
n=1

are proportional, so by the claim the latter

is also nondecreasing. Thus, for every n ≥ 1, p ≥ 2 and real numbers a1, . . . , an, (23)

yields that

Ap

∥∥∥ n∑
i=1

aiXi

∥∥∥
2
≤
∥∥∥ n∑
i=1

aiXi

∥∥∥
p
≤ Bp

∥∥∥ n∑
i=1

aiXi

∥∥∥
2
,

where

Ap = inf
n≥1

‖X(n)
1 ‖p

‖X(n)
1 ‖2

=
‖X(1)

1 ‖p
‖X(1)

1 ‖2
=

31/2

(p+ 1)1/p

and

Bp = γp · sup
n≥1

βp,q,n
β2,q,n

= γp · lim
n→∞

βp,q,n
β2,q,n

= γp,

as can be checked using (3) and Stirling’s formula. The optimality of these constants

follows from the sharpness of Theorems 1 and 2. The proof for p ∈ [1, 2] works with the

obvious adaptations. �

Proof of the claim. Fix p, q ≥ 2 and for every n ≥ 1, denote Yn = X
(n)
1 /

∥∥X(n)
1

∥∥
2
.

The Yn are symmetric unimodal random variables with densities of the form fn(x) =

cn(Mn − |x|q)
n−1
q

+ and an argument identical to the one used in Lemma 11 shows that

the graphs of fn and fn+1 intersect exactly twice on (0,∞). Therefore, to prove that

‖Yn‖p ≤ ‖Yn+1‖p, it suffices to prove that the sign pattern of fn − fn+1 is (−,+,−) or,

equivalently, that Mn < Mn+1. An elementary computation involving the beta function

shows that

(24) Mn =
1

‖X(n)
1 ‖

q
2

=

(
Γ
(

1
q

)
Γ
(

3
q

) · Γ
(
n
q + 1 + 2

q

)
Γ
(
n
q + 1

) )q/2
,

thus the proof will be complete once we prove that the function

ρ(x) =
Γ(x+ s)

Γ(x+ 1)
, x ∈ (0,∞)

is strictly increasing for s = 1 + 2
q > 1. It is well known that η(x) = log Γ(x) is strictly

convex on (0,∞), hence (log ρ)′(x) = η′(x+ s)− η′(x+ 1) > 0, since s > 1, and the claim

follows. �
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Remark 14. The constant 31/2

(p+1)1/p
in Corollary 4 can be obtained in a much simpler way,

immediately from the following general folklore fact: if X is a nonnegative continuous

random variable with nonincreasing density, then the function p 7→ (p + 1)1/p‖X‖p is

nondecreasing on (0,∞). For completeness, we sketch its proof kindly communicated

to us by M. Fradelizi . Let f be the density of X. Notice that (p + 1)EXp = (p +

1)
∫∞

0 xpf(x)dx =
∫∞

0 g(t)p+1dt, where g(t) = sup{x ≥ 0, f(x) > t} is the generalised

inverse function of f . By Hölder’s inequality, p 7→ log
∫∞

0 g(t)p+1dt is convex, vanishes at

p = 0, thus 1
p log[(p+ 1)EXp] is nondecreasing.

3. Further remarks on uniform random variables

The technique used to prove Theorems 1 and 2 also provides a new proof of the result

of Lata la and Oleszkiewicz from [LO95] which we shall now present. Fix n ≥ 1 and let

U1, . . . , Un be independent random variables uniformly distributed on [−1, 1]. The main

result of [LO95] is that
∥∥∑n

i=1 aiUi

∥∥∥
p

as a function of (a2
1, . . . , a

2
n) is Schur convex (resp.

concave) for every 1 ≤ p ≤ 2 (resp. p ≥ 2). See [MO79] for further background on

the Schur ordering. In particular, when, say, p ≥ 2, the p-th moment
∥∥∥∑n

i=1 aiUi

∥∥∥
p
,

as (a1, . . . , an) varies over all unit vectors, is maximised for a = (1/
√
n, . . . , 1/

√
n) and

minimised for a = (1, 0, . . . , 0).

For λ ∈ [0, 1], let Xλ =
√
λU1 +

√
1− λU2. The crux of the argument presented in

[LO95] is the fact that for every symmetric unimodal random variable V independent of

the Ui we have

(25) E|Xλ + V |p ≤ E|Xλ′ + V |p, 0 < λ < λ′ < 1/2,

for p ≥ 2 and the reverse for 1 ≤ p ≤ 2. Then, Schur convexity follows by a standard

argument based on Muirhead’s lemma (see [MO79, Lemma B.1]). We shall sketch a dif-

ferent proof of this inequality, based on the idea of “well intersecting” densities described

in the introduction and used in the proof of Lemma 11.

A new proof of (25). Let fλ be the density of Xλ and h(x) = EV |
√
x + V |p. Since V is

a mixture of uniform random variables (Lemma 8), it follows from Lemma 12 that this

function is convex for p ≥ 2 and concave for 1 ≤ p ≤ 2. By symmetry,

Eh(X2
λ) = E||Xλ|+ V |p = E|Xλ + V |p,

thus we want to show that Eh(X2
λ) ≤ Eh(X2

λ′) or, equivalently, that

(26)

∫ ∞
0

h(x2)
(
fλ′(x)− fλ(x)

)
dx ≥ 0.

Since EX2
λ = EU2

1 does not depend on λ, we can modify h(x2) in the integrand by any

function of the form αx2 + β, writing∫ ∞
0

h(x2)
(
fλ′(x)− fλ(x)

)
dx =

∫ ∞
0

(
h(x2)− αx2 − β

)
·
(
fλ′(x)− fλ(x)

)
dx

The only technical part of the argument is to check that fλ′ − fλ changes sign exactly

twice on (0,∞), say at 0 < A < B and that it is positive on (0, A), negative on (A,B) and

nonnegative on (B,∞), yet this is elementary to check since both densities are trapezoidal
11



with the same second moment. Having this, we finish as in the proof of Lemma 11: we

choose α and β to match the sign changes of the function h(x2) − αx2 − β, so that the

integrand is nonnegative and (26) follows. �

We remark that for uniform random variables, both the approach from [LO95] and the

one presented here break down for p ∈ (−1, 1). This is because the functions appearing

in Lemma 12 fail to be convex or concave when p is in this range. Nevertheless, uniform

random variables satisfy the conclusion of Theorem 1 for p ∈ (−1, 1), as shown by the

following simple argument.

Proposition 15. Fix p ∈ (−1, 2) and n ≥ 1. If U1, . . . , Un are i.i.d. symmetric uniform

random variables, then for every unit vector (a1, . . . , an) we have

(27)
∥∥∥ n∑
i=1

aiUi

∥∥∥
p
≤ ‖U1‖p.

Proof. By Lemmas 8 and 9, there exists a positive random variable R such that
∑n

i=1 aiUi

has the same distribution as RU1. Since ‖U1‖2 = ‖
∑n

i=1 aiUi‖2 = ‖R‖2‖U1‖2, we have

‖R‖2 = 1. Therefore, for p ∈ (−1, 2) we have∥∥∥ n∑
i=1

aiUi

∥∥∥
p

= ‖RU1‖p = ‖R‖p‖U1‖p ≤ ‖R‖2‖U1‖p = ‖U1‖p,

which completes the proof. �

It is evident from the proof of Proposition 15 that an analogue of Lemma 9 about sums

of random variables with density proportional to e−|x|
q
, q ∈ (2,∞), instead of uniforms

would extend Theorem 1 to all p ∈ (−1,∞) and q ∈ (2,∞]. We refer to [MOU05] for

more on distributions having this property.

Remark 16. The proof of Proposition 15 can be used to extract a Khintchine inequality

for unimodal random variables and general exponents p, q ∈ (−1,∞). We claim that if

p, q ∈ (−1,∞) and p < q, then for every unimodal random variable W we have

(28) ‖W‖p ≤
υp
υq
‖W‖q,

where υr = ‖U‖r is the r-th moment of a random variable U , uniformly distributed on

[−1, 1]. To see this, notice that by Lemma 8, there exists a positive random variable R

such that W has the same distribution as RU , where U is independent of U . Therefore,

‖W‖p = ‖R‖p‖U‖p ≤ ‖Rq‖‖U‖p =
‖U‖p
‖U‖q

‖W‖q =
υp
υq
‖W‖q.

A similar inequality can be obtained for Gaussian mixtures (see [ENT16]). If X is a

Gaussian mixture, then

(29) ‖X‖p ≤
γp
γq
‖X‖q,

where γp = ‖G‖p is the p-th moment of a standard Gaussian random variable G. In

particular, (29) holds true for random variables of the form
∑n

i=1 aiYi where Y1, . . . , Yn

are i.i.d. with density proportional to e−|x|
q
, q ∈ (0, 2]. Conceivably, the reverse of (29)

holds for such random variables when q ∈ (2,∞]. This would strengthen Theorem 2.
12



We conclude this section with the proof of Theorem 6. According to Lemma 8, inequal-

ity (11) is equivalent to the validity of

(30) EΦ
( n∑
i=1

RiUi

)
≥ EΦ

( n∑
i=1

σiUi

)
,

where U1, . . . , Un are arbitrary independent symmetric uniform random variables and

R1, . . . , Rn are independent positive random variables, independent of Ui satisfying ER2
i =

σ2
i . By Jensen’s inequality, (30) is equivalent to the coordinatewise convexity of the

function

(31) H(x1, . . . , xn) = EΦ
( n∑
i=1

√
xiUi

)
, x1, . . . , xn > 0.

We claim that this is equivalent to the convexity of

(32) h(x) = hU1,U2(x) = EU1,U2Φ(
√
xU1 + U2), x > 0,

where U1, U2 are arbitrary independent symmetric uniform random variables. Indeed, one

direction is clear as h(x) = H(x, 1, 0, . . . , 0). To prove that H is convex in x1 assuming

the convexity of h, it suffices to write S =
∑n

i=2

√
xiUi in the form S = RU2 (using

Lemmas 8 and 9), where U2 is some uniform symmetric random variable, and R is positive,

independent of U2. Then, we have

H(x1, . . . , xn) = EREU1,U2Φ(
√
x1U1 +RU2) = EREU1,U2hU1,RU2(x1),

which is a mixture of convex functions. As a result, Theorem 6 is a consequence of the

following elementary observation.

Lemma 17. Let Φ : R→ R be an even function of class C3. Then, the function

(33) h(x) =

∫ b

−b

∫ a

−a
Φ(u+

√
xv)dudv

is convex on [0,+∞) for every a, b > 0 if and only if Φ′′′(x) ≥ 0 for every x ∈ [0,∞).

Proof. Suppose that Φ′′′(x) ≥ 0 for every x ∈ [0,∞). To show the convexity of h observe

that since

h′(x) =

∫ b

−b

Φ(a+
√
xv)− Φ(−a+

√
xv)

2
√
x

vdv,

by a simple rescaling and homogeneity, it is enough to show that the function

(34) y 7−→ Φ(y + 1)− Φ(y − 1)

y
=

1

y

∫ 1

−1
Φ′(y + t)dt

is nondecreasing on (0,∞). This follows by the monotonicity of slopes, because the

function y 7→
∫ 1
−1 Φ′(y + t)dt vanishes at y = 0 and is convex (as can easily be seen by

observing that Φ′′′ is odd and distinguishing cases y > 1 and y ∈ (0, 1)).

To show the converse, consider Ha,b(x) =
∫ b
−b f(a, x, v)dv, where

f(a, x, v) =

∫ a

−a

(
Φ(u+

√
xv)− Φ(u)−

√
xvΦ′(u)− 1

2
xv2Φ′′(u)− 1

6
x3/2v3Φ′′′(u)

)
du.

13



Since Ha,b(x) differs from h(x) by an affine function, Ha,b is also convex on [0,∞).

Note that v 7→ f(a, x, v) is an even function and satisfies f(a, x, 0) = ∂
∂vf(a, x, 0) =

∂2

∂v2
f(a, x, 0) = ∂3

∂v3
f(a, x, 0) = 0 and ∂4

∂v4
f(a, x, 0) = 2x2Φ′′′(a). Therefore, we find that

lim
b→0+

1

b5
Ha,b(x) =

2

5
lim
b→0+

f(a, x, b)

b4
=

1

30
x2 · Φ′′′(a)

and we know this is a convex function of x on [0,∞) for every a ≥ 0 as a pointwise limit

of convex functions. Thus, Φ′′′(a) ≥ 0 for every a ≥ 0. Changing Φ to −Φ proves the

opposite statement. �

Remark 18. The proof of Theorem 6 shows that a sufficient condition for (11) to hold

is that the function Φ is only of class C1 with Φ′ being convex on [0,∞). Therefore,

choosing Xi = σiGi to be Gaussian random variables with variances σ2
i and Φ(x) = |x|p,

p ≥ 2, shows that for every real scalars σ1, . . . , σn,

(35) E
∣∣∣ n∑
i=1

σiUi

∣∣∣p ≤ E
∣∣∣ n∑
i=1

σiGi

∣∣∣p = γpp

( n∑
i=1

σ2
i

)p/2
.

The same argument also gives the Gaussian optimal constant when p ∈ (1, 2), yet it does

not work for p < 1 due to the lack of the differentiability of Φ(x) = |x|p at 0.

4. Moment comparison for symmetric log-concave functions

In this section we shall present the proof of Theorem 7. In Subsection 4.1 we describe

some properties of the families L±n . We shall need those properties in particular for the

proof of Theorem 7(ii). In Subsection 4.2 we formulate and prove two rather standard

topological facts concerning Euclidean balls. In Subsection 4.3 we introduce the main

ingredients needed for the inductive proof of Theorem 7(i). We also establish some tech-

nical preparatory facts. In Subsection 4.4 we formulate and prove Theorem 27, which can

be seen as a strengthening of Theorem 7(i) needed for our induction-based argument to

work. Finally, we prove Theorem 7.

4.1. Properties of L±n . The following three elementary lemmas are crucial for the argu-

ments presented in this subsection.

Lemma 19. Suppose that a1, . . . , an, b1, . . . , bn are real numbers. Then the function

(36) h(t) = a1t
b1 + · · ·+ ant

bn

is either identically zero or it has at most n− 1 zeroes in the interval (0,∞). Moreover,

if h has exactly n− 1 zeroes in (0,∞), then every zero is a sign change point of h.

Proof. For the proof of the first statement we proceed by induction on n. The statement

is trivial for n = 1. Assume that the assertion is true for some n− 1 and, without loss of

generality, that

h(t) = a1t
b1 + · · ·+ ant

bn

is not of the form h(t) = atb. The equation h(t) = 0 is equivalent to h̃(t) = 0 where

h̃(t) = a1 + a2t
b2−b1 + · · ·+ ant

bn−b1

14



is non-constant. To prove our assertion by contradiction, suppose that the latter has more

than n− 1 solutions in (0,∞). Then, Rolle’s theorem shows that the function

h̃′(t) = (b2 − b1)a2t
b2−b1−1 + · · ·+ (bn − b1)ant

bn−b1−1,

which is not identically zero, has at least n − 1 zeros. This contradicts the inductive

hypothesis.

For the second part let us assume, by contradiction, that there is a point t? > 0 such

that h(t?) = 0, but t? is a local extremum for h. In particular, the function h is not of the

form h(t) = atb. Then, the function h̃ defined above has exactly n − 1 zeroes in (0,∞)

and t? is a local extremum of h̃. Therefore, by Rolle’s theorem h̃′ has n− 2 zeroes lying

strictly between the zeroes of h̃ and additional one at t?. This means that h̃′ has at least

n− 1 zeroes in (0,∞), which contradicts the first part of the lemma. �

The formulation of the next lemma appeared as Problem 76 in [PS98]. We include its

proof for completeness.

Lemma 20. For any real numbers p1 < p2 . . . < pn and 0 < t1 < t2 . . . < tn the

determinant of the matrix A =
(
t
pj
i

)n
i,j=1

is positive.

Proof. We first show that det(A) 6= 0. To prove it by contradiction, assume that the

matrix A is singular and take a non-zero vector c = (c1, . . . , cn) such that Ac = 0. Thus,

if f is given by

(37) f(t) =
n∑
j=1

cjt
pj , t > 0,

we have f(ti) = 0 for every i = 1, . . . , n. Since some of the ci are non-zero, the function

f is not identically zero, which contradicts Lemma 19.

To prove that the sign of det(A) is positive we proceed by induction. The assertion is

clear for n = 1. From the first part we deduce that the function

(tn−1,∞) 3 tn 7→ det
((
t
pj
i

)n
i,j=1

)
has constant sign. It therefore suffices to check the sign in the limit tn →∞. Expanding

the determinant with respect to the last row we get

lim
tn→∞

1

tpnn
det
((
t
pj
i

)n
i,j=1

)
= det(

(
t
pj
i

)n−1

i,j=1
),

which is positive by induction hypothesis. This completes the proof. �

For n ≥ 1 let us define the moment map Ψn : {f : f ≥ 0} → [0,∞]n given by

(38) Ψn(f) = (m1(f), . . . ,mn(f)), where mi(f) =

∫ ∞
0

tpif(t)dt,

for every i ∈ {1, . . . , n}.

Lemma 21. Suppose that f, g : [0,∞)→ R+ are two measurable functions such that f−g
changes sign at most n− 1 times on (0,∞). If Ψn(f) = Ψn(g), then f = g a.e.
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Proof. Suppose that f − g changes sign at some points 0 < t1 < t2 < . . . < tk, where

k ≤ n− 1. For real numbers c1, . . . , ck consider the function

(39) h(t) = tpk+1 +
k∑
i=1

cit
pi .

Using Lemma 20, we see that it is possible to find c1, . . . , ck ∈ R such that h(ti) = 0

for every i = 1, . . . , k (since this involves solving a linear system of equations whose

determinant is non-zero). From Lemma 19, for this choice of c1, . . . , ck, the function h has

exactly k roots in (0,∞) and each root corresponds to a sign change of h. Therefore, the

function h(f −g) has a fixed sign. However, since Ψn(f) = Ψn(g) implies Ψk(f) = Ψk(g),

we get
∫∞

0 h(f − g) = 0, and thus f = g a.e. �

We begin our study of the families L±n with a lemma which will be needed to show the

uniqueness in Theorem 7(i).

Lemma 22. The map Ψn is injective on L±n .

Proof. A careful case analysis shows that if f, g ∈ L+
n or f, g ∈ L−n , then f − g changes

sign at most n− 1 times on (0,∞). Therefore, Lemma 21 shows that if Ψn(f) = Ψn(g),

then f = g a.e. It follows that f = g everywhere, due to the convention ∞ · 0 = 0 which

leads to the lower semi-continuity of the members of L±n . �

We are ready to formulate and prove our main proposition of this subsection.

Proposition 23. For n ≥ 1, suppose that the functions f ∈ L, f+ ∈ L+
n and f− ∈ L−n

are such that

(40) Ψn(f+) = Ψn(f−) = Ψn(f)

and let −1 < p1 < p2 < . . . < pn <∞ and pn+1 ∈ (−1,∞). The following hold true.

(i) If |{i : pi > pn+1}| is even, then

(41) mn+1(f−) ≤ mn+1(f) ≤ mn+1(f+).

If |{i : pi > pn+1}| is odd, then the above inequalities are reversed.

(ii) If f+ or f− belongs to L+
n−1 ∪L

−
n−1 then f+ = f− and, in particular, mn+1(f−) =

mn+1(f+).

(iii) If f+ /∈ L+
n−1 ∪ L

−
n−1 and f− /∈ L+

n−1 ∪ L
−
n−1 then mn+1(f−) 6= mn+1(f+).

(iv) If mn+1(f) = mn+1(f±) then f = f± a.e.

Proof. We shall prove that if |{i : pi > pn+1}| is even, then mn+1(f−) ≤ mn+1(f) and

the reverse holds if |{i : pi > pn+1}| is odd. The inequalities for f+ are identical. We can

clearly assume that f is not equal to f−. Then, by the log-concavity of f and the definition

of L−n , the function f − f− changes sign at most n times on (0,∞). Combining this fact

with the assumption Ψn(f) = Ψn(f−) and Lemma 21, we infer that f − f− changes sign

exactly n times on (0,∞). As in the proof of Lemma 21, take h(t) =
∑n+1

i=1 cit
pi with

cn+1 = 1 and choose c1, . . . , cn ∈ R such that h(f − f−) has a fixed sign. Note that in a

small neighbourhood to the right of the last sign change (when f− jumps to 0) the sign

of f − f− must be positive, since otherwise the number of sign changes would be strictly
16



less than n. What remains is to examine the sign of the function h to the right of the

last sign change or, equivalently, the sign of the coefficient cs, where is the index of the

maximal exponent. Since p1 < . . . < pn, we know that s = n or s = n + 1. If s = n + 1

we have cs = 1 and thus h(f − f−) ≥ 0. In this case we get∫ ∞
0

tpn+1(f(t)− f−(t))dt =

∫ ∞
0

h(t)
(
f(t)− f−(t)

)
dt ≥ 0.

Assume now that s = n, and recall that the vector c = (c1, . . . , cn) was constructed as

the solution to the linear system

(42)


tp11 . . . tpn1
...

. . .
...

tp1n . . . tpnn


︸ ︷︷ ︸

A

·


c1

...

cn

 = −


t
pn+1

1
...

t
pn+1
n

 ,

where det(A) > 0 from Lemma 20. Hence, a straightforward application of Cramer’s rule,

shows that cn has the same sign as

(43) − det


tp11 . . . t

pn−1

1 t
pn+1

1
...

. . .
...

...

tp1n . . . t
pn−1
n t

pn+1
n

 ,

which is positive if |{i : pi > pn+1}| is even and negative if |{i : pi > pn+1}| is odd, as can

be seen by repeatedly swapping columns so that the exponents pi are ordered and then

applying Lemma 20. Knowing the sign of cn, we then find limt→∞ h(t) as before and thus

decide whether h(f − f−) is nonnegative or nonpositive. Then (i) follows by integrating.

Part (ii) is an immediate consequence of Lemma 21, since if, say f+ ∈ L+
n−1 ∪ L

−
n−1,

then for any f ∈ L the function f+− f changes sign at most n− 1 times, in particular so

does f+−f−. To prove part (iii), first observe that the assumption implies that f+ is not

equal to f−. Thus, the same argument used for (i) shows that f+−f− changes sign exactly

n times and choosing the function h as above, gives
∫∞

0 h(f+− f−) 6= 0, since h(f+− f−)

is not identically zero and has a fixed sign. Part (iv) follows again from Lemma 21 by

observing that f − f± changes sign in at most n points and Ψn+1(f) = Ψn+1(f±). �

4.2. Topological facts. We will also need the following standard topological lemmas.

Lemma 24. Let B0 ⊆ Rn be a set homeomorphic to the closed Euclidean ball Bn
2 and

suppose that F+, F− : B0 → R are two continuous functions such that F+(x) ≥ F−(x) for

every x ∈ B0, with equality if and only if x ∈ ∂B0. Then, the set

(44) C = {(x, y) ∈ B0 × R : F−(x) ≤ y ≤ F+(x)}

is homeomorphic to the closed Euclidean ball Bn+1
2 and

(45) ∂C =
{

(x, F−(x)) : x ∈ B0

}
∪
{

(x, F+(x)) : x ∈ B0

}
.

Proof. Let h : Bn
2 → B0 be a homeomorphism. By considering the functions F+ ◦ h and

F− ◦ h on Bn
2 , we can clearly assume that B0 = Bn

2 . Then, we claim that the function
17



Ω(x, y) = (x, ω(x, y)), where

(46) ω(x, y) =

{
F+(x) + F+(x)−F−(x)

2

(
y

(1−‖x‖22)1/2
− 1
)
, ‖x‖2 < 1

F+(x) = F−(x), ‖x‖2 = 1
,

is a continuous map from Bn+1
2 to C. Indeed, the continuity on the interior of Bn+1

2 , as

well as the continuity at points (x, y) ∈ ∂Bn+1
2 with y 6= 0, is clear. We are left with

checking the continuity at points (x, 0), where x satisfies ‖x‖2 = 1. Suppose (xn, yn) →
(x, 0). It is enough to show that ω(xn, yn) → ω(x, 0) = F+(x) = F−(x). We have

ω(xn, yn) ∈ [F−(xn), F+(xn)] and the desired convergence follows by the sandwich rule.

Moreover, the inverse of the map (46) is given by Ω−1(x, y) = (x, θ(x, y)), where

(47) θ(x, y) =

{ (
2

F+(x)−F−(x)(y − F+(x)) + 1
)

(1− ‖x‖22)1/2, ‖x‖2 < 1

0, ‖x‖2 = 1

and is also continuous. Indeed the only problematic case in checking the continuity

occurs when F+(x) = F−(x), that is, ‖x‖2 = 1. In this case, if (xn, yn) → (x, 0) then

θ(xn, yn)→ θ(x, 0) = 0 since

θ(xn, yn) ∈
[
−(1− ‖xn‖22)1/2, (1− ‖xn‖22)1/2

]
,

and we can again use the sandwich rule. Hence C is indeed homeomorphic to Bn+1
2 . The

description of the boundary of C follows from the continuity of F+ and F− and from the

fact that they coincide on the boundary of Bn
2 . �

Lemma 25. Let P and C be two subsets of Rn homeomorphic to a closed Euclidean ball

B. Consider a continuous function f : P → Rn that is injective on int(P ) and assume

that f(P ) ⊆ C and f(∂P ) = ∂C. Then f(P ) = C.

Proof. We can clearly assume that P = C = B. Suppose the assertion does not hold,

that is, there exists y0 ∈ B such that y0 /∈ f(B). For any θ ∈ Sn−1 let us define

r(θ) = the point y in {y0 + tθ : t ≥ 0} ∩ f(B) which is closest to y0.

Since f(B) is compact, r(θ) is well defined. We claim that r(θ) /∈ f(int(B)). Indeed, by

the invariance of domain theorem (see [Hat02, Theorem 2B.3]), f |int(B) is an open map

and therefore f(int(B)) is an open subset of Rn. If r(θ) was in f(int(B)), then it would be

contained in f(int(B)) along with a ball around it, hence contradicting its minimality. We

get that r(θ) ∈ ∂B for any θ ∈ Sn−1 and thus f(B) ⊆ ∂B. In particular f(int(B)) ⊆ ∂B,

which is a contradiction since f(int(B)) is open. �

4.3. Technical facts. For every function space L±n we denote by P±n ⊂ [0,∞]n the

corresponding parameter space of the vectors of parameters (a, b) appearing in (12). The

parameter space P±n is compact (in the usual topology of [0,∞]n) and homeomorphic to

the closed Euclidean ball Bn
2 . These parameter spaces give rise to natural maps e±n :

P±n → L±n , which are injective on the interiors of P±n (but not on the boundaries). A

simple case analysis also shows that

(48) e±n (∂P±n ) = L+
n−1 ∪ L

−
n−1.
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Fix n ≥ 1 and distinct p1, . . . , pn+1 ∈ (−1,∞). For M > 0 consider the class

(49) L±n,M =
{
f ∈ L±n :

∫ ∞
0

f(t)dt ≤M
}
.

and note that
⋃
M>0 L

±
n,M = L±n \ {f ≡ 1}. Denote by P±n,M = (e±n )−1(L±n,M ) the corre-

sponding parameter space. Moreover, if p = mini=1,...,n+1 pi and P = maxi=1,...,n+1 pi, we

equip the space L±n,M with the metric

(50) d(f, g) =

∫ ∞
0
|f(t)− g(t)|(tp + tP )dt,

which is well defined since the only log-concave function f ∈ L which does not decay

exponentially is f ≡ 1.

We will prove the following technical proposition.

Proposition 26. For every n ≥ 1 and M > 0 the following hold true.

(i) The functionals mi are continuous on (L±n,M , d) for every i = 1, . . . , n + 1. As a

consequence, the map Ψn is also continuous on (L±n,M , d).

(ii) The natural map e±n : P±n,M → L
±
n,M is a continuous map between compact spaces.

(iii) The map Ψn ◦ e±n : P±n → Rn is continuous.

(iv) The map Ψn : L±n,M → Ψn(L±n,M ) is a homeomorphism.

(v) The map mn+1 ◦ (Ψn)−1 : Ψn(L±n )→ R+ ∪ {∞} is continuous.

Proof. (i) Since tpi ≤ tp + tP for any i = 1, . . . , n+ 1, the continuity of mi is evident.

(ii) Suppose that (a(k), b(k)) ∈ P±n,M satisfy (a(k), b(k))→ (a, b) for some (a, b) ∈ P±n,M .

Let fk = e±n (a(k), b(k)) and f = e±n (a, b). Then fk → f a.e. Indeed, the only point t

where a
(k)
i (t− b(k)

i ) might not converge to ai(t− bi) is t = bi, when bi is finite. Therefore,

the convergence holds everywhere except for finitely many points. For every function

g ∈ L±n,M we have 2Mg(2M) ≤
∫∞

0 g ≤M . This gives g(2M) ≤ 1/2 and by log-concavity

g(t) ≤ g(2M)t/2M ≤ 2−t/2M for t ≥ 2M . Thus, g(t) ≤ 2−t/2M1{t≥2M} + 1{t<2M}. We

therefore get

|fk(t)− f(t)| ≤ 2 · 2−t/2M1{t≥2M} + 21{t<2M}

and thus
∫∞

0 |fk(t)− f(t)|(tp + tP )dt→ 0 by Lebesgue’s dominated convergence theorem,

i.e. d(fk, f)→ 0. Hence, e±n : P±n,M → L
±
n,M is a continuous map. Since L±n,M is a closed

subset of L±n , P±n,M is a closed subset of the compact space P±n , and thus it is compact.

As a result, L±n,M = e±n (P±n,M ) is also compact.

(iii) Let us consider a sequence of parameters (a(k), b(k)) ∈ P±n converging to (a, b) ∈
P±n . If f = e±n (a, b) is not identically equal 1, then by a.e. convergence of fk = e±n (a(k), b(k))

to f we deduce that there exists L > 0 such that eventually fk(L) < 1/2. By the same

reasoning as in the proof of part (ii) we see that eventually fk are exponentially bounded

on [L,∞), namely fk(t) ≤ 2−t/L1{t≥L} + 1{t<L}. Thus, eventually fk ∈ L±n,M0
with

M0 = L(1 + 1/2 ln 2). Thus, in this case our assertion follows by combining (i) and (ii).

If f ≡ 1 then by Fatou’s lemma

∞ =

∫ ∞
0

f(t)tpidt ≤ lim inf
k→∞

∫ ∞
0

fk(t)t
pidt, i = 1, . . . , n,

and thus Ψn(fk)→ Ψn(f) = (∞, . . . ,∞).
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(iv) By Lemma 22 the map Ψn is injective. From point (i) it is also continuous. Hence,

Ψn : L±n,M → Ψn(L±n,M ) is a continuous bijection defined on the compact space L±n,M with

values in the Hausdorff space [0,∞]n. Consequently, it is a homeomorphism.

(v) To prove the continuity at a point Ψn(f) = m ∈ Ψn(L±n ) which is not (∞, . . . ,∞),

take a sequence mk = Ψn(fk) convergent to m. It suffices to show that eventually all

fk belong to L±n,M1
for some M1 because (i) and (iv) immediately imply that for every

M > 0, mn+1 ◦ (Ψn)−1 restricted on Ψn(L±n,M ) is continuous. For any f ∈ L and any

p, q > −1 we have

(51)

(∫ ∞
0

f(t)tpdt

) 1
p+1

≤ Cp,q
(∫ ∞

0
f(t)tqdt

) 1
q+1

,

where

Cp,q = max

{
(q + 1)

1
q+1

(p+ 1)
1

p+1

,
Γ(p+ 1)

1
p+1

Γ(q + 1)
1

q+1

}
(see also [MP89, Lemmas 2.1 and 2.6]). To prove the above inequality choose unique

functions f+ ∈ L+
1 and f− ∈ L−1 such that

∫∞
0 f(t)tqdt =

∫∞
0 f+(t)tqdt =

∫∞
0 f−(t)tqdt.

Applying Proposition 23 in the case n = 1 with p1 = q and p2 = p reduces proving (51)

to the case f ∈ {f+, f−}. The inequality follows by computing the resulting constants in

these two cases. Since Ψn(fk) converges, there is M0 > 0 such that m1(fk) ≤M0 for any

k ≥ 1. It follows that
∫∞

0 fk ≤ C0,p1M
1/(p1+1)
0 and so we can takeM1 = C0,p1M

1/(p1+1)
0 +1.

To prove the continuity at (∞, . . . ,∞) is suffices to observe that due to (51) we get that∫∞
0 fk(t)t

p1dt→∞ implies
∫∞

0 fk(t)t
pn+1dt→∞. �

4.4. Proof of Theorem 7. Define A±n = Ψn(L±n ) and Bn = Ψn(L). To establish Theo-

rem 7(i) we shall prove that A±n = Bn. Consider the functions F+ and F− on Bn−1, given

by

(52) F+(m1, . . . ,mn−1) = sup
{
mn(f) : f ∈ L and mi(f) = mi, i = 1, . . . , n− 1

}
and

(53) F−(m1, . . . ,mn−1) = inf
{
mn(f) : f ∈ L and mi(f) = mi, i = 1, . . . , n− 1

}
and let

(54) Cn =
{

(m1, . . . ,mn) ∈ Bn−1 × R : mn ∈
[
F−(m1, . . . ,mn−1), F+(m1, . . . ,mn−1)

]}
.

It is clear from the definition of these sets that

(55) A±n ⊆ Bn ⊆ Cn.

We will prove the following strengthening of Theorem 7(i).

Theorem 27. For every n ≥ 1 we have A+
n = A−n = Bn = Cn. Moreover, these sets are

homeomorphic to the Euclidean ball Bn
2 and their boundary is Ψn(L+

n−1) ∪Ψn(L−n−1).

Proof. The proof goes by induction on n. For n = 1 we get

(56) L+
1 = {f(t) = e−at : 0 ≤ a ≤ ∞} and L−1 = {f(t) = 1[0,b] : 0 ≤ b ≤ ∞}.
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Thus, since P±1 = [0,∞], we get m1(e+
1 (a)) = a−(p1+1)Γ(p1 + 1) and m1(e−1 (b)) =

1
p1+1b

p1+1, which implies that A±1 = B1 = C1 = [0,∞]. Since L±0 = {1{0}, 1} we get

∂B1 = {0,∞} = Ψ1(L+
0 ) = Ψ1(L−0 ). Therefore, the assertion is true for n = 1.

Suppose that the claim is true for n constraints and we will show it for n+ 1. We will

first determine the boundary of Cn+1. Let m = (m1, . . . ,mn) ∈ Bn. By the induction

hypothesis there exist f+ ∈ L+
n and f− ∈ L−n such that

Ψn(f+) = Ψn(f−) = (m1, . . . ,mn).

and then Proposition 23(i) shows that for any f ∈ L such that Ψn(f) = (m1, . . . ,mn),

we have

(57) min
{
mn+1(f−),mn+1(f+)

}
≤ mn+1(f) ≤ max

{
mn+1(f−),mn+1(f+)

}
,

depending on the sequence p1, . . . , pn+1. Consider the functions

(58) F̃− = min
{
mn+1 ◦ (Ψn|L−n )−1,mn+1 ◦ (Ψn|L+n )−1

}
and

(59) F̃+ = max
{
mn+1 ◦ (Ψn|L−n )−1,mn+1 ◦ (Ψn|L+n )−1

}
.

A combination of the induction hypothesis Bn = A±n = Ψn(L±n ) with Proposition 26(v)

yields the continuity of F̃+ and F̃− on Bn, which moreover is a set homeomorphic to

Bn
2 . It also follows from the induction hypothesis that the boundary of Bn is Ψn(L+

n−1)∪
Ψn(L−n−1). We would like to show that pointwise F̃+ ≥ F̃− with equality only on the

boundary of Bn. Indeed, take a point m ∈ Bn and unique (by Lemma 22) functions

f± ∈ L±n such that m = Ψn(f−) = Ψn(f+). If m ∈ ∂Bn = Ψn(L+
n−1) ∪ Ψn(L−n−1), then

f± ∈ L+
n−1 ∪L

−
n−1, so f− = f+ and F̃−(m) = F̃+(m) by Proposition 23(ii). If m is not in

∂Bn, then neither f− nor f+ is in L+
n−1∪L

−
n−1, so by Proposition 23(iii), F̃−(m) < F̃+(m).

Combining all the above with Lemma 24, we finally infer that the set

C̃n+1 =
{

(x, y) ∈ Bn × R : F̃−(x) ≤ y ≤ F̃+(x)
}

is homeomorphic to Bn+1
2 and that

(60) ∂C̃n+1 =
{

(x, F̃−(x)) : x ∈ Bn
}
∪
{

(x, F̃+(x)) : x ∈ Bn
}

= Ψn+1(L+
n )∪Ψn+1(L−n ).

Moreover, using the notation of (52) and (53), we can rewrite (57) as F̃± = F±, which in

turn shows that C̃n+1 = Cn+1. Therefore, we deduce that

(61) ∂Cn+1 = Ψn+1(L+
n ) ∪Ψn+1(L−n ).

The proof will be complete once we show that A±n+1 = Cn+1. To this end, consider the

function f±n+1 : P±n+1 → [0,∞]n+1, given by f±n+1 = Ψn+1 ◦ e±n+1. It is continuous by

Proposition 26(iii) and satisfies

f±n+1(P±n+1) = Ψn+1(e±n+1(P±n+1)) = Ψn+1(L±n+1) = An+1 ⊆ Cn+1

and by (48) and (61),

f±n+1(∂P±n+1) = Ψn+1(e±n+1(∂P±n+1)) = Ψn+1(L+
n ) ∪Ψn+1(L−n ) = ∂Cn+1.
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Notice that f±n+1 is injective on int(P±n+1), since Ψn+1 is injective on L±n+1 (by Lemma 22)

and e±n+1 is injective on int(P±n+1). Therefore, since both P±n+1 and C±n+1 are homeomorphic

to Bn+1
2 , Lemma 25 gives thatA±n+1 = f±n+1(P±n+1) = Cn+1, thus completing the proof. �

Remark 28. The equality Bn = Cn provides a structural property of the set Bn. Namely,

its intersection with every line of the form {y0 + tei, t ∈ R}, where (ei)
n
i=1 is the standard

basis of Rn, is either a line segment or the empty set.

Proof of Theorem 7. The existence part of (i) follows from Theorem 27, whereas the

uniqueness follows from Lemma 22. Part (ii) is a consequence of Proposition 23(i) and

Proposition 23(iv). �
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