SUPERSTABILITY IN ABSTRACT ELEMENTARY
CLASSES

RAMI GROSSBERG AND SEBASTIEN VASEY

ABSTRACT. In the context of abstract elementary class (AEC)
with amalgamation, joint embedding, and arbitrarily large mod-
els, an AEC is A-superstable if it is stable in A and has no long
splitting chains in A. Under the assumptions that the class is tame
and stable, we prove that several other definitions of superstability

are equivalent in this context. This partially answers questions of
Shelah.

Theorem 0.1. Let K be a tame AEC with amalgamation, joint
embedding, and arbitrarily large models. Assume that K is stable
in a proper class of cardinals. Then the following are equivalent:
(1) For all high-enough A, K is A-superstable.
(2) For all high-enough A, there exists a good A-frame on a skele-

ton of K.

(3) For all high-enough A, K has a unique limit model of cardi-
nality A.

(4) For all high-enough A, K has a superlimit model of cardinality
A

(5) For all high-enough A, the union of any increasing chain of
A-saturated models is A-saturated.
(6) There exists p such that for all high-enough A, K is (A, u)-

solvable.
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1. INTRODUCTION

In the context of classification theory for abstract elementary classes
(AECs), a notion analogous to the first-order notion of stability ex-
ists: it is defined as one might expectﬂ (by counting Galois types, see
Definition . However it has been unclear what a parallel notion to
superstability might be. Recall that for first-order theories we have:

Fact 1.1. Let T be a first-order complete theory. The following are
equivalent:

(1) T is stable in every cardinal A > 271,

(2) For all infinite cardinals A, the union of an increasing chain of
A-saturated models is A\-saturated.

(3) k(T) =Ny and T is stable.

(4) T has a saturated model of cardinality \ for every A > 271,

(5) T is stable and D"[z = z, L(T), o0] < oc.

(6) There does not exists a set of formulas & = {gpn(:v yn) |n <w}

such that @ can be used to code the structure (W=, <, <;c;.)

(1) = (2) and (1) < (¢) for £ € {3,4,5,6} all appear in Shelah’s
book [She90]. Albert and Grossberg [AG90, Theorem 13.2] established
(2) = (6).

In the last 30 years, in the context of classification theory for non
elementary classes, several notions that generalize that of first-order
superstablity have been considered. See papers by Grossberg, She-

lah, VanDieren, Vasey and Villaveces: [GS86, [Gro88], [She99], [SV99],
[Van06l, Van13], [GVV], [VasI6al Vasal.

LA justification for the definition is Fact [2.10] showing that it is equivalent (under
tameness) to failure of the order property.
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In [She99, p. 267] Shelah states that part of the program of classification
theory for AECs is to show that all the various notions of first-order sat-
uration (limit, superlimit, or model-homogeneous, see Section are
equivalent under the assumption of superstablity. A possible definition
of superstability is solvability (see Definition [2.33), which appears in
the introduction to [She09a] and is hailed as a true counterpart to first-
order superstability. Full justification is delayed to [She] but [She09al,
Chapter IV] already uses it. Other definitions of superstability analo-
gous to the ones in Fact|[l.1|can also be formulated. The main result of
this paper is to accomplish the above program of Shelah (showing that
all the notions of saturated are equivalent) for tame AECs (with amal-
gamation, joint embedding, and arbitrarily large models), and that in
addition several definitions of superstability that previously appeared
in the literature are equivalent in this context (see the preliminaries
for precise definitions of the concepts appearing below). We first state
some notation:

Notation 1.2 (4.24.(5) in [Bal09]). Given a fixed AEC K, set H; :=
:(QLS(K)>+'

Theorem 1.3 (Main theorem). Let K be a LS(K)-tame AEC with
amalgamation, joint embedding, and arbitrarily large models. Assume
that K is stable in some cardinal greater than or equal to LS(K). The
following are equivalent:

(1) There exists g < Hp such that for every A > py, K has no long
splitting chains in A.

(2) There exists puy < Hj such that for every A > o, there is a
good A-frame on a skeleton of K.

(3) There exists uz < Hp such that for every A > pu3, K has a
unique limit model of cardinality .

(4) There exists py < Hp such that for every A > py, K has a
superlimit model of cardinality .

(5) There exists pus; < Hy such that for every A > pus, the union of
any increasing chain of A-saturated models is A-saturated.

(6) There exists pug < Hp such that for every A > g, K is (A, pg)-
solvable.

Moreover any of the above conditions also imply:

(7) There exists u; < Hj such that for every A > ur, K is stable in
A

Proof. This is a special case of Theorem [6.7] when 6 := H;. O
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Remark 1.4. The main theorem has a global assumption of stability
(in some cardinal). While stability is implied by some of the equivalent
conditions (e.g. by or (@) other conditions may be vacuously true
if stability fails (e.g. (I))). Thus in order to simplify the exposition we
just require stability outright.

Remark 1.5. In the context of the main theorem, if py > LS(K) is
such that K is stable in p; and has no long splitting chains in py (we
will say that K is p;-superstable, see Definition , then for any
A > g, Kis stable in A and has no long splitting chains in A (see Fact
) In other words, superstability defined in terms of no long
splitting chains transfers up.

Remark 1.6. In , one can also require the following strong version
of uniqueness of limit models: if My, My, M, € K, and both M; and
M, are limit over My, then M; =, M, (i.e. the isomorphism fixes the

base). This is implied by (2): see Fact

At present, we do not know how to prove analogs to the last two prop-
erties of Fact . Further, it is open whether stability on a tail ( in
the main theorem) implies any of the above definitions of superstability
(more on this in Section [7)).

Question 1.7. Let K be an LS(K)-tame AEC with amalgamation,
joint embedding, and arbitrarily large models. If K is stable on a tail
of cardinals, does there exists a cardinal ;1 > LS(K) such that K is
stable in y and has no long splitting chains in p?

Interestingly, the proof of Theorem [1.3|does not tell us that the thresh-
old cardinals u, above are equal. In fact, it uses tameness heavily to
move from one cardinal to the next and uses e.g. that one equivalent
definition holds below A to prove that another definition holds at A.
Showing equivalence of these definitions cardinal by cardinals, or even
just showing that we can take p; = o = ... = g seems much harder.
In fact, proving the statement with the restriction pu, < H; is harder
than proving it without this restriction, so as a warm-up we will prove
the result without the restriction first (this is Theorem from the
abstract). We also show that we can ask only for each property to hold
in a single high-enough cardinals below H; (but the cardinal may not
be the same for each property, see Theorem [6.7)).

Note also that, while the analogous result is known for stability (see
Fact [2.10]), we do not know whether superstability should hold below

the Hanf number:
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Question 1.8. Let K be a LS(K)-tame AEC with amalgamation, joint
embedding, and arbitrarily large models. Assume that there exists
p > LS(K) such that K is stable in x4 and has no long splitting chains
in p. Is the least such u below H;?

In general, we suspect that the problem of computing the cardinals p,
could play a role similar to the computation of the first stability car-
dinal for a first-order theory (which led to the development of forking,
see e.g. the introduction of |GIL02]).

We discuss earlier work. Shelah [She09al, Chapter II] introduced good
A-frames (a local axiomatization of first-order forking in a superstable
theory, see more in Section and attempts to develop a theory of
superstability in this context. He proves for example the uniqueness of
limit models (see Fact , so (12)) implies (3]) in the main theorem is due
to Shelah) and (with strong assumptions, see below) the fact that the
union of a chain (of length strictly less than A*T) of saturated models of
cardinality A™ is saturated [She09al, Section II.8]. From this he deduces
the existence of a good A™-frame on the class of AT-saturated models
of K and goes on to develop a theory of prime models, regular types,
independent sequences, etc. in [She(9a, Chapter III]. The main issue
with Shelah’s work is that it does not make any global model-theoretic
hypotheses (such as tameness or even just amalgamation) and hence
often relies on set-theoretic assumptions as well as strong local model-
theoretic hypotheses (few models in several cardinals). For example,
Shelah’s construction of a good frame in the local setup [She09al 11.3.7]
uses categoricity in two successive cardinals, few models in the next,
as well as several diamond-like principles.

By making more global hypotheses, building a good frame becomes
easier and can be done in ZFC (see [Vasl6a] or [She09a, Chapter IV]).
Recently, assuming amalgamation and tameness (a locality property of
types introduced by VanDieren and the first author, see Definition ,
progress have been made in the study of superstability defined in terms
of no long splitting chains. Specifically, [Vasl6al Theorem 5.6] proved
implies . Partial progress in showing implies is made in
[VaslGa] and [Vasa] but the missing piece of the puzzle, that (1) implies

} is proven 1n [BV]. From these results, it can be deduced that (l)
implies (4 (see | BV Theorem 7.1]). Imphcatlons between variants

of (3 . ’ and () are also straightforward (see Fac . Finally, @
D

directly implies (4)) from its definition (see Section

Thus the main contributions of this paper are (5)) implies (1]} (see in
particular Lemma [4.30) and implies (6) (see Theorem [5.9). In
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Theorem it is shown that, assuming amalgamation and tameness,
solvability in some high-enough cardinal implies solvability in all high-
enough cardinals. Note that Shelah asks (inspired by the analogous
question for categoricity) in [She09a, Questions N.4.4] what the solv-
ability spectrum can be (in an arbitrary AEC). Theorem [6.6| provides
a partial answer under the additional assumptions of amalgamation
and tameness. The proof notices that a powerful results of Shelah and
Villaveces [SV99] (deriving no long splitting chains from categoricity)
can be adapted to our setup (see Theorem and Corollary . She-
lah also asks [She09al, Question N.4.5] about the superlimit spectrum.
In our context, we can show that if there is a high-enough stability
cardinals A\ with a superlimit model, then K has a superlimit on a tail
of cardinals (see Theorem [6.7). We do not know if the hypothesis that
A is a stability cardinal is needed (see Question [6.9)).

The background required to read this paper is a solid knowledge of
AECs (for example Chapters 4-12 of Baldwin’s book [Bal09] or the
upcoming [Gro]). We rely on the first ten sections of [Vasal, as well
as on the material in [Vas16bl BV], but we have tried to quote all the
relevant facts.

At the beginning of Sections [4] and [5] we make global hypotheses that
hold until the end of the section (unless said otherwise). This is to
make the statements of several technical lemmas more readable. We
may repeat the global hypotheses in the statement of major theorems.

Since this paper was first circulated (July 2015), several related results
have been proven. VanDieren [Van, Vanl6| gives some relationships
between versions of (3]) and (5) in a single cardinal (with (1]} as a back-
ground assumption). This is done without assuming tameness, using
very different technologies than in this paper. This work is applied
to the tame context in [VV], showing for example that implies
holds cardinal by cardinal.

This paper was written while the second author was working on a Ph.D.
thesis under the direction of the first author at Carnegie Mellon Univer-
sity. He would like to thank Professor Grossberg for his guidance and
assistance in his research in general and in this work specifically. We
also thank Will Boney and a referee for feedback that helped improve
the presentation of the paper.
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2. PRELIMINARIES

We assume familiarity with a basic text on AECs such as [Bal09] or
|[Gro] and refer the reader to the preliminaries of [Vasl6b] for more
details and motivations on the concepts used in this paper.

We use K (boldface) to denote a class of models together with an
ordering (written <gk). We will often abuse notation and write for
example M € K. When it becomes necessary to consider only a class
of models without an ordering, we will write K (no boldface).

Throughout all this paper, K is a fixed AEC. Most of the time, K will
have amalgamation, joint embedding, and arbitrarily large modelsﬂ At
some points, we will also use the following fact whose proof is folklore
(see e.g. [Vasal Proposition 10.13]). It gives conditions under which
joint embedding and arbitrarily large models follow from amalgama-
tion.

Fact 2.1. Assume that K has amalgamation. Let A > LS(K) be such
that K has joint embedding in A\. Then there exists y < H; (recall
Notation and an AEC K* such that:

(1) K* C K and K* has the same strong substructure relation as
K.

(2) LS(K*) = LS(K).

(3) K* has amalgamation, joint embedding, and no maximal mod-
els.

(4) szin(A,x) = (K*)Zmin(/\,x)'

2.1. Galois types, stability, and tameness. For the convenience of
the reader, we briefly recall the definition of Galois types and stability:

Definition 2.2.

(1) For M <k N both in K, b € <*|N|, write p := gtp(b/M; N) for
the Galois type of b over M as computed in N. We write £(p)
(the length of p) for £(b). We let gS*(M; N) := {gtp(b/M; N) |
b € “|N|}, and gS*(M) := {gtp(b/M;N) | N € K,M <k
N,b € ¢|N|}. We similarly define gS<*(M; N) and gS<*(M)
(we allow a = c0). gS(M; N) and gS(M) mean gS'(M; N) and
gS(M) respectively.

(2) When K has amalgamation in A\, we say that K is stable in A
if for any M € K, |gS(M)| < A.

°Note that assuming joint embedding the property “arbitrarily large models”
implies the stronger “no maximal models”.
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Remark 2.3. When K has amalgamation, joint embedding, and arbi-
trarily large models, we can fix a “big” model-homogeneous universal
model € and work inside €. We then have that for any M <g €
and a@,b € <*®|€|, gtp(a/M;€) = gtp(b/M;€) if and only if there ex-
ists an automorphism of € fixing M and taking @ to b. Furthermore,
gS(M) = gS(M; €). Thus the definitions of Galois types and stability
here coincide with the ones in [Bal09, Chapter 8.

We will also make use of the order property defined in terms of Galois
types [She99, Definition 4.3]. For the convenience of the reader, we
have removed one parameter from Shelah’s definition.

Definition 2.4 (Order property). Assume that K has amalgamation,
joint embedding, and arbitrarily large models. Work inside a monster
model €.

(1) K has the a-order property of length x if there exists a sequence
(a; i < x) of a-tuples in € such that for any iy < jo < «,
i1 < J1 < o, thereisno f € Aut(€) such that f(a;,a;,) = a;,a;.

(2) K has the a-order property if it has the a-order property of
length x for every cardinal y.

We will use:

Fact 2.5 (Claim 4.5.(3) in [She99]). Let o < LS(K). If K does not
have the a-order property, then there exists xy < H; such that K does
not have the a-order property of length .

Remark 2.6. One can add as a requirement in the definition of the
order property that there is an automorphism of € mapping a;,a,, to
a;,aj, but this gives an equivalent definition if we do not care about
the exact length (x can be replaced by (2X)™), see for example [Vas16b)
Section 4.1]. We will use this freely.

Shelah’s program of classification theory for abstract elementary classes
started in 1977 with a circulation of a draft of [She87] (a revised version
is [She09a, Chapter I]). As a full classification theory seems impossi-
ble due to various counterexamples (e.g. [HS90]) and immense techni-
cal difficulties of addressing some of the main conjectures, all known
non-trivial results are obtained under some additional model-theoretic
or even set-theoretic assumptions on the family of classes we try to
develop structure/non-structure results for. In July 2001, Grossberg
and VanDieren circulated a draft of a paper titled “Morley Sequences
in Abstract Elementary Classes” (a revised version was published as
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[GVO6D]). In that paper, they introduced tameness as a useful assump-
tion to prove upward stability results as well as existence of Morley
sequence with respect to non-splitting in stable AECs.

Definition 2.7 (Definitions 3.2 in |[GV06D]). Let x > LS(K) be a
cardinal. K is x-tame if for any M € K>, and any p # ¢ in gS(M),
there exists My € K, such that p [ My # ¢ [ My. We similarly define
(< x)-tame (when y > LS(K)).

We say that K is tame provided there exists a cardinal x such thatﬂ
K is y-tame.

Remark 2.8. If K is y-tame for y > LS(K), the class K" := K, will
be an LS(K’)-tame AEC. Hence we will often directly assume that K
is LS(K)-tame.

Remark 2.9. In [GV06c] and [GV06a] Grossberg and VanDieren es-
tablished several cases of Shelah’s categoricity conjecture (which is after
40 years still the best known open problem in the field of AECs). At
the time, the main justification for the tameness assumption was that
it appears in all known cases of structural results and it seems to be
difficult to construct non-tame classes. In 2013, Will Boney [Bonl4b]
derived from the existence of a class of strongly compact cardinals that
all AECs are tame. In a preprint from 2014, Lieberman and Rosicky
[LR] pointed out that this theorem of Boney follows from a 25 year old
theorem of Makkai and Paré ([MP89, Theorem 5.5.1]). In a forthcom-
ing paper Boney and Unger [BU| establish that if every AEC is tame
then a proper class of large cardinals exists. Thus tameness (for all
AECs) is a large cardinal axioms. We believe that this is evidence for
the assertion that tameness is a new interesting model-theoretic prop-
erty, a new dichotomyﬁ], that should follow (see [GV06a, Conjecture
1.5]) from categoricity in a “high-enough” cardinal.

We will use the equivalence between stability and the order property
under tameness [Vasl6bl, Theorem 4.13]:

Fact 2.10. Assume that K is LS(K)-tame, has amalgamation, joint
embedding, and arbitrarily large models. The following are equivalent:

(1) K is stable in some cardinal greater than or equal to LS(K).

3As opposed to [GV06D), Definition 3.3], we do not require that x < Hj.

4Consider, for example, the statement that in a monster model for a first-order
theory T', for every sufficiently long sequence I there exists a subsequence J C I such
that J is indiscernible. In general, this is a large cardinal axiom, but it is known
to be true when T is on the good side of a dividing line (in this case stability). We
believe that the situation for tameness is similar.



10 RAMI GROSSBERG AND SEBASTIEN VASEY

(2) There exists ¢ < H; such that K is stable in all A > LS(K)
such that A = \*.
(3) K does not have the LS(K)-order property.

2.2. Superstability and no long splitting chains. A definition of
superstability analogous to x(7") = ¥y in first-order model theory has
been studied in AECs (see [SV99, IGVV], [Van06l, Van13, Vas16al [Vasal).
Since it is not immediately obvious what forking should be in that
framework, the more rudimentary independence relation of A-splitting
is used in the definition. Since in AECs, types over models are much
better behaved than types over sets, so it does not make sense in general
to ask for every type to not split over a finite setE]. Thus we require that
every type over the union of a chain does not split over a model in the
chain. For technical reasons (it is possible to prove that the condition
follows from categoricity), we require the chain to be increasing with
respect to universal extension. This rephrases (1)) in Theorem [L.3}

Definition 2.11.

(1) [She01l 0.19.(2)] For M, N € K (usually [|M|| = || N]|), say N is
uniwversal over M if M <k N and whenever we have M’ >x M
such that [|[M'|| < ||N||, then there exists f : M’ — N.

(2) Let A > LS(K). We say K has no long splitting chains in X if
for any limit 6 < A", any increasing (M; : i < §) in K, with
M, 1 universal over M; for all i < §, any p € gS({J,_s M;), there
exists ¢ < ¢ such that p does not A-split over M,;.

Remark 2.12. The condition in Definition first appears in
[She99, Question 6.1]. In [Bal09, Definition 15.1], it is written ad|
k(K,\) = Rg. We do not adopt this notation, since it blurs out the
distinction between forking and splitting, and does not mention that
only a certain type of chains are considered. A similar notation is in
[Vasal, Definition 3.16]: K has no long splitting chains in A if and only
if Ky (i)\—ns<K)\)7 <univ) = No.

1<d

The following (with minor variations, e.g. joint embedding is not re-
quired) is called superstability explicitly already in |[Gro02, Definition
7.12].

Definition 2.13 (Superstability). K is A-superstable if:

"But see [Vash, Theorem C.14] where a notion of forking over set is constructed
from categoricity in a universal class.
60f course, the x notation has a long history, appearing first in [She70].
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(1) LS(K) < A

(2) K has a model of size A, has amalgamation in A, joint embed-
ding in A, and no maximal models in A.

(3) K is stable in A.

(4) K has no long splitting chains in A.

While Definition makes sense in any AEC, this paper focuses on
tame AECs with amalgamation (in every cardinal), and will not study
what happens to Definition without these assumptions (although,
as said above, no long splitting chains is considered in [SV99] without
even assuming amalgamation in A, see also [GVV] [Van06l, Van13], and
the forthcoming [Vanl [Van16]).

In tame AECs with amalgamation, there are two basic facts about
superstability: it transfers upward, and follows from categoricity in a
high-enough cardinal.

Fact 2.14. Let K be an AEC with amalgamation.

(1) [Vasa, Proposition 10.10] If K is A-superstable, A-tame, and
i > A, then K is p-superstable. In particular, K>, has joint
embedding, no maximal models, and is stable in all cardinals.

(2) [Vasa, Theorem 10.16[] If K is (< )-tame with x = 3, >
LS(K) and is categorical in a A > &, then K is x-superstable.

2.3. Definitions of saturated. The search for a good definition of
“saturated” in AECs is central. We quickly review various possible
notions and cite some basic facts about them, including basic implica-
tions.

Implicit in the definition of no long splitting chains is the notion of a
limit model. Tt plays a central role in the study of AECs that do not
necessarily have amalgamation [SV99] (their study in this context was
continued in [Van06l, Van13]).

Definition 2.15 (Limit model). Let A > LS(K). For a limit ordinal
§ < At M is (N §)-limit over My if there exists a strictly increasing
continuous sequence (NN; : i < 0) in K, such that Ny = My, N5 = M,
and for all 7+ < 9§, N;;1 is universal over N;. We say that M is limit
over My if it is (|| Mp]|, 0)-limit over My for some 6. M is limit if it is
limit over some M,.

"The proof uses [SV99, Theorem 2.2.1] and indeed it turns out that this theorem
suffices to get an even stronger result, see Theorem
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Remark 2.16. Assume that A > LS(K) and K has amalgamation in
A and joint embedding in A. If K has a limit model of size A, then K
is stable in A and has no maximal models in \.

The following are well-known:

Fact 2.17. Let A > LS(K) and assume that K has amalgamation in
A, no maximal models in A, and is stable in \:

(1) [SheQ9al I1.1.6] (or see [GVO6D, Theorem 2.12]) For any M €
K, there exists N € K, universal over M. Thus for any § <
AT, there exists a (), §)-limit model over M.

(2) [SV99, Fact 1.3.6] Let My, My, My € K, and let 1,02 < AT be
limit ordinals. If cf(d;) = cf(dy) and for £ = 1,2, (M} :i < 6,)
witnesses that M, is (), §y)-limit over My, then there exists an
isomorphism f : M; =, M, such that for any ¢ < ¢, there
exists j € [i,0) with f[M]] <x M} and f~'[M7] <x M;.

Remark 2.18. Uniqueness of limit models that are not of the same
cofinality is a key concept which is equivalent to superstability in first-
order model theory (see the expository [GVV] for more on limit mod-
els).

Another natural definition of saturated uses Galois types:

Definition 2.19 (I.1.4.(2) in [She99]). Let M € K and let x> LS(K).
M is p-saturated if for any N > M, any M, € K, with My <x M,
any p € gS(My) is realized in M. When p = || M]||, we omit it.

We write K#*** for the class of p-saturated models in K ,.

Remark 2.20. We could have called this Galois p-saturated to dif-
ferentiate it from the first-order notion. Since we never work with
syntactic types in this paper, we will not use this terminology.

In [She01l Lemma 0.26] (see also [Gro02, Theorem 6.7] for a proof), it
is observed that (under the amalgamation propertyﬂ) M saturated is
equivalent to M model-homogeneous. This provides some justification
for Definition under amalgamation:

Fact 2.21 (Uniqueness of saturated models). Let A > LS(K) and
assume that K_, has amalgamation and joint embedding. If M, N €
K, are saturated, then M = N. Moreover if My € K_, is such that
My <x M and My <k N, then M =, N.

8in fact, with appropriate definition of types and saturation, amalgamation is
not needed.
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Another notion of saturation appears in [She87, Definition 3.1.1]} The
idea is to encode a generalization of the fact that a union of saturated
models should be saturated.

Definition 2.22. Let M € K and let A > LS(K). M is called super-
limit in \ if:
(1) M € K,.
(2) M is “properly universal”: For any N € K,, there exists f :
N — M such that f[N] <x M.
(3) Whenever (M; : i < ¢) is an increasing chain in Ky, § < AT
and M; = M for all i < §, then |J,_s M; = M.

1<y T

Note that the superlimit model is unique. The proof is a straightfor-
ward back and forth argument which we omit.

Fact 2.23. If M and N are superlimit in A, then M = N.

The following local implications between the three definitions are known:

Fact 2.24 (Local implications). Let A > LS(K) and assume that K<)
has amalgamation, joint embedding and no maximal models. Assume
further that K is stable in .

(1) If x € [LS(K)™, )] is regular, then any (A, x)-limit model is
x-saturated.

(2) If A > LS(K) and X is regular, then M € K, is saturated if and
only if M is (A, A)-limit.

(3) If A > LS(K), then any two limit models of size A are isomorphic
if and only if every limit model of size A is saturated.

(4) If M € K, is superlimit, then for any limit 6 < AT, M is
(A, 9)-limit and (if A > LS(K)) saturated.

(5) Assume that A > LS(K) and there exists a saturated model
M of size A\. Then M is superlimit if and only if in K}, the
union of any increasing chain (of length strictly less than A™1)
of saturated models is saturated.

Proof. , , and are straightforward from the uniqueness and
existence of limit models (Fact and the uniqueness of saturated
models (Fact[2.21)). (4) is by [Drul3} Corollary 2.3.10] and the previous
parts. then follows. O

Remark 2.25. is stated for A regular in [Drul3l, Corollary 2.3.12]
but the argument above shows that it holds for any .

9We use the definition in [She09al, Definition N.2.4.4] which requires in addition
that the model be universal.
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2.4. Skeletons. The notion of a skeleton was introduced in [Vasal, Sec-
tion 5] and is meant to be an axiomatization of a subclass of saturated
models of an AEC. It is mentioned in of the main theorem.

We first recall the definition of an abstract class, due to the first author
|Gro].

Definition 2.26. An abstract class is a pair K’ = (K’, <) so that K’
is a class of 7-structures in a fixed vocabulary 7, closed under isomor-
phisms, and <y is a partial order on K’ which respects isomorphisms
and satisfies M <y, N implies M C N.

Definition 2.27 (1.0.3.(2) in [JS13]). An abstract class K’ is an AEC
in A if it contains only models of size A\ and there exists an AEC K*
with LS(K*) = X and (K*), = K'.

Definition 2.28 (Definition 5.3 in [Vasal). A skeleton of an abstract
class K* is an abstract class K’ such that:

(1) K’ € K* and for M, N € K', M <y, N implies M <gk- N.

(2) K’ is dense in K*: For any M € K*, there exists M’ € K’ such
that M <g» M’

(3) If « is a (not necessarily limit) ordinal and (M; : i < ) is a
strictly <g--increasing chain in K’, then there exists N € K’
such that M; <g' N and[iol M; # N for all i < a.

Example 2.29. Let A > LS(K). Assume that K is stable in A, has
amalgamation and no maximal models in A. Let K’ be the class of
limit models of size A in K. Then (K’,<k) (or even K’ ordered with
“being equal or universal over”) is a skeleton of K.

We can define notions such as amalgamation and Galois types for any
abstract class (see the preliminaries of [Vas16b]). The properties of a
skeleton often correspond to properties of the original AEC:

Fact 2.30. Let A > LS(K) and assume that K has amalgamation in
A. Let K’ be a skeleton of K.

(1) For P standing for having no maximal models in A, being stable
in A, or having joint embedding in A, K has P if and only if K’
has P.

(2) Assume that K has joint embedding in A and for every limit
d < AT and every N € K’ there exists N € K’ which is (A, d)-
limit over NV (in the sense of K').

ONote that if o is limit this follows.
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(a) Let M, My € K’ and let § < AT be a limit ordinal. Then
M is (A, 0)-limit over My in the sense of K’ if and only M
is (A, 6)-limit over M, in the sense of K.

(b) K’ has no long splitting chains in \ if and only if K has no
long splitting chains in .

Proof. is by [Vasal, Proposition 5.8]. As for (24), (2b]), note first
that the hypotheses imply (by Remark [2.16]) and (1f) that K is stable

in A and has no maximal models in A. In particular, limit models of
size \ exist in K.

Let us prove . If M is (X, §)-limit over My in the sense of K/,
then it is straightforward to check that the chain witnessing it will
also witness that M is (A, d)-limit over M in the sense of K. For the
converse, observe that by assumption there exists a (A, d)-limit M’ over
My in the sense of K'. Furthermore, by what has just been observed
M’ is also limit in the sense of K, hence by Fact ., M’ =y, M.
Therefore M is also (A, §)-limit over My in the sense of K'. The proof
of is similar, see [Vasal Lemma 6.7]. O

2.5. Good frames. Good frames are a local axiomatization of forking
in a first-order superstable theories. They are introduced in [She09al
Chapter II]. We will use the definition from [Vasal, Definition 8.1] which
is weaker and more general than Shelah’s, as it does not require the
existence of a superlimit (as in [JS13]). As opposed to [Vasa], we allow
good frames that are not type-full: we only require the existence of a
set of well-behaved basic types satisfying some density property (see
[She09a, Chapter II] for more). Note however that Remark says
that in the context of the main theorem the existence of a good frame
implies the existence of a type-full good frame (possibly over a different
class).

In [Vasal Definition 8.1], the underlying class of the good frame consists
only of models of size \. Thus when we say that there is a good \-
frame on a class K’, we mean the underlying class of the good frame
is K’, and the axioms of good frames will require that K’ be a non-
empty AEC in A (see Definition with amalgamation in A, joint
embedding in A, no maximal models in A, and stability in .

The only facts that we will use about good frames are:

Fact 2.31. Let A > LS(K). If there is a good A-frame on a skeleton
of Ky, then K has a unique limit model of size A. Moreover, for
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any My, My, My € K, if both M; and M, are limit over M, then
My =y, My (i.e. the isomorphism fixes My).

Proof. Let K’ be the skeleton of K, which is the underlying class of
the good A-frame. By [She09al Lemma I11.4.8] (see [Bonl4a, Theorem
9.2] for a detailed proof), K’ has a unique limit model of size A (and
the moreover part holds for K’). By Fact ., this must also be
the unique limit model of size A in K (and the moreover part holds in
K too). O

Fact 2.32. Assume that K has amalgamation and is LS(K)-tame. If
i < Hj is such that K is p-superstable, then there exists \g < H; such
that for all A > )¢, there is a good A-frame on K3, Moreover, K3
is a skeleton of K, K is stable in A, any M € K} is superlimit, and
the union of any increasing chain of A\-saturated models is A-saturated.

Proof. First assume that K is LS(K)-superstable. By [BV), Theorem
7.1], there exists A\g < :1(2u+ + such that for any A > \g, any increasing

chain of A-saturated models is A\-saturated and there is a good A-frame
on K3, That any M € K} is a superlimit (Fact 2.24 () and
K} is a skeleton of K, easily follows, and stability in \ is given (for

example) by Fact [2.30] (1]).

Now by [BV), Remark 6.12], we more precisely have that if K is pu-
superstable (with ¢ > LS(K)) and (< LS(K))-tame (tameness being
defined using types over sets), then the same conclusion holds with
:(2;#)* replaced by H;. Now the use of (< LS(K))-tameness is to

derive that there exists ¥ < H; so that K does not have a certain
order property of length y, but [BV] relies on an older version of
[Vas16b] which proves Fact assuming (< LS(K))-tameness instead
of LS(K)-tameness. In the current version of [Vas16b], it is shown that
LS(K)-tameness suffices, thus the arguments of [BV] go through as-
suming LS(K)-tameness instead of (< LS(K))-tameness. O

2.6. Solvability. Solvability appears as a possible definition of su-
perstability for AECs in [She09al Chapter IV]. The definition uses
Ehrenfeucht-Mostowski models and we assume the reader has some
familiarity with them, see for example [Bal09, Section 6.2] or [She09al,
Definition IV.0.8].

Definition 2.33. Let LS(K) < u < .
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(1) [She09al Definition IV.0.8] Let T, [K] be the set of ® proper for
linear orders (that is, ® is a set {p, : n < w}, where p,, is an n-
variable quantifier-free type in a fixed vocabulary 7(®) and the
types in ® can be used to generate a 7(®)-structure EM(I, @)
for each linear order I; that is, EM(I, ®) is the closure under the
functions of 7(®) of the universe of I and for any iy < ... < i,y
in I, ig...1,_1 realizes p,) with:

() 7(®)] < .

(b) If I is a linear order of cardinality A\, EM.k)(/,®) €
K@) +1s(x), where 7(K) is the vocabulary of K and
EM;k)(I, ®) denotes the reduct of EM(I, ®) to 7(K). Here
we are implicitly also assuming that 7(K) C 7(®).

(c) For I C J linear orders, EM;k)(I,®) <x EM,x)(J, ?).

We call & as above an EM blueprint.

(2) [She09a, Definition IV.1.4.(1)] We say that ® witnesses (A, p)-
solvability if:

(a) @ € T,[K].

(b) If I is a linear order of size A, then EM,k)(I, ®) is super-
limit of size A.

K is (A, p)-solvable if there exists ® witnessing (A, p)-solvability.

(3) K is uniformly (A, p)-solvable if there exists ® such that for all
N > A, & witnesses (N, u)-solvability.

Remark 2.34. If K is uniformly (A, u)-solvable, then K is (X, u)-
solvable for all A > \.

Fact 2.35 (Claim IV.0.9 in [She09a]). Let K be an AEC and let p >
LS(K). Then K has arbitrarily large models if and only if T, [K] # 0.

We give some more manageable definitions of solvability ( is the one
we will use). Shelah already mentions one of them on [She09al, p. 53]
(but does not prove it is equivalent).

Lemma 2.36. Let LS(K) <y < A. The following are equivalent.

(1) K is [uniformly] (A, u)-solvable.

(2) There exists 7/ O 7(K) with |7'| < § and ¢ € L+ ,(7) such
that:
(a) v has arbitrarily large models.
(b) [For all X' > \], if M = and | M| = X [||M]| = N], then

M | 7(K) is in K and is superlimit.

(3) There exists 7 O 7(K) and an AEC K’ with 7(K') = 7/,
LS(K') < u such that:
(a) K’ has arbitrarily large models.
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(b) [For all X' > A], if M € K’ and ||M|| = A [||M]| = N], then
M | 7(K) is in K and is superlimit.

Proof.

e (1) implies (2): Let ® witness (X, p)-solvability and write ® =
{pn | n <w}. Let 7" :=7(P) U{P, <}, where P, < are symbols
for a unary predicate and a binary relation respectively. Let
Y € Lyt o(77) say:

(1) (P, <) is a linear order.

(2) For all n < w and all xy < -+ < 1 in P, zg...%,1
realizes p,.

(3) For all y, there exists n < w, zg < -++ < x,_1 in P, and p
an n-ary term of 7(®) such that y = p(xq, ..., Tn_1).

Then if M = ¢, M | 7 = EM, k) (P",®). Conversely, if

M = EM,)(I, ®), we can expand M to a 7'-structure M’ by

letting (PM', <M") := (I, <). Thus 4 is as desired.

e ([2) implies : Given 7" and v as given by , Let ¥ be a frag-
ment of L+ ,(7') containing ¢ of size § and let K’ be Mod ()
ordered by =<y. Then K' is as desired for (3)).

e (13) implies : Directly from Fact [2.35|

3. A FIRST APPROXIMATION

In this section, we prove an approximation of the main theorem where
we do not require that u, < H; (and do not deal with condition @,
solvability). The introduction points out that essentially it remains to
prove implies . The proof we give will use (< k)-satisfiability, a
notion of independence studied in [MS90] and [BG] (under the name
of coheir).

Definition 3.1. Assume that K has amalgamation. Let x > LS(K).
Let p € gS<*°(M) and let My <x M. We say that p is (< k)-satisfiable
over My if for any N <x M with |[N|| < k, p | N is realized inside
M.

We will look at (< k)-satisfiability in stable tame AECs with amalga-
mation. Typically, x above is quite a big cardinal: in [MS90], it is a
strongly compact cardinal. In [Vas16b], a subset of the properties that
Makkai and Shelah derive is obtained assuming that x = 3, > LS(K).
Note that in that case k > H;, which is the reason we only obtain an
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approximation to the main theorem here. We will use the following
relationship between (< k)-satisfiability and splitting:

Fact 3.2. Let k = 3, > LS(K). Assume that K has amalgamation, is
(< k)-tame, and is stable in some cardinal greater than or equal to k.
Let My <% M both be k-saturated models.

If p € gS(M) is (< k)-satisfiable over My, then for any A > &, p does
not A-split over Mj.

Proof. By Fact K is stable in a proper class of cardinals. By
[Vas16b, Proposition 5.3], K does not have the appropriate order prop-
erty, and so we can apply [Vasl6b, Theorem 5.15] which tells us in
particular that (< r)-satisfiability has the uniqueness property: if
My <k M are as above, p,q € gS(M) are (< k)-satisfiable over My,
and p [ My = q | My, then p = q. By [BGKV106, Lemma 4.2] (and
[BGKV16, Proposition 3.12]), the uniqueness property implies that
(< k)-satisfiability is extended by A-splitting, for any A > k. O

We will prove the following local character result:

Lemma 3.3. Assume that K has amalgamation. Let £ > LS(K) be
regular and let 0 be a limit ordinal. Let (M; : i < §) be an increasing
continuous chain of k-saturated models (so M; is k-saturated also for
limit i, including i = 0). Let p € gS(Ms). If Ms is k-saturated, then
there exists ¢ < 0 such that p is (< k)-satisfiable over M.

Assuming in addition that x is strongly compact, this is proven in
[IMS90, Proposition 4.12] for models of an L, , theory and in [BG,
Theorem 8.2.2] for general AECs. The assumption above that Mjy is
k-saturated is crucial (otherwise we would have proven superstabil-
ity from just stability, which is impossible even in the first-order case).
Makkai and Shelah’s proof uses a strongly compact cardinal to build an
appropriate ultrafilter to take an ultraproduct of the chain (M; : i < 0)
in which p is realized. We give a simpler proof that does not need that
k is strongly compact but only that & is reqular. We will apply it when
k is the successor of a fixed point of the beth function.

Proof of Lemma[3.3 Without loss of generality, 6 = cf(d) (otherwise,
replace (M; : 4 < 0) by (M;, : j < cf(6)), for (i; : j < cf(d)) cofinal in
d). Suppose for a contradiction that the conclusion fails, i.e. for every
i <, pis not (< k)-satisfiable over M;. We consider two cases:

e Case 1: § < k Build (N; : i < §) increasing such that for all
i <o
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(1) N; <k M.
(2) [IN:]] < &.
(3) p [ N; is not realized in M,;.

This is possible by the assumption on p and § (we are also
using that s is regular to ensure that ||N;|| < & is preserved
at limit steps). This is enough: let N := [J,_;N;. Note that
|N|| < ksince § < k = cf(k). As pis (< k)-satisfiable over Mj,
p | N is realized in My, say by b. Since ¢ is limit, there exists
i < ¢ such that b € |M;|. But then p [ N, and therefore p [ V;,
is realized in M; by b, contradicting .

e Case 2: 0 > s Build (i, : j < w) increasing continuous in  such
that for all j < wo, p [ M;,,, is not (< k)-satisfiable over M;, .
This is possible by the assumption on p and § (and the fact that
whenever a type is not (< x)-satisfiable, the domain witnessing
it has size less than ). This is enough: by construction, p [ M;,
is not (< x)-satisfiable over M;; for all j < w. Since w < k, this
contradicts the first part.

U

Remark 3.4. The same proof more generally gives (but we will not
use it) that if p € gSY(Ms) with |a|™ < &, if for all i < 6, p | M; is
(< k)-satisfiable over M; and a < cf(d), then there exists i < ¢ such
that p is (< k)-satisfiable over M;.

Further, by using Galois types over sets rather than just over models
(see for example the preliminaries of [Vasl6b]), we can define (< k)-
satisfiability when £ < LS(K) and prove the same result for any regular
uncountable k.

Lemma outlines some subtle differences between defining supersta-
bility as “any type does not fork over a finite set” or as “any type
over the union of an increasing chain does not fork over a previous
element of the chain”. It has the following interesting consequence in
the elementary context:

Corollary 3.5. Let T be a stable first-order theory. If (M; : i < §)
is an increasing continuous chain of N;-saturated models (so M; is N;-
saturated also for limit i, including i = ¢§), p € S(Mj), then there exists
i < ¢ such that p does not fork (in the first-order sense) over M;.

Proof. Note that, over Ri-saturated models, (< R;)-satisfiability coin-
cides with forking. Now set x = X; and K = (Mod(7'), <) in Lemma
(use Remark [3.4]if k < |T). O
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Remark 3.6. This gives a quicker, more general, proof of [AG90], The-
orem 13.(2)].

Question 3.7. Does Corollary say anything nontrivial? For ex-
ample, let T be a countable first-order theory and assume it is stable
but not superstable. Let A > N;. When can we build an increasing
continuous chain (M; : i < ¢) of Ny-saturated models of T" of size A7

Lemma 3.8. Assume that K has amalgamation, joint embedding, and
arbitrarily large models. Let k = 3, > LS(K) be such that K is (< k)-
tame.

Let A > k be such that K is stable in A and any limit model of cardi-
nality \ is kT-saturated. Then K is \-superstable.

Proof. 1t is enough to see that K has no long splitting chains in .
Note that the class K’ := (K5 ¢ <), with M <g N if and only if
M = N or N is universal over M, is a skeleton of K, (use stability in
A). Moreover since every limit model of cardinality A is kT-saturated,
for any limit 6 < AT, one can build an increasing continuous chain
(M; : i < 0) in K such that for all ¢ < §, M; is k'-saturated and
(when i < 0) M, is universal over M;. Therefore limit models exist
in K’, so the assumptions of Fact . are satisfied. So it is enough
to see that K’ (not K) has no long splitting chains in A.

Let 6 < A' be a limit ordinal and let (M; : ¢ < §) be an increas-
ing continuous chain of x™-saturated models in K, such that M; is
p-saturated for all © < . Then My := Ui<6 M; is kt-saturated by as-
sumption. Therefore by Lemma[3.3)(with  there standing for x™ here),
any p € gS(Ms) is (< xT)-satisfiable (and hence (< k)-satisfiable) over
some M;, i < 0. By Fact[3.2] p does not A-split over M; for some i < 0.
This shows that K’ has no long splitting chains in A\, as desired. U

We can now prove an approximation (without solvability) of the main
theorem, where “u, < H;” is not required.

Theorem 3.9. Let K be a LS(K)-tame AEC with amalgamation, joint
embedding, and arbitrarily large models. Assume that K is stable
in some cardinal greater than or equal to LS(K). The following are
equivalent:

(1) There exists 1 > LS(K) such that for every A > p;, K has no
long splitting chains in \.

(2) There exists s > LS(K) such that for every A > po, there is a
good A-frame on a skeleton of K.
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(3) There exists pg > LS(K) such that for every A > us, K has a
unique limit model of cardinality A.

(4) There exists py > LS(K) such that for every A > uy, K has a
superlimit model of cardinality .

(5) There exists us > LS(K) such that for every A\ > s, the union
of a chain of A-saturated models is A-saturated.

Proof. By Fact , implies , , and . By Fact ,
implies .

We now consider the following weakening of :

([B)* There exists pj > LS(K) such that for every A\ > 3, any limit
model of cardinality A is saturated.

Note that in (3)*, we do not require the existence of a limit model of
size \. We first show that (¢) implies (3)* for ¢ € {B} 4[5} First,
implies (3)* by Fact [2.24 (). also implies ([3)*: assume and
take p} := pg + LS(K)T. Then if there is a limit model in A > pj, we
must have (Remark that K is stable in A, hence by Fact [2.24] (4)
and uniqueness of limit models of the same length, any limit model of
cardinality A is superlimit, hence saturated. Finally, (5)) implies *:
as before, take pj := pu and let A > 3 be such that there is a limit
model in A\. Then \ is a stability cardinal, so it is easy to check (using
that unions of p-saturated models are p-saturated for all u € [us, A))

e

that there is a saturated model of cardinality A. By Fact ., th
2216,

saturated model is superlimit, so as before apply Fact
It remains to see that (3)* implies (I]). Fix 45 and let k = J,, > pj. Fix
w1 > K such that K is stable in py (exists by Fact [2.10). By Lemma

K is pi-superstable. By Fact [2.14] (1)), K is A-superstable for any
A > . 0

Remark 3.10. In (2)), we do not assume that the good frame is type-
full (i.e. it may be that there exists some nonalgebraic types which are
not basic, so fork over their domain). However if holds, then the
proof of implies (Fact actually builds a type-full frame.
Therefore, in the presence of tameness, the existence of a good frame
implies the existence of a type-full good frame (in a potentially much
higher cardinal, and over a different class).

4. FORKING AND AVERAGES IN STABLE AECS

In the introduction to his book [She09a, p. 61], Shelah claims (with-
out proof) that in the first-order context solvability (see Section is
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equivalent to superstability. We aim to give a proof (see Corollary
and actually show (assuming amalgamation, stability, and tameness)
that solvability is equivalent to any of the definitions in the main the-
orem. First of all, if there exists p such that K is (A, p)-solvable for all
high-enough A, then in particular K has a superlimit in all high-enough
A, so we obtain in the main theorem. We work toward a converse.
The proof is similar to that in [BGS99]: we aim to code saturated
models using their characterization with average of sequences (the cru-
cial result for this is Lemma . In this section, we recall some of
the theory of averages in AECs (as developed by Shelah in [She09b)
Chapter V.A| and by Boney and the second author in [BV]), and give a
new characterization of forking using averages (Lemma . We also
prove the key result for implies in the main theorem (Theorem
. All throughout, we assume:

Hypothesis 4.1.

(1) K has amalgamation, joint embedding, and arbitrarily large
models.

(2) K is LS(K)-tame.

(3) K is stable in some cardinal greater than or equal to LS(K).

(4) We work inside a big monster model €.

We set r := LS(K)". We will define several other cardinals yo < x{, <
X1 < X; < x2 (see Notation .17, and [£.18). The reader can
simply see them as “high-enough” cardinals with reasonable closure
properties. If xq is chosen reasonably, we will have xo < Hj.

We will use without much comments results about Galois-Morleyization
and averages as defined in [Vas16b, BV]. Still we have tried to give a
syntax-free presentation. Note that several results from [BV] that we
quote assume (< LS(K))-tameness (defined in terms of Galois types
over sets). However, as argued in the proof of Fact 2.32, LS(K)-
tameness suffices.

The letters I, J will denote sequences of tuples of length strictly less
than k. We will use the same conventions as in [BV], Section 5]. Note
that the sequences may be indexed by arbitrary linear orders. Recall:

Definition 4.2 (V.A.2.1, V.A.2.6 in [She09b]). Let I be a sequence
and let x > LS(K).

(1) T is x-convergent if |I| > x and for any p € gS<*(M) (with
M <k € as usual), ||M| < LS(K), the set of elements of I
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realizing p either has fewer than x elements or its complement
has fewer than y elements.

(2) When [I| > x, and M <k €, we define Av, (I/M) to be the set
of po € gS~"(My) such that My <k M has size at most LS(K)
and the set {b € I | b [~ po} has size less than y. When there is
a unique p € gS~"(M) such that p | My is in Av, (I/M) for all
My <k M of size at most LS(K), we identify the average with
p.

Remark 4.3 (Monotonicity). If Iis y-convergent, x’ > x, and J C I is
such that [J| > x/, then J is x'-convergent and for any M, Av, (I/M) =
Av, (J/M).

Definition 4.4. p € gS~"(M) does not syntactically split over My <k
M if it does not split (in the syntactic sense, see [BV] Definition 5.7])
in the Galois Morleyization. In semantic term, this means that for
all b,/ € <M so that b, ¥/ enumerate models N <g M, N’ <x M
respectively, if gtp(b/Mo)Evsx)gtp(b'/My), then p | N = p | N'. Here,
@1 Ersxy@e if and only if g1 [ No = g2 [ Np for all Ny of size less than &
contained in the domain of the types.

Remark 4.5. By tameness, Fygk) is equality for types of length one,
but we do not know if it is also equality for longer types.

It turns out that Morley sequences (defined below) are always conver-
gent. The parameters represent respectively a bound on the size of the
domain, the degree of saturation of the models, and the length of the
sequence.

Definition 4.6 (Definition 5.14 in [BV]). We say (a; : i € I) ~ (N; :
i€ 1)isa (xo, X1, X2)-Morley sequence for p over M if:

(1) xo < x1 < xo are infinite cardinals with LS(K) < xo, [ is a
linear order, M <k €, p is a Galois type over some N with
N; <k N for all i € I, {(p) < k, and there is a < k such that
for all i <9, a; € “C.

(2) Forallie I, M <x N; <k € and | M| < xo.

(3) (N; :i € I) is increasing, and each N; is y;-saturated.

(4) For all i € I, a; realizes p [ N; and for all j > i in I, a; € “N;.

(5) i < jin I implies a; # a;.

(6) 1112 xa.

(8) For all i € I, gtp(a;/N;) does not syntactically split over M.

When p or M is omitted, we mean “for some p or M”. We call (N; :
i € I) the witnesses to I := (a; : ¢ € I) being Morley, and when we
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omit them we simply mean that I ~ (N; : i € I) is Morley for some
witnesses (N; : i € I).

Remark 4.7 (Monotonicity). Let (a; : i € I} ~ (N; : ¢ € I) be
(X0, X1, x2)-Morley for p over M. Let x = X0, X1 < X1, and x5 < xa.
Let I” C I be such that |I'| > x4, then (a; : i € I') ~ (N; : 1 € I') is
(X0s X1, X4)-Morley for p over M.

Remark 4.8. By the proof of [She90, Lemma 1.2.5], a Morley sequence
is indiscernible (this will not be used).

By Facts and (recalling that there is a global assumption of
stability in this section), we have:

Fact 4.9. There exists xo < H; such that K does not have the LS(K)-
order property of length .

The next result is key in the treatment of average of [BV]. A similar
result also appears in [She(9b, Lemma V.E.2.11]:

Fact 4.10 (Theorem 5.21 in [BV]). Let xo > 2"®) be such that K
does not have the LS(K)-order property of length x. Let x := (22X°)+'

If Tis a (x4, xa, x)-Morley sequence, then I is y-convergent.

Notation 4.11. Let y, be any regular cardinal such that y, > 285X)
and K does not have the LS(K)-order property of length xg. For a

cardinal A, let y(\) := (22). We write x/, := 7(xo).

Remark 4.12. By Fact [4.9] one can take xo < Hj. In that case
also x, < Hi. We do not require that yo be least with the property
above. This will be used to deal with the case where we know that
some superstability-like condition holds, but somewhere above H.

Another property of xq is the following more precise version of Fact
2.10| (see [Vasl6b] on how to translate Shelah’s syntactic version to

AECs):

Fact 4.13 (Theorem V.A.1.19 in [She09b]). If A = A0, then K is
stable in A. In particular, K is stable in xg.

Next, we want to relate average and forking.

Definition 4.14. Let My, M € K&0) ™t he guch that My <x M.
Let p € gS(M). We say that p does not fork over My if there exists
Mg € K, such that My <x M, and p does not xg-split over M.
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We will use without comments:
Fact 4.15. Forking has the following properties:

(1) Invariance under isomorphisms and monotonicity: if My <k
M, <k M, are all (xj)"-saturated and p € gS(M>) does not
fork over My, then p | M; does not fork over M, and p does
not fork over M;.

(2) Set local character: if M € K&)'t and p € gS(M), there
exists My € K&0)™2t of size (x4)* such that My <g M and p
does not fork over Mj.

(3) Transitivity: Assume My <g M; <k M> are all (x;) "-saturated
and p € gS(Ms). If p does not fork over M; and p | M; does
not fork over My, then p does not fork over Mj.

(4) Uniqueness: If My <x M are all (xg)*-saturated and p,q €
gS(M) do not fork over My, then p [ My = q | M, implies
p = q. Moreover p does not A-split over M, for any A > (chip)™.

(5) Local extension over saturated models: If My <k M are both
saturated, ||[Mo|| = [|M] > (x5)", p € gS(My), there exists
q € gS(M) such that ¢ extends p and does not fork over M,.

Proof. Use [Vasa, Theorem 7.5]. The generator used is the one given
by Proposition 7.4.(2) there. For the moreover part of uniqueness, use
[BGKV16l, Lemma 4.2] (and [BGKV16l Proposition 3.12]). O

Note that the extension property need not hold in general. However if
the class is superstable we have:

Fact 4.16. If K is x(-superstable, then:

(1) ([Vasa, Theorem 8.9] or [Vasl6a, Theorem 7.1]) Forking has:

(a) The extension property: If My <x M are (x;)"-saturated
and p € gS(My), then there exists ¢ € gS(M) extending p
and not forking over Mj.

(b) The chain local character property: If (M; : i < 0) is
an increasing chain of (xg)"-saturated models and p €
gS(U,;<s M;), then there exists i < ¢ such that p does not
fork over M.

(2) [BV, Lemma 6.9] For any A > (x4)*, K* is an AEC with

LS(K ) = A,

For notational convenience, we “increase” yj:

Notation 4.17. Let x; := (x()™". Let x} :==v(x1).
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We obtain a characterization of forking that adds to those proven in
[Vasal, Section 9]. A form of it already appears in [She09al Observation
IV.4.6]. Again, we define more cardinal parameters:

Notation 4.18. Let x5 := J,(x0)-

Remark 4.19. We have that xo < xj < x1 < X} < X2, and x2 < H;
if Xo < Hi.

Lemma 4.20. Let My, M be xq-saturated with My <x M. Let p €
gS(M). The following are equivalent:

(1) p does not fork over M.

(2) p | My has a nonforking extension to gS(M) and there exists
M} <k My with || M{|| < x2 such that p does not syntactically
split over M.

(3) p | My has a nonforking extension to gS(M) and there exists
i€ [xg,x2) and T a (p, p,v(p)™)-Morley sequence for p, with
all the witnesses inside My, such that Av,,(I/M) = p.

Remark 4.21. When K is x{-superstable, forking has the extension

property (Fact [4.16)) so the first part of (2) and (3]) always hold. How-
ever in Theorem we apply Lemma in the strictly stable case
(i.e. K is just stable in xg).

We need more definitions and facts before giving the proof of Lemma
4. 20k

Fact 4.22 (V.A.1.12 in [She09D]). If p € gS(M) and M is x -saturated,
there exists My € K<,, with My <k M such that p does not syntacti-
cally split over Mj.

Definition 4.23 (Definition 5.9 in [BV]). A sequence I is p-based on
M, if for any M with My <g M, Av,,(I/M) does not syntactically split
over My (when the average exists).

Fact 4.24 (Claim IV.1.23.(2) in [She09a] or see Lemma 5.10 in [BV]).
Let I be a sequence and let J C I have size at least p. Then I is p-based
on any model My <k € containing J.

Fact 4.25 (Lemma 5.20 in [BV]). Let I be a (u*, ut, ut)-Morley se-
quence over M (for some type). If I is p-convergent, then I is pu-based
on M.

Fact 4.26. Let My <xg M be both (x})"-saturated. Let p := ||Mp]|.
Let p € gS(M) and let Ibe a (ut, ™, ~v(n))-Morley sequence for p over
M, with all the witnesses inside M. Then if p does not syntactically
split or does not fork over My, then Av.,,(I/M) = p.
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Proof. For syntactic splitting, this is [BV, Lemma 5.25]. The Lemma
is actually more general and the proof of [BV) Lemma 6.9] shows that
this also works for forking. 0

Proof of Lemma[{.20. Before starting, note that if y < x», then K is
stable in 2#+X0 <y, by Fact [4.13] Thus there are unboundedly many
stability cardinals below Y5, so we have “enough space” to build Morley
sequences.

e (1)) implies (2): By Fact 4.22, we can find My <x M such that
p | My does not syntactically split over M/ and ||M{|| < xi.
Taking M|, bigger, we can assume M| is y;-saturated and p | M,
does not fork over M|. Thus by transitivity p does not fork
over Mj. Let I be a (x7,(x}))", (x})")-Morley sequence for
p | My over M inside My. By Fact [£.10} I is x}-convergent.
By Fact .25 I is x/-based on Mj. Note also that I is a
(X1, ()T, (Xh)1)-Morley sequence for p over M} and by Fact
4.26, Av,, (I/My) = p so as I is x}-based on My, p does not
syntactically split over M.

. implies (3): As in the proof of implies i (except x1
could be bigger).

° implies ([2): By Fact I is y(u)-convergent. Pick any
J C I of length (i) and use Fact to find My <k M,
of size y(p) such that J is v(u)-based on M. Since also J is
v(p)-convergent, we have that I is vy(u)-based on MJ. Thus
Av,(,)(I/M) = p does not syntactically split over M.

° implies : Without loss of generality, we can choose M
to be such that p | M, also does not fork over M{. Let p :=
| M§ll + xo. Build a (u™, ut,v(n))-Morley sequence I for p over
M inside My. If q is the nonforking extension of p | M, to
M, then I is also a Morley sequence for ¢ over M/ so by the
proof of (1)) implies (2) we must have Av,,)(I/M) = ¢, but also
Av.y(I/M) = p, since p does not syntactically split over M

(Fact [4.26)). Thus p = q.

U
The next result is a version of [She9(), Theorem I11.3.10] in our context.
It is implicit in the proof of [BV] Theorem 5.27].

Lemma 4.27. Let M € KX2% Let A\ > y, be such that K is stable
in unboundedly many p < A. The following are equivalent.

(1) M is A-saturated.
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(2) If ¢ € gS(M) is not algebraic and does not syntactically split
over My <x M with ||My| < x2, there exists a ((||Mp]| +
xo) T, (|Mo]| + xo0)T, A)-Morley sequence for p over M, inside
M.

We use one more fact in the proof, telling us when the average is realized
by an element of the sequence.

Fact 4.28 (Lemma 5.6 in [BV]). Let I be a sequence and let u be a
cardinal such that T > u. Let M <k € and let p € gS(M) be such that
Av,(I/M) =p. If |I| > p+ |gS(M)|, then there exists b € I realizing

p.

Proof of Lemmal[4.27. implies is trivial using saturation. Now
assume (2). Let p € gS(N), ||N|| < A\, N <x M. We show that p is
realized in M. Let ¢ € gS(M) extend p. If ¢ is algebraic, we are done
so assume it is not. Let My <k M have size (x})" such that ¢ does not
fork over My. By Lemma [£.20] we can increase M if necessary so that
q does not syntactically split over My and p := || My|| > xo. Now by
(2)), there exists a (u*, u™, \)-Morley sequence I for ¢ over My inside M.
Now by Fact [£.26] Av.(,(I/M) = q. Thus Av.(,(I/N) = p. By Fact
4.28| and the hypothesis of stability in unboundedly many cardinals
below A, p is realized by an element of I and hence by an element of
M. 0

We end by showing that if high-enough limit models are sufficiently
saturated, then superstability holds. This is improves on Lemma [3.8]
which did this above a fixed point of the beth function.

We start with a more local version, whose role is the same as that of
Lemma [3.3] in the proof of Lemma [3.8] A similar argument already
appears in the proof [She(9a, Theorem IV.4.10].

Lemma 4.29. Let A > y2. Let § < A* be a limit ordinal and let
(M; : i < 0) be an increasing chain of saturated models in K,. Let
My = ;.5 M;. If Ms is xo-saturated, then for any p € gS(M;), there
exists ¢ < ¢ such that p does not fork over M;.

Proof. Without loss of generality, § is regular. If § > s, by set local
character (Fact [1.15[(2))), there exists M of size x; such that p does
not fork over M| and M <k Mj, so pick i < ¢ such that M| <x M,
and use monotonicity.

Now assume § < xo. By assumption, we have that Mj is ys-saturated.
We also have that p does not fork over M; (by set local character) so by
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Lemma [4.20] there exists p € [x¢, x2) and T a (u, i, y(u)™)-Morley se-
quence for p with all the witnesses inside Ms such that Av. ., (I/M;) =

p. Since My is xo-saturated (and there are unboundedly many stabil-
ity cardinals below x5), we can increase I if necessary to assume that
[I| > x2. Write I; := |M;| N 1. Since § < x2, there must exists i < 0
such that |I;| > xo. Note that I, is a (u, i, x2)-Morley sequence for p.
Because I is y(u)-convergent and |L;| > x2 > v(u), Avey) (Ii/Ms) = p.
Letting M’ >k Ms be a saturated model of size A and using local ex-
tension over saturated models (Fact , p | M; has a nonforking
extension to gS(M’) and hence to gS(M;). By Lemma [4.20] p does not
fork over M;, as desired. O

For the convenience of the reader, we repeat the hypotheses of the
section in the statement of the next result.

Theorem 4.30. Assume that K has amalgamation, joint embedding,
arbitrarily large models, is LS(K)-tame, and stable in some cardinal
greater than or equal to LS(K).

Let xo > LS(K) be such that K does not have the LS(K)-order prop-
erty of length xo, and let xo := J,(x0). Let A > x2 be such that K is
stable in A and there exists a saturated model of cardinality A. If every
limit model of cardinality A is yo-saturated, then K is A-superstable.

Proof. Let K' be K ;\‘TSat ordered by being equal or universal over. As
in the proof of Lemma (3.8 it is enough to show that K’ has has no
long splitting chains in \.

Let & < AT be limit and let (M; : i < §) be an increasing chain of models
in K', with M, universal over M; for all ¢ < d. Let M;s := {J,_s M.
By assumption, M; is xo-saturated. By Fact [2] we can assume without
loss of generality that M, is saturated for all ¢ < 9.

Let p € gS(M;s). By Lemma [1.29] (applied to (M1 : i < §)), there
exists ¢ < § such that p does not fork over M;. By the moreover part
of Fact , p does not A-split over M;, as desired. Il

5. SUPERSTABILITY IMPLIES SOLVABILITY

From now on we assume superstability:
Hypothesis 5.1.

(1) Hypothesis [4.1] namely K is a LS(K)-tame AEC with amalga-
mation, joint embedding, and arbitrarily large models that is
stable in some cardinal greater than or equal to LS(K). We
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work inside a big monster model € and fix cardinals o < xf <
X1 < X7 < X2 as defined in Notation 4.11} |4.17| and 4.18|
(2) K is xj-superstable.

In Notation [5.3], we will define another cardinal y with yo, < x. If
xo < Hy, we will also have that y < Hj.

Note that y{-superstability implies (Fact [2.14](1))) that K is stable in
all A > x{. Further, forking is well-behaved in the sense of Fact [4.16]
This implies that Morley sequences are closed under unions (here we
use that they are indexed by arbitrary linear orders, as opposed to just
well-orderings):

Lemma 5.2. Let (I, : @ < J) be an increasing (with respect to sub-

structure) sequence of linear orders and let I5 := |, <5 Lo Let Mo, M

be xs-saturated such that My, <x M. Let g, p1, 2 be such that

X2 < po < p1 < g, p € gS(M) and for a < 6, let I, := (a; : 1 € 1)

together with (N? : i € I,,) be (uo, pi1, pto)-Morley for p over My, with

N <g N’ <x M forall o < f < dandi € I,. Fori e I, let
= Useras) N Let Iy := (a; 1 i € I).

If p does not fork over My, then Is ~ (N? : i € I;) is (p1o, i1, pt2)-Morley
for p over M,.

Proof. By Lemma [£.20, p does not syntactically split over M. There-
fore the only problematic clauses in Deﬁnition are and . Let’s
check : let © € I5. By hypothesis, a; realizes p | N for all sufficiently
high a < 9. By local character of forking, there exists o < ¢ such that
gtp(a;/N?) does not fork over N®. Since gtp(a;/N?) | N® =p | N?
and p does not fork over My <k N, we must have by uniqueness that

p | N? = gtp(a;/N?). The proof of is similar. O

For convenience, we make Yo even bigger:

Notation 5.3. Let x := 7(x2) (recall from Notation that v(x2) =
(22X2)+). A Morley sequence means a (x5, X5 , X)-Morley sequence.

Remark 5.4. By Remark we still have x < Hy if xo < H;.

We are finally in a position to prove solvability (in fact even uniform
solvability). We will use condition in Lemma [2.36]

Definition 5.5. We define a class of models K’ and a binary relation
<k’ on K’ (and write K’ := (K’, <)) as follows.
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e K’is a class of 7" := 7(K')-structures, with:

7 :=7(K)U{Noy, N, F,R}

where:

— Ny and R are binary relations symbols.

— N is a ternary relation symbol.

— F'is a binary function symbol.

e A 7'-structure M is in K’ if and only if:

(1) M | 1(K) € KXt

(2) RM is a linear ordering on |M|. We write I for this linear
ordering.

3) Fol all @ € M| and all i € I, N™(a,i) <x M | 7(K)
(where we see N (a,i) as an 7(K)-structure; in particu-
lar, NM(a,i) € K), N} (a) <x NM(a,i), and N3(a) is
saturated of size ys.

(4) There exists a map a — p, from | M| onto the non-algebraic
Galois types over M | 7(K) such that for all a € |M]:

(a) p, does not for over N3 (a).
(b) (FM(a,i) : i € I) ~ (NM(a,i) : i € I) is a Morley
sequence for p, over NM(a).

o M <y M'if and only if:
(1) M C M.
(2) M | 71(K) <g M' | 7(K). ,
(3) For all a € |M|, N} (a) = N3 (a).

Before checking that K’ is an AEC, we show that this would accomplish
what we want:

Lemma 5.6. Let A > .

(1) If M € K, is saturated, then there exists an expansion M’ of
M to 7’ such that M’ € K'.
(2) If M" € K’ has size A, then M’ | 7(K) is saturated.

Proof.

(1) Let RM be a well-ordering of |M| of type . Identify |M| with
A. By stability, we can fix a bijection p — a, from gS(M) onto
|M|. For each p € gS(M) which is not algebraic, fix N, <x M

UFor a binary relation Q we write Q(a) for {b | Q(a,b)}, similarly for a tertiary
relation.

2Note that by Lemma this also implies that it does not syntactically split
over some M} <k N} (a) with | Mj]|| < x2.
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saturated such that p does not fork over N, and || N,| = x2.
Then use saturation to build (a;, : i < A) ~ (N} : i < A) Morley
for p over N,, (inside M). Let N}*'(a,) := N,, NM'(ay, ) :== N,
FM'(a,i) := a. For p algebraic, pick py € gS(M) nonalge-
braic and let NM'(a,) := NM'(ap,), NM (ap,) = N (a,,),
FM () = FM (a,).

(2) By Lemma [1.27]

Lemma 5.7. K’ is an AEC with LS(K') = x.

Proof. Tt is straightforward to check that K’ is an abstract class with
coherence. Moreover:

o K’ satisfies the chain axioms: Let (M, : i < ) be increasing in
K'. Let Ms =, s M;.

— My <y M(;, and if N >y M, for alli < 5, then N >y Ms:
Straightforward.

— Ms € K': M; | 7(K) is y-saturated by Fact [4.16] More-
over, RMs is clearly a linear ordering of Mj;. Write I; for
the linear ordering (M;, R;). Condition [3|in the definition
of K’ is also easily checked. We now check Condition [4]
Let a € |M;|. Fix i < 0 such that a € |M;|. Without loss of
generality, ¢ = 0. By hypothesis, for each ¢ < ¢, there exists
pl € gS(M; | 7(K)) not algebraic such that (F™i(a,j) |
j € L) ~ (NMi(a,5) | j € L) is a Morley sequence for
pi over No¥i(a) = N (a). Clearly, pi | No™(a) = p0 |
N (a) for all i < . Moreover by assumption p} does
not fork over Np™. Thus for all i < j < &, p} | M; =
p’ | M;. By extension and uniqueness, there exists p, €
gS(M;s | 7(K)) that does not fork over Ng™(a) and we
have p, | M; = p’, for all i < §. Now by Lemma ,
(FMi(a,j) | j € Is) ~ (NMi(a,j) | j € Iy) is a Morley
sequence for p, over N3™(a).

Moreover, the map a — p, is onto the nonalgebraic Galois
types over Ms | 7(K): let p € gS(M; | 7(K)) be nonalge-
braic. Then there exists ¢ < ¢ such that p does not fork
over M;. Let a € |M;| be such that (FMi(a,j) | j € ;) ~
(NMi(a,5) | j € L) is a Morley sequence for p | M; over
NMi(a). Tt is easy to check it is also a Morley sequence for
p over Né\/[i (a). By uniqueness of the nonforking extension,
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we get that the extended Morley sequence is also Morley
for p, as desired.
e LS(K') = x: An easy closure argument.

Theorem 5.8. K is uniformly (x, x)-solvable.

Proof. By Lemma [5.7, K’ is an AEC with LS(K’) = x. Now combine
Lemmal5.6land Lemma[2.36] Note that saturated models of size at least
Xo are superlimit by Fact [£.16] and K has arbitrarily large saturated
models by superstability. O

For the convenience of the reader, we give a more quotable version of
Theorem For the next results, we drop Hypothesis [5.1

Theorem 5.9. Assume that K has amalgamation and is LS(K)-tame.
There exists x < H; such that for any pu > y, if K is p-superstable
then K is uniformly (i, i')-solvable, where ' := (D 12(u))™.

Proof. By Fact 2.1, we can assume without loss of generality that K
has joint embedding and arbitrarily large models. If K is not stable in
any cardinal greater than or equal to LS(K), we can take x := LS(K)
and the theorem is vacuously true. Otherwise Hypothesis holds.
Let x < H; be such that K does not have the LS(K)-order property
of length x (see Fact [4.9).

Let p > x be such that K is p-superstable. We apply Theorem by
letting xo in Notation stand for p here. By Fact ., K is
pi-superstable for every p; > p, thus Hypothesis holds. Moreover
X2 in Notation corresponds to 3, (i) here, and x in Notation
corresponds to p' here. Thus the result follows from Theorem U

Corollary 5.10. Assume that K has amalgamation and is LS(K)-
tame. If there exists ;1 < H; such that K is u-superstable, then there
exists p' < Hj such that K is uniformly (¢, p’)-solvable.

Proof. Let n < H; be such that K is p-superstable. Fix y < H;
as given by Theorem [5.90 Without loss of generality, 1 < x. By
Fact ., K is y-superstable, so apply the conclusion of Theorem
5.9 O

6. SUPERSTABILITY BELOW THE HANF NUMBER

In this section, we prove the main theorem. In fact, we prove a stronger
version that instead of asking for the properties to hold on a tail asks
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for them to hold only in a single high-enough cardinal. Toward this
end, we start by improving Fact .. Recall that this tells us that
(in tame AECs with amalgamation) superstability follows from cate-
goricity in a high-enough cardinal. We give an improvement that does
not use tameness and improves the bound on the categoricity cardinal.
Further, categoricity can be replaced by solvability. Even though all
the ingredients are contained in [SV99], this has not appeared in print
before.

Theorem 6.1 (The ZFC Shelah-Villaveces theorem). Let K be an
AEC with arbitrarily large models and amalgamationE] in LS(K). Let
A > LS(K) be such that K. has no maximal models. If Kis (A, LS(K))-
solvable, then K is LS(K)-superstable.

Proof. Set p := LS(K). In the proof of [SV99, Theorem 2.2.1], in
(c), ask that o = y, where x is the least cardinal such that 2X > pu.
The proof that (c) cannot happen goes through, and the rest only uses
amalgamation in u. Note that in [SV99] categoricity in A is assumed
but, as in many arguments involving categoricity and EM models, the
full power of categoricity is not used. Rather, all that is used is that
there is a unique (up to isomorphism) EM model of size A, and that
every model in K<) embeds into an EM model. Solvability in A implies
these two conditions (because the superlimit model is unique by Fact
and universal by definition). O

Remark 6.2. Instead of (A, LS(K))-solvability, the weaker condition
that any EM model of cardinality A is universal suffices.

Corollary 6.3. Let K be an AEC with amalgamation and no max-
imal models. Let A > LS(K). If K is categorical in A, then K is
p-superstable for all p € [LS(K), ).

Proof. By Theorem applied to K>, for each 1 € [LS(K), A). Note
that, since K has arbitrarily large models, categoricity in A implies
(A, LS(K))-solvability. O

We conclude that solvability is equivalent to superstability in the first-
order case:

Corollary 6.4. Let T be a first-order theory and let K be the AEC
of models of T ordered by elementary substructure. Let g > |T|. The
following are equivalent:

(1) T is stable in all A > p.

131n [SV99), this is replaced by GCH.
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(2) K is (A, u)-solvable, for some A > p.
(3) K is uniformly (u, p1)-solvable.

Proof sketch. implies (2)) is trivial. implies is by Corollary

together with Fact 2.14/(1). Finally, implies is as in the
proof of Theorem O

We can also use the ZFC Shelah-Villaveces theorem to prove the fol-
lowing interesting result, showing that the solvability spectrum satisfies
an analog of Shelah’s categoricity conjecture in tame AECs (Shelah
conjectures that this should hold in general, see Question 4.4 in the
introduction to [She09a]). To simplify the statement, we introduce one
more piece of notation:

Definition 6.5. For LS(K) < u < A\, K is (A, < p)-solvable if there
exists po € [LS(K), ) such that K is (\, ug)-solvable.

Theorem 6.6. Assume that K has amalgamation and is LS(K)-tame.
There exists x < H; such that for any p > yx, if K is (A, u)-solvable
for some A\ > p, then K is uniformly (u/, u')-solvable, where p/ :=

(Tus2(p)) "

In particular, let 4 > x be of the form p = Js with ¢ divisible by w - w
(for example, u = Hy). If K is (A, < p)-solvable for some A > p, then
K is (X, < p)-solvable for all N > p.

Proof. Let Y < H; be as given by Theorem Let u > y and fix
A > p such that K is solvable in A. Note that K has joint embedding
in A, as any superlimit model is universal. Further by definition of
EM models, K has arbitrarily large models. Thus by Fact 2.1 we can
assume without loss of generality that K has joint embedding.

By Theorem [6.1, K is p-superstable. Now apply Theorem [5.9] The
last paragraph easily follows from the first. 0

We can now prove a more general version of the main theorem with
conditions where the properties hold only in a single high-enough car-
dinal below H; (but the cardinal may be different for each property).
For generality, we allow H; to be replaced by any strong limit 6 > H;
of a suitable form.

Theorem 6.7. Assume that K has amalgamation, joint embedding,
arbitrarily large models, is LS(K)-tame, and is stable in some cardinal
greater than or equal to LS(K). Then there exists x € (LS(K), H;)
such that whenever 6 > x is of the form 6§ = Js with ¢ divisible by w-w
(for example, 8 = Hy), the following are equivalent:
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There exists p; € [x,#) such that for every A > p;, K has no
long splitting chains in A.
There exists ps € [x, ) such that for every A > po, there is a
good A-frame on a skeleton of K.
There exists ug € [x,#) such that for every A > u3, K has a
unique limit model of cardinality A.
There exists 4 € [x,#) such that for every A > py, K has a
superlimit model of cardinality .
There exists pus € [x,0) such that for every A > pus, the union
of any increasing chain of A-saturated models is A-saturated.
@ There exists pg € [x, 0) such that for every A > pg, Kis (A, pg)-
solvable.
(1))~ For some A\; € [x, 8), K is stable in A\; and has no long splitting
chains in A;.
(2))~ For some Ay € [x,#), there is a good Ap-frame on a skeleton of
K,,.
(3) = For some A3 € [x,0), K has a unique limit model of cardinality
A3.
(4)~ For some Ay € [x,0), K is stable in Ay and has a superlimit
model of cardinality 4.
(5))~ For some A5 € [x,#), the union of any increasing chain of As-
saturated models is As-saturated.
()~ For some Xs € [x,0), K is (As, < Ag)-solvable (see Definition

)
Moreover, any of these conditions also imply:

There exists pu7 € [x, ) such that for every A > pu7, K is stable
in A

Proof. By Fact , K does not have the LS(K)-order property. By
Fact [2.5] there exists xo < H; such that K does not have the LS(K)-
order property of length xo. Let x := 3, (xo + LS(K)). Fix § > x with
6 = Js, § divisible by w - w. By Fact since 6 is strong limit, K
is stable in unboundedly many A € [, 0), and in fact in unboundedly
many regular such \.

This implies that for ¢ € {1,2,3,4 5 6} ¢) implies (¢)~. Further,
(1)~ implies (1)) and (7) by Fact (one can take p1 = pr = Ap).
Moreover the proof of Theorem (3 - shows that (1)) implies (¢) for ¢ €
{2,3,4,5}, and Theorem [5.9] shows that () also implies @ (This is
where we use that ¢ is divisible by w-w: p < 6 implies (J,4a())* < 6).
Finally, @* implies * by Theorem (if A\¢ = x, we also use Fact
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2.14([2) to transfer superstability upward). It remains to show that
conditions (¢)~ for £ € {1,2,3,4,5} are all equivalent. We have already
established that (1)~ implies (¢)~ for ¢ € {2,3,4,5}.

(2) ~ implies (3)~ is by Fact [2.31] We also have by Fact that
()~ implies (3)~. However we do not quite know that (5)~ implies

(3)~: K might not be stable in A5. Thus we consider the following
weakening of _:

(B)* For some Aj € [x,0), K is stable in A}, has a saturated model
of cardinality )3, and every limit model of cardinality A} is x-
saturated.

Clearly, (3)~ implies (3)* (see Fact[2.24.(3))). Moreover also (f]) ~ implies
([B)*: Indeed, let \j € (A5, 0) be a regular stability cardinal. Then K has

a saturated model of cardinality A}, and from ()~ it is easy to see that
any limit model of cardinality A} is As-saturated, hence y-saturated.

It remains to prove that * implies *. This is Theorem [4.30, where
Y2 there stands for y here. O

Remark 6.8. That w - w divides ¢ is only used to prove implies
@. For the non-related implications, it is enough to assume that ¢ is
limit (i.e. just that 6 is a strong limit cardinal).

Question 6.9. Is stability in A4 needed in condition (4~ of Theorem
That is, can one replace the condition with:

()=~ For some Ay € [x,0), K has a superlimit model of cardinality
Ay

The answer is positive when K is an elementary class [Shel2l Claim
3.1].

7. FUTURE WORK

While we managed to prove that some analogs of the conditions in Fact
[1.1) are equivalent, much remains to be done.

For example, we do not know whether in Theorem implies any
of the equivalent properties —@.This would be a useful tool to check
that specific examples are superstable. It is conceivable, however, that
(7)) is weaker than the other properties. If this speculation is correct,
then there would be no unique extension of first-order superstability to
even tame AECs.
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Another direction would be to make precise what the analog to (5)
and (6) in|1.1{should be in tame AECs. One possible definition for (6)
would be:

Definition 7.1. Let A\, > LS(K). We say that K has the (A, u)-
tree property provided there exists {p,(x;yn) | n < w} Galois-types
over models of size less than p and {M, | n € =“A} such that for all
n<w,ve "Xand every n € “A:

(M,, M,) = p, <= v is an initial segment of 7.

We say that K has the tree property if it has it for all high-enough p
and all high-enough A (where the “high-enough” quantifier on A can
depend on p).

We can ask whether superstability implies that K does not have the
tree property, or at least obtain many models from the tree property as
in [GS86]. This is conjectured in [She99| (see the remark after Claim
5.5 there).

As for the D-rank in (5), perhaps a simpler analog would be the U-rank
defined in terms of (< k)-satisfiability in [BG, Definition 7.2] (another
candidate for a rank is Lieberman’s R-rank, see [Liel3]).

Definition 7.2. Let K be a LS(K)-tame AEC with amalgamation.
Let k > LS(K) be least such that k = 3, (for concreteness). We define
a map U with domain a type over x-saturated models and codomain
an ordinal or co inductively by, for p € gS(M):

(1) Always, Ulp] > 0.

(2) For a limit, U[p] > « if and only if Ulp] > g for all g < a.

(3) Ulp] > B+ 1 if and only if there exists a x-saturated M’ >g M
with ||M']| = ||M|| and an extension g € gS(M’) of p such that
q is not (< k)-satisfiable over M and Ulq] > S.

(4) Ulp] = « if and only if U[p] > o and U[p] ? a+ 1.

(5) Ulp] = oo if and only if U[p] > « for all ordinals «.

By [BG| Theorem 7.9], superstability implies that the U-rank is bounded
but we do not know how to prove the converse. Perhaps it is possible
to show that U = oo implies the tree property.
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