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Abstract

Over the last decades, the use of mathematics and especially stochastic analy-
sis, has become very popular in solving different kinds of problems in finance.
One of the most interesting and important is the portfolio optimization prob-
lem. Consider an investor who wants to play on a security market and who has
many different opportunities of investment: risk-free bond and many kinds of
stocks. Assume that the investor starts with some initial sum of money and
his aim is to find the best way of investment in order to increase his wealth.

The best way to analyze such a problem is via continuous-time model. The
first who pioneered such models was Merton. The main feature is that in these
models the prices of the securities in the market are modelled as stochastic
processes running from the beginning to some terminal (possibly infinite) time.
All the information about the prices is available at each time on [0, T ] and it
is possible for investor to trade at any moment.

We consider a financial market with two assets: a risk free asset, and a stock
that behaves like an Ito process. At any instance the investor may rebalance
his portfolio by moving capital from stocks to the risk free asset and vice versa
in order to maximize an expected utility at some terminal time T.

For common utility functions (power, log), when there are no transaction costs
and also when transaction costs are proportional to the amount traded, the
solution is well known and the trading strategy is continuous in time.

But everything changes dramatically when the investor has to pay some con-
stant fixed transaction cost for every intervention. Any trading strategy, which
is continuous in time, clearly leads to bankruptcy and the optimal policy must
become trading at a carefully chosen discrete sequence of instances. With fixed
transaction costs the optimization problem becomes much harder to solve.

The first time such model was introduced in 1988 and the possible way of
finding the optimal strategy was via so called impulse control. The system
of quasi-variational inequalities was built and by solving this system one can
obtain the optimal strategy as well as the maximized expected utility. The
main problem lies in solving such inequalities. They are so difficult that it has
been said that ”every explicit solution is a triumph over nature”.
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In the present work we suggest a method to approximate the optimal policy
for this problem when transaction costs are small. We also discuss the pos-
sible errors of the approximation and analyze some features of the optimal
strategies.

In addition to maximizing expected utilities, we also address the problem
of maximizing the probability of achieving a pre-determined goal at some
terminal time. We present here some simple combinatorial solution for the
no-transactions case and then we apply the approximation method for the
case when fixed transactions are present.

We also use simulations in order to compare the performance of our optimal
policy versus some other non-trivial policies.
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List of notations and abbreviations
Rn - n-dimensional Euclidean space

L - the second order partial differential operator which coincides with the
generator of Ito diffusion

Wt - standard Brownian motion

a.s. - almost surely

Qy - the probability law of the process Y (t) starting at Y (0) = y (Chapter 2)

HJB - the Hamilton - Jacobi - Bellman equation

F t - the σ-algebra generated by {Ws ; s ≤ t}

F τ - the σ-algebra generated by {Ws∧τ ; s ≤ t} (τ is a stopping time)

s ∨ t - the maximum of s and t (=max(s,t))

s ∧ t - the minimum of s and t (=min(s,t))

Ey - the expectation with respect to measure Qy

E - the expectation w.r.t a measure which is clear from the context

∂G - the boundary of the set G

G - the closure of the set G

G0 - the interior of the set G

QVI - the quasi-variational inequalities

Φ(x) - the probability distribution function of the standard normal variable

φ(x) - the density function of the standard normal variable

CRRA - Constant Relative Risk Aversion type of functions:

U(c) =











cα

α 0 < α < 1

log(c) α = 0
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1 Introduction

1.1 Background

Consider a financial market with two assets: a risk free asset, and a stock that
behaves like an Ito process. At any instance the investor may rebalance his
portfolio by moving capital from stocks to the risk free asset and vice versa in
order to maximize an expected utility at some terminal time T .

For common utility functions (power, log), when there are no transaction costs
the problem was solved by Merton [19], [20] and the optimal strategy dictates
that one has always to keep the same fixed proportion of the total wealth
invested in stocks. It means that the investor has to rebalance his portfolio all
the time and thus the trading strategy is continuous in time.

For the case when proportional transaction costs are present, the problem was
also solved with the help of singular stochastic control methods [27], [8] and
the policy also demands continuous trading.

But everything changes when fixed transaction costs enter the scene. Paying
the same fixed amount of money for every intervention, investor clearly goes
to bankruptcy if he chooses the continuous strategy. Now he has to trade at
a carefully chosen discrete sequence of instances.

1.2 Goals and Methods

In this work we are going to find the optimal investment strategy of maxi-
mizing the expected power utility at some terminal time T when only fixed
transaction costs are present. The main method we are using here is called
the impulse control and was first presented by Benssounssan and Lions, [2]
and also by Eastham and Hastings [9] . It helps us to build the system of
inequalities and by solving them one can obtain the optimal strategy. The
main difficulty is that these inequalities are very hard to solve. So we are
trying to approximate the solution and thus to find approximated optimal
strategy. The approximation methods we are using were first presented by
Atkinson and Wilmott [1], Whalley and Wilmott [29], [30] and also by Korn
[13], [14] to solve impulse control problems.
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1.3 Organization of the work

The rest of the work is organized as follows: in Section 2 we provide the
literature survey on continuous-time stochastic model presented by Merton
and his way of solving the utility maximization problem in the no-transactions
case. Then we’ll go to the case when proportional transactions are present and
describe the optimal policy obtained by Norman and Davis. In the end of the
section we’ll formulate the basics of impulse control, mainly based on the
Oksendal’s presentation as well as the survey on the recent works on portfolio
optimization with fixed transaction costs. In Section 3 we’ll formulate the
problem exactly for our case and then present an idea about what can be done
in order to apply an approximation procedure. After solving the problem
we discuss some features of the optimal policy. In Section 4 we’ll discuss
the Goal Problem, it’s solution for the no-transactions case, where we’d like
to present a possible different derivation. Also we apply the approximation
method from the previous section in order to solve the Goal Problem for the
fixed transactions case. In Section 5 we’ll provide few simulations in order to
demonstrate the performance of the optimal policy. In Section 6 we’ll discuss
the results and the possible directions for future research.
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2 Literature survey

We provide an overview of papers and methods regarding continuous stochas-
tic models in finance and portfolio optimization problems with or without
transaction costs:

i. The first Merton model (no transaction costs ).

ii. The models with proportional transaction costs.

iii. Impulse control .

iv. The models with fixed transaction costs.

2.1 The original Merton model (no transaction costs)

In his seminal papers, Merton [19], [20] introduced an optimal portfolio man-
agement model of a single agent in a stochastic setting. Trading takes place
between a riskless security (e.g. a bond) and one or more stocks whose prices
are modelled as diffusion processes. For each stock, the mean rate of return
and volatility are assumed to be constant and known. The investor, endowed
with some initial wealth, trades dynamically between the available securities
and may also consume part of his wealth continuously in time. The investor
is assumed to be a ”small” one, in the sense that his actions do not influence
the equilibrium prices of the underlying assets. His objective is to maximize
the expected utility function which models his individual preferences as well
as his attitude towards the risk associated with the market uncertainty. In
Merton’s work the so called Constant Relative Risk Aversion (CRRA) utility
functions were used:











U(c) = cα

α 0 < α < 1

U(c) = log(c) α = 0

In the rest of the work we take 0 < α < 1 if not defined otherwise and we’ll
refer to such utility as power or Merton utility.

Current prices, but no other information, are available to the investor, there
are no transaction costs and the assets are infinitely divisible. In this idealized
setting, Merton was able to derive a closed form solution to the stochastic
control problem faced by the investor.
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Consider a market with two securities: bond without interest rate and a stock,
whose prices b(t) and p(t) satisfy











db(t) = 0

dp(t) = p(t)(µdt + σdWt)

with some b(0) > 0 and p(0) > 0, where

• µ > 0 - drift-mean rate of return
• σ > 0 - volatility
• Wt - standard Brownian motion defined on a probability space (Ω,F ,P).

The wealth process satisfies X(t) = B(t) + S(t) with the amounts B(t) and
S(t) representing the current holdings in the bond and the stock accounts.
The state wealth equation is given simply as

dX(t) = S(t)(µdt + σdWt) (2.1)

The wealth process must satisfy the state constraint

X(s) ≥ 0 a.s. for t ≤ s ≤ T

for some fixed terminal time T and initial t.

The control S(t) = S(t,X(t)) is admissible if it is F t - progressively measurable

- with F s = σ(Wu ; t ≤ u ≤ s), it satisfies E
[

∫ T
t S(s)2ds

]

< +∞ and state

constraint from above is satisfied. Let us denote by A the set of all admissible
policies.

The aim is to maximize an expected power utility at some terminal time T ,
i.e. to find

w(x, t) = sup
A

E
[

U(X(T )) | X(t) = x
]

= sup
A

E
[(X(T ))α

α

∣

∣

∣ X(t) = x
]

Using stochastic analysis and under appropriate regularity and growth condi-
tions on the value function, we get that w solves the associated HJB equation































wt + supS [12σ
2S(t)2wxx + µS(t)wx] = 0,

w(0, t) = 0 for t ∈ [0, T ),

w(x, T ) = xα

α .
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Such that the solution is given as:

w(x, t) =
xα

α
eλ(T−t), where λ =

µ2α
2σ2(1− α)

.

The optimal investment strategy, which is given as

S∗(t,X(t)) =
µ

σ2(1− α)
X(t)

dictates to keep the same fixed proportion of the total wealth invested in stocks.
It means that it’s stationary and it says to keep the point (X,S) on the line,
known as ”Merton line”. It means that the investor has to rebalance his
portfolio all the time and thus the trading strategy is continuous in time.

One important generalization of the basic Merton model which may serve as
introduction to the next subsection is the intermediate consumption case.

Assume that trading takes place in an infinite horizon. The investor consumes
at rate C(t) from the bank account. The state wealth equation now is given
as

dX(t) = S(t)(µdt + σdWt)− C(t)dt.

Utility comes only from this consumption and the value function is defined as
the maximal expected discounted utility:

V (x) = sup
A

E
(

∫ +∞

0
e−ρtU(C(t))dt|X(0) = x

)

.

The set of admissible policies A is now a pair (S(t), C(t)) = (S(t,X(t)), C(t,X(t))),
which are F t - measurable and satisfy the integrability conditions:

E
∫ T

0
S2(s)ds < ∞ , E

∫ T

0
C(s)ds < ∞ , ∀T > 0 , as well as X(s) ≥ 0

The optimal control strategy is given as

S∗(t,X(t)) = S∗(X(t)) =
µ

σ2(1− α)
X(t) and C∗(t,X(t)) = ΥX(t)

for some positive uniquely determined constant Υ.

The consumption argument is out of interest in our work, what’s important is
that the investor has to rebalance his portfolio position all the time to match
the Merton line.
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Figure 2.1: Merton optimal strategy in the no transaction costs case
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There are many more generalizations of the Merton models in the absence of
transaction costs case, for instance models with non-linear stock dynamics.
The interested reader may refer to the brilliant book [12] for further details.

2.2 The models with proportional transaction costs

A crucial simplification in Merton’s work is the absence of transaction costs.
In such idealized model the investor would optimally maintain a proportion
of wealth in the stock by trading continuously. Such continuous strategies are
no longer admissible once proportional transaction costs are introduced. The
investor must then determine when the stock position is sufficiently ”out of
line” to make the trading worthwhile. The first to incorporate the proportional
transaction costs in Merton’s model were Magil and Constantinides [18], [7].
They brought out an important insight about the policies of different nature,
the so called singular trading policies. Such policies are characterized by
instantaneous trading at the boundaries of a ”no-transaction” region whenever
the stock position falls on these boundaries. Although Magil and Constan-
tinides did not provide a rigorous singular stochastic control formulation of
the underlying model, they paved the way to the correct formulation of the
valuation models with transaction costs.
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Taksar, Klass and Assaf [28] were the first to formulate a transaction cost
model as a singular stochastic control problem in the context of maximizing
the long term expected rate of wealth growth, i.e. the problem consists of
maximizing

E{lim inf
t→∞

1
t
[ln X(t)]}

with the total wealth X(t) = B(t) + S(t) as defined before.

Davis and Norman [8] were the first to provide a rigorous mathematical for-
mulation and extensive analysis of the Merton problem in the presence of
proportional transaction costs for CRRA utilities. Their paper is considered
a landmark in the literature of transaction costs and contains useful insights
and fundamental results, both theoretical and numerical, for the value function
and the optimal investment policy. The survey we provide here is based on
Chapter 12 of [12].

The investor holds B(t) dollars of the bond and S(t) dollars of the stock at
time t. Consider a pair of right-continuous with left limits, non-decreasing
processes (L(t),M(t)) such that L(t) represents the cumulative dollar amount
transferred into the stock account and M(t) the cumulative dollar amount
transferred out of the stock account. By convention, M(0) = L(0) = 0. The
stock account process is

S(t) = S +
∫ t

0
µS(s)ds +

∫ t

0
σS(s)dWs + L(t)−M(t),

with S(0) = S. Transfers between the stock and the bond accounts incur
proportional transaction costs. In particular, the cumulative transfer L(t) into
the stocks reduces the bond account by βL(t) and the cumulative transfer
M(t) out of the stock account increases the bond account by λM(t), where
0 < λ < 1 < β. The investor consumes at the rate C(t) dollars out of the bond
account. There are no transaction costs in transfers from the bond account
into the consumption good. The bond account process is (assuming also the
interest rate r for bond )

B(t) = B +
∫ t

0
(rB(s)− C(s))dτ − βL(t) + λM(t),

with B(0) = B. The integral represents the accumulation of interest and the
drain due to consumption.
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The last two terms represent the cumulative transfers between the stock and
bond accounts.

Define the state space D for a process (B(t), S(t)) as

D = {(B,S) ∈ R×R : B +
(

λ
β

)

S ≥ 0

with the notation
(

λ
β

)

z =







λz if z ≥ 0

βz if z ≤ 0

To put it simple, just say that the policy now is a F t-progressively measurable
triple (C(t), L(t),M(t)). And the value function V is defined to be

V (B, S) = sup
A

E
(

∫ +∞

0
e−ρtU(C(t))dt|B(0) = B, S(0) = S

)

.

The optimal trading strategy is as follows: there are two unique numbers
z1 and z2. When the ratio of account holdings S

B is between the threshold
levels z1 and z2, then it is optimal not to rebalance the portfolio but only
to consume. In other words, the individual must refrain from trading in the
region NT = {(B,S) ∈ D : z1 ≤ S

B ≤ z2}.

If the holdings ratio S
B , is below z1 then it’s optimal to instantaneously rebal-

ance the portfolio components by moving from the original point to the point

(B̄, S̄) with S̄ = z1B̄ and B̄ = B+βS
1+βz1

. This corresponds to a transaction of

buying shares of stock and this is the optimal policy that one should apply to
all points (B, S) ∈ D with S

B < z1. Similarly, if the holdings ratio B
S is above

z2, then it is optimal to instantaneously rebalance the portfolio components

by moving to the point S̃ = z2B̃ with B̃ = B+λS
1+λz2

. This corresponds to a

transaction of selling stock shares and this is the optimal policy for all points
(B,S) ∈ D such that S

B > z2.

So the state space D depletes onto three regions: the so-called SELL ,
BUY regions (sales and purchases of stock shares occur instantaneously) and
the no trading (NT) region. The NT region lies between the BUY and the
SELL region and the common boundaries are straight lines emanating from
the origin.

11



Thus it is optimal to make transactions corresponding to local time at ∂(NT ),
resulting in reflection back to NT every time (B(t), S(t)) ∈ ∂(NT ).

It can be seen on the (B,S) plane in the picture.

Figure 2.2: Optimal strategy with proportional transaction costs
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• B -sum of money in risk-free asset (bond) 
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Another famous work on this subject was Shreve and Soner [27], who studied
the same model and extended the results of Davis and Norman [8] in several
directions.

2.3 The basics of Impulse Control

When, in addition to proportional transaction costs, the investor is facing
fixed ones, the optimal policy changes dramatically. Now he has to choose
a sequence of intervention times and to trade only at these times and not at
every instant as it was before, because the fixed component in transaction fee
can lead such a policies to bankruptcy.
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The technique that helps us to deal with such kind of stochastic control
problems is called impulse control and was first presented by [2]. Later on
it was applied to the basic models in finance in [9]. Here we’ll follow the more
updated version of Oksendal’s lecture notes [22].

Note that the letter S in this subsection is used only to indicate the state space
of the process and not money invested in stock.

Suppose that, if there are no interventions, the state Y (t) ∈ Rk of the system
satisfies stochastic differential equation of the form

dY (t) = µ
(

Y (t)
)

dt + σ
(

Y (t)
)

dWt ; Y (0) = y ∈ Rk,

where µ : Rk −→ Rk and σ : Rk −→ Rk×d are given continuous functions
and Wt is a d-dimensional Brownian motion on a filtered probability space
(Ω,F , {F t}t≥0, P ) with W0 = 0 a.s. The differential operator L which coincides
with the generator of Y is given by

Lψ(y) =
k

∑

i=1
µi(y)

∂ψ
∂yi

+
1
2

k
∑

i,j=1
(σσtr)ij(y)

∂2ψ
∂yi∂yj

,

defined for all functions ψ : Rk −→ R, which are twice differentiable at y ∈ Rk.
Suppose that at any time t and at any state y we are free to intervene and
give the system an impulse ζ ∈ Z, where Z = Z(y) is a given set which may
depend on y (the set of admissible impulse values). Suppose that the result of
giving such an impulse when the state of the system is y is that the state jumps
immediately from Y (t−) = y to Y (t) = Γ(y, ζ), where Γ : Rk × Z −→ Rk is a
given function.

An impulse control for this system is a double (possibly finite sequence)

v = (τ1, τ2, ..., τj, ...; ζ1, ζ2, .., ζj, ..)j≤N ; N ≤ ∞

where τ1 < τ2 < ... are F t - stopping times and ζj, j ≥ are F τj - measur-
able random variables representing the corresponding impulses, ζj ∈ Z. We
interpret τ1, τ2, ... as the intervention times, i.e. the times when we decide to
intervene and give the system the impulses ζ1, ζ2, .. respectively. N ≤ ∞ is
the number of interventions.
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If v = (τ1, τ2, ..., τj, ...; ζ1, ζ2, .., ζj, ..) is applied to the system Y (t), it gets the

value Y (v)(t) which inductively can be described as follows :

dY (v)(t) = µ
(

Y (v)(t)
)

dt + σ
(

Y (v)(t)
)

dWt , τj < t < τj+1 ≤ ˜T

Y (v)(τj+1) = Γ
(

Y (v)(τ−j+1), ζj+1

)

, j = 0, 1, 2, ...; τj+1 ≤ ˜T ,

where we put τ0 = 0 and ˜T is the first time our system exits its state space :
Let S ⊂ Rk be a fixed Borel set such that S ⊂ S0 , where S0 is the interior of
S, S0 its closure. Define

˜T = ˜T (v)
y (ω) = inf{t ≥ 0 : Y (v)(t, ω) /∈ S}.

Note that this is the general definition and in our - fixed interval - case, this
˜T will be either the T - the end of the interval, or the first time our process X
becomes zero.

Let Qy = Qy,v denote the law of the stochastic process Y (v)(t) starting at

Y (v)(0) = y.

We now describe the performance criterion for our system:

Let g : ∂S → R be a given utility function , where ∂S is the boundary of S.
We assume that we are given a set V of admissible controls which includes the
set of impulse controls v = (τ1, τ2, ..., τj, ...; ζ1, ζ2, .., ζj, ..), such that a unique

strong solution Y (t) = Y (v)(t) exists and

Y (v)(t) ∈ S for all t < ˜T and

lim
j−→∞

τj = ˜T Qy a.s. for all y ∈ Rk

(if N < ∞ we assume that τN = ˜T a.s. ).

From now on we assume that

Ey
[

|g(Y (v)( ˜T )|1
˜T<∞

]

< ∞ for all y ∈ Rk, v ∈ V.

Where Ey represents the expectation with respect to Qy.

If v ∈ V then the performance or utility is defined by

w(v) = Ey
[

g(Y (v)( ˜T )1
˜T<∞

]

.

14



So we are now to formulate the impulse control problem:

Find the value function Φ(y) and an optimal admissible impulse control v∗ ∈ V,
such that

Φ(y) = sup{w(v) ; v ∈ V} = w(v∗).

Let H denote the space of all measurable functions h : S → R.

The intervention operator M : H → H for all h ∈ H and y ∈ S is defined by

Mh(y) = sup{h(Γ(y, ζ)) ; ζ ∈ Z and Γ(y, ζ) ∈ S}.

Suppose that for each y ∈ S there exists at least one ζ̂ = ζ̂(y) ∈ Z such that

the supreme above is obtained, i.e. ζ̂(y) ∈ Argmax{h(Γ(y, ·))}, and that a

measurable selection ζ̂ = Kh(y) of such maximum points exists. Then we have

Mh(y) = h
(

Γ(y,Kh(y))
)

, y ∈ S.

Quasi-variational verification theorem for impulse control

a) Suppose that we can find a function ϕ : S̄ → R such that

1. ϕ ∈ C1(S0) ∩ C(S̄);

2. ϕ ≥ Mϕ on S;

3. Define

D = {y ∈ S ; ϕ(y) > Mϕ(y)} − the continuation region

and suppose that Y (t) spends 0 time on ∂D a.s., i.e.

Ey
[

∫
˜T

0 1∂D(Y (t))dt
]

= 0 for all y ∈ S;

4. Suppose that ∂D is a Lipschitz surface, i.e. is locally the graph of a function
h, such that there exists K < ∞ with

|h(x)− h(y)| ≤ K|x− y| for all x, y;

5. ϕ ∈ C2(S0\∂D) and the second order derivatives of ϕ are locally bounded near ∂D;

15



6. Lϕ ≤ 0 on S0 \ ∂D;

7. ϕ(Y (t)) −→ g(Y ( ˜T ))1{˜T<∞} as t → ˜T a.s. Qy for all v ∈ V, y ∈ S;

8. The family {ϕ−(Y (τ)) ; τ − stopping time, τ ≤ ˜T} is uniformly integrable
w.r.t. Qy for all v ∈ V, y ∈ S. Recall that ϕ−(y) = max(0,−ϕ(y)).

Then
ϕ(y) ≥ Φ(y) for all y ∈ S.

b) Suppose that in addition to 1.- 8. above,

1. Lϕ = 0 on D ∩ S0;

2. ζ̂(y) = Kϕ(y) exists for all y ∈ S.

Define the impulse control

v̂ := (τ̂1, τ̂2, ...; ζ̂1, ζ̂2, ...)

as follows:
Put τ̂0 = 0 and define inductively

τ̂j+1 = inf{t > τ̂j ; Y (j)(t) /∈ D} ∧ ˜T

and
ζ̂j+1 = Kϕ(Y (j)(τ̂−j+1)) , if τ̂−j+1 < ˜T ,

where Y (j)(t) is the result of applying the impulse control

v̂j := (τ̂1, τ̂2, ..., τ̂j; ζ̂1, ζ̂2, ..., ζ̂j) to Y .

3. Suppose that v̂ ∈ V and the family {ϕ(Y (v̂)(τ)) ; τ - stopping time, τ ≤ ˜T}
is uniformly integrable w.r.t. Qy for all v ∈ V, y ∈ S.

Then
ϕ(y) = Φ(y) for all y ∈ S

and v̂ is optimal.
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2.4 The models with fixed transaction costs.

Clearly one has to modify the verification theorem from above in order to
suit the models in finance. For our case we will do all the work in the next
section. Here we describe some works which apply impulse control in finance.
The first who applied the impulse control method were Hastings and Eastham
[9]. They have formulated the problem in more rigorous setting for the case
of finite horizon (which is our case as well) and proposed a method of solution
via iterated optimal stopping. Their aim was to maximize the expected wealth
at terminal time T , i.e. their utility function was U(x) = x.

Oksendal and Sulem, [23], [24] have made a big contribution to this theory
and there are many interesting examples in their lecture notes [22] and papers
[23], [24], where they have tried to generalize the results of Davis and Norman
[8], Shreve and Soner [27] for the case when there is also a fixed component in
the transaction cost.

One of the recent papers on the subject is a very interesting work by Pliska and
Suzuki [26], where they have studied the asset allocation problem of optimal
tracking a target mix of asset categories for the case of fixed and proportional
transaction costs. Formulating the problem with infinite horizon, they have
succeeded in solving the QVI inequalities explicitly. They have shown that
when the value function depends only on the fraction process Yt = St

Bt+St
it is

possible to reduce the problem to some solvable equation in one dimension.
The optimal investment strategy that they have got is of particular interest
and will be discussed in the next section as well.

The common problem with the impulse control method is that it is extremely
difficult to find an explicit solution of the QVI, especially when the horizon is
finite. So there were attempts to find some approximation method of solution.
The method that we use in this work was introduced by Atkinson and Willmott
[1], Whalley and Willmott [29], [30] and further applied by Korn [13], [14] to
solve such portfolio optimization problems.

The problem studied in Willmott’s papers is significantly different from ours.
It deals with optimal hedging rather than optimal portfolio selection, in the
presence of fixed transaction costs. The most remarkable feature was intro-
ducing this concept of expanding the value function in the power series of ε.
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For the sake of this two main things were introduced: first, the transaction
cost was assumed to be a function of ε, which goes to zero as ε goes to zero;
and second, knowing the optimal strategy in the case of no transaction costs,
a single additional variable can be introduce to actually measure the difference
between the current state of the system and the ”optimal” one.

The utility function they use is the negative exponential function

U(x) = 1− exp(−γx).

The control taken in their case was the number of shares (stocks) held in the
portfolio, defined by y, and it was known that in the no - transaction costs
case the optimal thing was always to keep the same fixed number of shares,
say y∗ in the portfolio. So the rescaling variable Y was introduced by :

y = y∗ + ε1/4Y.

The control proposed is actually to trade in the selected time instances and
not continuous trading, since transaction cost have a fixed component. Then
they assume optimal restarting lines y∗ + ε1/4Y + and y∗ + ε1/4Y − as well as

optimal boundaries y∗ + ε1/4Ŷ + and y∗ + ε1/4Ŷ −. These boundaries uniquely
determine the trading strategy - one has to trade in the very moment that
the process reaches the boundary and the action to be taken is to move the
process to the correspondent restarting lines.

Then the equation that corresponds to optimal hedging was introduced. The
value function was viewed as an expansion in the power series of ε and all the
boundaries were found. However, their hedging problem is unrelated to ours
and hence we will not elaborate further.

We are interested in the optimization the utility of the terminal wealth and
it was Korn [13], [14] who combined the method described above with the
simplified impulse control statement developed in Eastham and Hastings [9],
to solve this kind of problem. The utility function that was taken was the
negative exponential, as in Willmott’s work.

All rescalings in Korn were just the same as in Willmott, because the optimal
policy in the no - transaction costs case was again to keep the same fixed
number of shares in the portfolio.
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The function e−γ(ST +BT ), looks rather friendly, because the bond and stock
can be separated in the sense that

e−γ(B+S) = e−γBe−γS,

and this leads to some significant simplifications. For example, omit the ”1”
term from the negative exponential and write the value function as

v(t, B, S) = max
V

E
(

− e−γ(BT +ST )|St = S,Bt = B
)

.

It possible to show that

v(t, B, S) = e−γBv(t, 0, S),

and so the optimal strategy is expected to be independent of the total wealth
- a feature that is clearly unrealistic, but simplifies the way in which fixed
transaction payments should be treated.

Hence he ignores the total wealth and separates the stock price p and the
number of shares y (which remains fixed between interventions) by introducing
function

q(t, p, y) = v(t, 0, py).

Then QVI inequalities were stated for the function q and only after that the
rescaling variable Y has entered the scene and one has to work hard in order
to keep track of all partial derivatives that appear on the way. As Whalley and
Wilmott, Korn has also succeeded in finding the optimal boundaries, which
were given as

(Y +, Ŷ +) =
(

0, 4

√

12rµ2

γ3σ4p4

)

and (Y −, Ŷ −) = −(Y +, Ŷ +)

where the fixed transaction cost was equal to rε.

It is worth noting that the problem was actually solved in a rather complicated
manner and without any clue on how one can generalize the ideas in order to
apply it to more realistic utility functions and other rescaling procedure.

In the present work we generalize the method described above with the help of
a more general impulse control theory, to be found for instance in the recently
written lecture notes of Oksendal [22].
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We argue that by knowing the solution of the problem in the no - transaction
costs case, we can approximate the solution for the case of transaction costs
(fixed, possibly with an addition of proportional ones). By rescaling the
original process we introduce a new diffusion process and apply the impulse
control theory to this new process. This is done in a very explicit and friendly
way, in contrast to the previous works on the subject.

In order to demonstrate the method, first we solve for power and logarithmic
utility functions. Then we solve the Goal Problem - and the method proves
to be rather effective.
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3 Maximizing Merton utility

This is the main part of the work. Here we’ll use the impulse control and
approximation methods to find the optimal strategy of optimizing the power
utility function for the case of fixed transaction costs.

3.1 Problem formulation

First of all we’d like to apply the impulse control technique to our case, so
let’s concretize the problem for the finite horizon.

The stochastic process now is 3-dimensional Z(t) = (t, S(t), B(t)) defined in
the region:

t ∈ (0, T ], (S(t), B(t)) ∈ {(S,B) ∈ R×R, : S + B ≥ 0}.

The differential operator L, which coincides with the generator of the process
(t, S(t), B(t)) is given for all sufficiently smooth functions φ(t, S, B) as

Lφ(t, B, S) :=
1
2
σ2S2φSS(t, S,B) + µSφS(t, S, B) + φt(t, S,B).

Define by τ1, τ2, ... - the intervention times and ζ1, ζ2, .. - sums of money
transferred from bond to stock at correspondent interventions.

Denote by k the transaction fee, i.e. some fixed amount of money that investor
has to pay each time he chooses to intervene.

Denote by V the set of all admissible impulse control strategies. If v ∈ V is
applied to the process Z(t) , it behaves according to



















































dS(t) = S(t)(µdt + σdWt), τj−1 ≤ t < τj ≤ T ;

dB(t) = 0, τj−1 ≤ t < τj ≤ T ;

B(τj) = B(τ−j )− k − ζj;

S(τj) = S(τ−j ) + ζj.

(3.1)

and the expected terminal utility under the policy v is given as

w(v)(t, S, B) = E
[

U
(

S(T ) + B(T )
)∣

∣

∣S(t) = S, B(t) = B
]

,
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with the same CRRA utility function :










U(c) = cα

α , 0 < α < 1;

U(c) = log(c), α = 0.

where we’ll look at 0 < α < 1 or power (Merton) utility case.

The main objective is to find the optimal trading strategy v∗ and the maximal
expected utility

W (t, S,B) = w(v∗)(t, S, B) = sup
v∈V

w(v)(t, S,B).

For every measurable function w(t, S, B) the maximum or intervention oper-
ator is defined as

Mw(t, S, B) = max
ζ
{w(t, S + ζ, B − ζ −K)}.

If the optimal impulse control v∗ is already chosen, then clearly holds:

w(v∗)(t, S,B) ≥ Mw(v∗)(t, S, B),

because it’s not always optimal to trade at time t. But when it’s optimal, both
parts in above inequality have to coincide.

To show uniform integrability, note that the Merton solution in the no-transaction
costs case is always better than our function

Et,S,B
[

w(τ, Sτ , Bτ )
]

≤ Et,S,B{(BT + ST )α

α
} < ∞,

and the uniform integrability follows.

The quasi-variational inequalities for our case can be stated as






































































Lw(t, S, B) ≤ 0;

w(t, S, B) ≥ Mw(t, S, B);

(

w(t, S, B)−Mw(t, S,B)
)

Lw(t, S,B) = 0;

w(T, S,B) = U(S + B);

w(t, S,B)1{B+S=0} = 0.

(3.2)
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The last condition can be changed into w(t, S, B)1{B+S≤k} = 0 and it is just a
matter of choice - how to define the behavior of the process in the case when
transaction cost can exceed the total wealth.

Clearly the solution of this system defines the optimal strategy in the following
way: define the continuation region

NT = (t, S, B) : {w(t, S,B) > Mw(t, S, B)}

and assume that we start in NT . In the very moment that our process
(

t, S(t), B(t)
)

exits NT we have to intervene in an optimal way, in order

to move the system back to NT .

Here we’d like to say that this quasi-variational inequalities (QVI) theorem is
the verification statement. It means that if we can find a function with the
following properties then this function is the optimal value function and the
control defined is the optimal. The problem is that we don’t know the function
w, but, like in most of the optimal stopping problems, by assuming the form
of the strategy we can make a big step forward in solving the inequalities.

3.2 Approximation scheme

The remarkable property of power utility is that without transaction costs
the optimal strategy is to keep the same fixed proportion of the total wealth
invested in the risk free asset, i.e. always to keep the sum B∗(t) = (1−u)X(t)
in bond (Merton strategy), with u = µ

σ2(1−α) .

The idea is to assume that fixed transaction cost is a function of a small
parameter ε, which goes to zero as ε goes to zero, and then to find the optimal
trading strategy which depends on ε and which converges to Merton strategy
when ε goes to zero.

The transaction cost is assumed to be

k = rε4, for some const r > 0.

(see Appendix for more explanation).

In the no transaction region the value function will be viewed as an expansion
in powers of ε. The natural point around which such an expansion should be
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made is the amount of money invested in bond in the Merton strategy:

B∗(t) = (1− u)X(t).

Rescale our variables by introducing the new variable Y = Y (t):










B(t) = B∗(t) + εY (t) = (1− u)X(t) + εY (t);

S(t) = X(t)−B(t) = uX(t)− εY (t).

Y actually measures or indicates how far is the portfolio position from the
Merton line. And we are going to assume that there are upper and lower

boundaries ̂Y + and ̂Y −, such that when Y is between them - no transactions
should be made, but when Y exits these boundaries, then we have to intervene
and move it back to some optimal restarting values Y + and Y −. Clearly such
strategy converges to Merton strategy when ε goes to zero.

We now formulate our assumptions more rigorously:

assume that there exist some functions ̂Y +, ̂Y −, Y +, Y −, which may
depend on X and on t, so that

• the no-transaction region (NT) has the form

NT = {(t, x, y) : ̂Y − < y < ̂Y +},

• the upper and the lower boundaries of NT are

̂B+ = B∗ + ε ̂Y + and ̂B− = B∗ + ε ̂Y −,

• the upper and the lower optimal restarting lines are:

B+ = B∗ + εY + and B− = B∗ + εY −

(the signs of ̂Y −and Y − are negative).

Define the optimal policy as follows:

1. Don’t do anything in the NT region,

2. If (t,X(t), Y (t)) reaches either upper or lower boundary (t, X, ̂Y +) or (t, X, ̂Y −)
the investor has to make a transaction and to move it back to the corre-
sponding restarting lines (t, X(t) − k, Y +) or (t,X(t) − k, Y −), inside the
NT region.
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Figure 3.1: Optimal strategy with fixed transaction costs
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So actually now we have a different process

(t, S(t), B(t)) → (t, X(t), Y (t)),

Denote as before τ1, τ2, ... - intervention times and ∆1
y, ∆2

y, .. - corresponding
impulses.

Denote by V the set of all admissible impulse control strategies. If v ∈ V is
applied to the new process, it behaves according to























































dX(t) =
(

uX(t)− εY (t)
)(

µdt + σdWt)
)

, τj−1 ≤ t < τj ≤ T ;

dY (t) = u−1
ε

(

uX(t)− εY (t)
)(

µdt + σdWt

)

, τj−1 ≤ t < τj ≤ T ;

X(τj) = X(τ−j )− k;

Y (τj) = Y (τ−j )−∆j
y.

The new generator L is given now as

Lϕ = ϕt + µ(ux− εy)
[

ϕx +
u− 1

ε
ϕy

]

+

1
2
σ2(ux− εy)2

[

ϕxx + 2
u− 1

ε
ϕxy +

(u− 1)2

ε2 ϕyy

]

,
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and the value function has changed as well

w(t, S, B) → Q(t, x, y).

Note that further we’ll write x, y instead of X,Y . The main objective is to
find the optimal trading strategy v∗ and the maximal expected utility

Q(t, x, y) = sup
v∈V

E(t,x,y)
(

U(XT )
∣

∣

∣X(t) = x, Y (t) = y
)

.

Almost everything in the QVI setting (3.2) remains the same. The main thing
that has to be changed is the equation

Lw(t, S, B) = 0 changed into LQ(t, x, y) = 0.

So the equation LQ(t, x, y) = 0 turns to

1
2
σ2(ux− εy)2

[

Qxx + 2
u− 1

ε
Qxy +

(u− 1)2

ε2 Qyy

]

+µ(ux− εy)
[

Qx +
u− 1

ε
Qy

]

+ Qt = 0. (3.3)

Following the idea of approximation, in the NT we expand Q as:

Q(t, x, y) = H0(t, x) + ε2H2(t, x) + ε4G(t, x, y) + ..

(see Appendix for detailed explanation about the way, such a function can be
written).

Assume that this Q satisfies all the conditions of QVI, in particular LQ = 0
in the no-transaction region. Then we write down the equation LQ = 0 with
Q expanded in series and order the terms by the powers of ε.

Considering only O(1) and O(ε2) equations and using smoothness conditions
(t < T ) :











Q(t, x, y) = Q(t, x− k, Y +), ∀ y ≥ ̂Y +;

Qy(t, x, y) = Qy(t, x− k, Y +), ∀ y ≥ ̂Y +.
(3.4)

as well as optimality of transaction condition














d
d(∆y)Q(t, x− k, ̂Y + − ∆y)

∣

∣

∣

∆y=̂Y +−Y +
= 0,

Qyy(t, x− k, Y +) < 0.
(3.5)
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we are able to obtain ̂Y + and Y +.

Just the same work is done for the lower bound.

Note that we are not going to find the function Q as it requires more complex
analysis of the various partial differential equations, but luckily, it’s possible
to obtain the optimal trading strategy, which is actually the more important
thing for investors.

27



3.3 Solving the QVI

The analysis has been done in order to find the simplest possible form of
the function that can solve this optimization problem. It was shown that once
you’ve taken the appropriate kind of Taylor expansion, then the y - dependence
can appear the first time only in ε4 - term.

The interested reader is referred to the Appendix for further details.

We are free to choose some friendly form of the Taylor expansion for the value
function, because it is clear that the solution must remain the same.

Power form of the value function

Let’s take the power form, which turns out to be the most friendly among the
forms we test.

Q(t, x, y) =
1
α

(

x + ε2H(t, x) + ε4G(t, x, y) + ...
)α

eλ(T−t). (3.6)

In the Appendix it’s also shown that that all the coefficients of all odd powers
of epsilon should be zero and hence may be ignored.

Recall that equation (3.2) must hold. Hence we obtain

Qt = −λ
α

(x + ε2H + ε4G)αeλ(T−t) +
(

x + ε2H + ε4G
)α−1(

ε2Ht + ε4Gt

)

eλ(T−t),

Qx =
(

x + ε2H + ε4G
)α−1(

1 + ε2Hx + ε4Gx

)

eλ(T−t),

Qy = ε4Gy

(

x + ε2H + ε4G
)α−1

eλ(T−t),

Qxx = (α− 1)
(

x + ε2H + ε4G
)α−2(

1 + ε2Hx + ε4Gx

)2
eλ(T−t)+

+
(

x + ε2H + ε4G
)α−1(

ε2Hxx + ε4Gxx

)

eλ(T−t),

Qxy = (α− 1)
(

x + ε2H + ε4G
)α−2

ε4Gy

(

1 + ε2Hx + ε4Gx

)

eλ(T−t)+

+
(

x + ε2H + ε4G
)α−1

ε4Gxyeλ(T−t),

Qyy = ε4Gyy

(

x+ε2H+ε4G
)α−1

eλ(T−t)+(α−1)
(

x+ε2H+ε4G
)α−2

ε8(Gy)2eλ(T−t).
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Now we have to put all these derivatives into equation (3.2).

Divide all the terms by
(

x + ε2H + ε4G
)α−2

eλ(T−t) .

Now we can sort the equation in powers of ε and get a number of equations
possibly simpler to solve.

Also we are going to use the fact that ε in powers larger than 4 are negligible.

O(1) term :

1
2
σ2(α− 1)(u2x2) + µ(ux2)− λ

α
x2 = 0,

or
1
2
σ2(α− 1)u2 + µu− λ

α
= 0.

This equation doesn’t give us any information because it’s always true for
optimal

u =
µ

σ2(1− α)
and λ =

µ2α
2σ2(1− α)

.

O(ε2) term:

1
2
σ2(α− 1)

(

y2 + 2u2x2Hx

)

+
1
2
σ2

(

u2x3Hxx + u2(u− 1)2x3Gyy

)

+µ
(

ux2Hx + Hux
)

− 2
λ
α

xH + xHt = 0.

So from O(ε2) we can get a following differential equation for G

1
2
σ2u2(u− 1)2x3Gyy +

1
2
σ2(α− 1)y2 + ̂N(H) = 0

or

Gyy =
1− α

u2(u− 1)2x3y2 + N(H). (∗)

(∗) is solved by:

G(t, x, y) =
1
12

M(t, x)y4 +
1
2
N(t, x)y2 + C(t, x)y + D(t, x) (3.7)
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where

M = M(t, x) =
1− α

u2(u− 1)2 x−3

The exact value of N is not needed and unknown C, D depend on t and x .

It’s difficult to find an explicit form of the value function Q, but, using (3.4)

and (3.5), we can find Y +, ̂Y +, Y −, ̂Y −.

From conditions (3.4) it follows that ∀ y ≥ ̂Y +

x + ε2H(t, x) + ε4G(t, x, y) = x− k + ε2H(t, x− k) + ε4G(t, x− k, Y (x− k)+)

Note that the transaction cost k equals to ε4r and that ε5 and smaller terms
are negligible. By using one-term Taylor expansions of all functions around
point x we get

x + ε2H(t, x) + ε4G(t, x, y) = x− k + ε2H(t, x)− ε6rHx(t, x) (3.8)

+ε4G(t, x, Y (x)+)− ε8r
(

Gx(t, x, Y (x)+) +
u− 1

ε
Gy(t, x, Y (x)+)

)

,

and hence the following condition

∀ y ≥ ̂Y + G(t, x, Y +)−G(t, x, y) = r. (3.9)

In the same way the lower bound (LB) condition is obtained:

∀ y ≤ ̂Y − G(t, x, Y −)−G(t, x, y) = r. (3.10)

Thus using together (3.9) and (3.10) we see that the odd-power term in G has

to disappear, i.e. C = 0. And the equation (3.9) with y = Ŷ + turns to be

1
12

M
(

(Y +)4 − ( ̂Y +)4
)

+
1
2
N

(

(Y +)2 − ( ̂Y +)2
)

= r. (3.11)

Now consider the optimality of transaction condition

d
d(∆y)

(

Q(t, x− k, ̂Y + −∆y)
)∣

∣

∣

∆y=̂Y +−Y +
= 0, (3.12)
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where we note that ̂Y + ≡ ̂Y +(x) , and Y + ≡ Y +(x − k) - are functions of x
and x− k respectively. From the above follows that

Gy(t, x− k, Y +(x− k)) = 0, ∀x > k ⇒ Gy(t, x, Y +) = 0.

From the requirement of the Gy continuity on the upper border, we also get

Gy(t, x, ̂Y +) = 0.

Using two conditions from above we can write that

Gy(t, x, Y +)−Gy(t, x, ̂Y +) = 0 (3.13)

or
1
3
M

(

(Y +)2 + Y +( ̂Y +) + ( ̂Y +)2
)

+ N = 0. (3.14)

Expressing N from (3.14) and putting it into (3.11) we get

( ̂Y +)3 − ̂Y +
(

(Y +)2 + Y +( ̂Y +) + ( ̂Y +)2
)

= 0,

from which follows that Y + = 0.

Putting this into (3.14) we obtain

̂Y + = 4

√

12r
M

= 4

√

12ru2(u− 1)2

1− α
x

3
4 .

From the analogous results on the lower border

1
3
M

(

(Y −)2 + Y −( ̂Y −) + ( ̂Y −)2
)

+ N = 0

and
Gy(t, x, ̂Y −) = 0.

we obtain that ̂Y − = − ̂Y + and Y − = −Y +. So we can summarize this
subsection with























































̂Y + = 4
√

12ru2(u−1)2

1−α x
3
4 ,

̂Y − = − 4
√

12ru2(u−1)2

1−α x
3
4 ,

Y + = 0,

Y − = 0.

(3.15)
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Linear form of the value function

Just to make it sure let us try another form of the value function: Take the
following linear form:

Q(t, x, y) =
xα

α
eλ(T−t) + ε2H(t, x) + ε4G(t, x, y) + ..

The derivatives are as follows:

Qt = −λ
xα

α
eλ(T−t) + ε2Ht + ε4Gt,

Qx = xα−1eλ(T−t) + ε2Hx + ε4Gx,

Qy = ε4Gy,

Qxx = (α− 1)xα−2eλ(T−t) + ε2Hxx + ε4Gxx,

Qxy = ε4Gxy,

Qyy = ε4Gyy.

Now we do the same as in the previous chapter. As in the previous case O(1)
term trivially gives us nothing so we’ll deal with O(ε2) term, which after some
cancellations gives us the following equation:

1
2
σ2u2x2(u− 1)2Gyy + N̂(H) +

1
2
σ2y2(α− 1)xα−2eλ(T−t) = 0,

where by N̂ we denote, as usual, the expression with H(t, x). Hence we get
almost the same equation as (3.7), but with the small difference

M =
1− α

u2(1− u)2 eλ(T−t) xα−4.

With a little work, using some version of the (3.8) and expanding now the free
term xα

α in Tailor series, one can obtain that

Ŷ + = 4

√

12r̃
M

with r̃ = reλ(T−t)xα−1.

Hence, finally we get:

Ŷ + = 4

√

12ru2(1− u)2

1− α
x

3
4 .

So we’ve got the same solution as in the power form case.
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Exponential form of the value function

Let us try another form of the value function:

Q(t, x, y) = e

(

ln xα
α +λ(T−t)+ε2H(t,x)+ε4G(t,x,y)+..

)

.

All the derivatives are as follows (after cancellation of the multiplier Q):

Qt = −λ + ε2Ht + ε4Gt,

Qx =
α
x

+ ε2Hx + ε4Gx,

Qy = ε4Gy,

Qxx =
(α
x

+ ε2Hx + ε4Gx

)2
− α

x2 + ε2Hxx + ε4Gxx,

Qxy = ε4Gy(...) + ε4Gxy,

Qyy = ε4Gyy + ε8(Gy)2.

(...)-term means that we don’t need the exact value here. Now we do the same
work as in the previous cases and after a little work we get

1
2
σ2u2x2(u− 1)2Gyy + N̂(H) +

1
2
σ2y2 α(α− 1)

x2 = 0,

where by N̂ we denote, as usual, the expression with H(t, x). Hence we get
almost the same equation as (3.7) but with the following differences

M =
α(1− α)
u2(1− u)2 x−4

and

Ŷ + = 4

√

12r̃
M

with r̃ = r
α
x

.

So, finally we obtain:

Ŷ + = 4

√

12ru2(1− u)2

1− α
x

3
4 .

Notice that we’ve got the same solution as in the power and linear form cases.
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The power expansion chosen in the previous subsection is clearly the most
friendly one since it allows us to separate the transaction cost k from non-
epsilon term without Tailor series expansion. But it’s obvious that never mind
what kind of expansion we’ve chosen, the solution must be the same (under
the assumption that ε5 is negligible, of course).

For the parameters (ε = 0.1; α = 0.5; µ = 0.4; σ = 1; r = 1000) the optimal
boundaries in the (X, B)- plane look like (the dotted lines are the boundaries
and the bold one is the Merton line. )

Figure 3.2: The optimal boundaries
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3.4 Checking the optimality condition

First let’s verify that Q > MQ in the no-transaction region, i.e. check that

Q(t, x, y) > Q(t, x− k, Y +) ∀y ∈ (0, ̂Y +) (3.16)

w.l.o.g. we consider the upper bound only. From the expansion of the function
Q in (3.6) and the fact that Y + = 0 the above condition (3.16) turns to be

x + ε4G(t, x, y) > x− ε4r + ε4G(t, x− k, 0),

which implies
1
12

My4 +
1
2
Ny2 + r > 0.

Expressing N = −1
3M( ̂Y +)2 from (3.14) it remains to prove that:

1
12

My2
(

2( ̂Y +)2 − y2
)

< r, for 0 < y < ̂Y +

or, which is just the same,

y2
(

2( ̂Y +)2 − y2
)

<
12r
M

, for 0 < y < ̂Y +.

This is simply checked, since for the function y2
(

2( ̂Y +)2 − y2
)

always holds

y2
(

2( ̂Y +)2 − y2
)

≤ 4( ̂Y +)4

4
= ( ̂Y +)4 =

12r
M

and the maximum is achieved only at y = ̂Y +, which fully agrees with (3.16).

Since ̂Y + = − ̂Y − the same is proved for the lower bound.

3.5 Discussing the accuracy of approximation

One may wonder - the policy that we have obtained here is stationary, i.e. it
doesn’t depend on t. We have to say that such policy is obtained only because
of the approximation.

From (3.11) in the derivation of the optimal policy we were able to express the
possible t-dependent value N as a function of M only, which was the function
of x.
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This surely affects some regularity condition of the value function, i.e. the
boundary condition G(T, x, y) = 0 can no longer be achieved, since in the
expression of G

G(t, x, y) =
1
12

My4 − 1
6
M( ̂Y +)2y2 + D

only the last term D can depend on t. But from the previous subsection we
know that

−r ≤ 1
12

My4 − 1
6
M( ̂Y +)2y2 ≤ 0,

and even by making D not t-dependent, the error is of order ε4r which is of
order of one transaction payment. It means that we have actually found the
strategy for optimizing utility with utility function equal xα

α + ε4f(x) for some

function f , possibly constant, instead of ordinary power utility xα

α .

Note that the same boundary condition for function H is not affected since we

can solve the differential equation N = −1
3M( ̂Y +)2 and apply the condition

H(T, x) = 0 .

Another boundary condition that we should look at is the behavior of the
function Q in the neighborhood of zero, i.e. when x goes to zero. First note

that we have obtained the G function in the NT region, i.e. y ≤ ̂Y + ∝ x
3
4 .

It means that x → 0 implies y → ̂Y + ∝ x
3
4 . Under such conditions we have

already seen that G → −r + D. Recall that G is the ε4 - term. Now looking
at the non-epsilon term x in the expression of Q (3.6) and assuming x goes to
zero and in particular to k = ε4r we see that there are no problems here and
one has only to define exactly how the process must behave in such situation
and to define boundary conditions on H and D.
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3.6 Maximizing logarithmic utility. Kelly criterion

In this subsection we use methods described in the previous chapters to solve
the so called Kelly’s criterion problem for another utility from the CRRA class.
Now the problem is to find

w(t, x) = sup
A

E
[

ln X(T ) | X(t) = x
]

.

The problem and it’s solution in the no-transaction costs case are very similar
to those of power function that we have discussed so far.

In the absence of transaction costs, the optimal solution is always to keep the
same proportion u = µ

σ2 of the total wealth in stocks and the value function is
given as

w(t, x) = ln x + λ(T − t), where λ =
µ2

2σ2 .

So we assume the following form of the value function

Q(t, x, y) = ln x + λ(T − t) + ε2H(t, x) + ε4G(t, x, y) + ..

The derivatives are given as:

Qt = −λ + ε2Ht + ε4Gt,

Qx =
1
x

+ ε2Hx + ε4Gx,

Qy = ε4Gy,

Qxx = − 1
x2 + ε2Hxx + ε4Gxx,

Qxy = ε4Gxy,

Qyy = ε4Gyy.

Looking at the O(ε2)-term, after a little work we get:

1
2
σ2u2x2

(

Hxx + (u− 1)2Gyy

)

− 1
2
σ2y2 1

x2 + µuxHx + Ht = 0.

This is rather familiar expression from which we derive the equation similar
to (3.7) but with some minor changes

M =
1

u2(1− u)2 x−4
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and

Ŷ + = 4

√

12r̃
M

with r̃ =
r
x
.

So, we get :

Ŷ + = 4
√

12ru2(1− u)2 x
3
4 .

Notice that this policy is the limit of power utility policies as α ↓ 0.

3.7 Different approximation approach

Here we discuss a different policy, not optimal for our utility functions, but
which is optimal in many other problems (see [26] for example) and which has
some remarkable features - we can say much more about the distribution of
the total wealth under such policy. It can also be applied as an approximation
for the policy that we’ve obtained in this work.

We are talking about the policy with linear boundaries, i.e. the case when
upper and lower optimal boundaries for the bond process B are given as:

̂B+ = (1− u)X + εhX and ̂B− = (1− u)X − εhX

for some constant positive h. Hence the NT -no transaction region for the
bond process is given as

(1− u)X − εhX ≤ B ≤ (1− u)X + εhX,

i.e. the optimal policy is to trade at any instance the bond reaches the
boundaries and to move the bond to the optimal restarting line B∗ = (1−u)X.

This is equivalent to the fact that the NT region for the stock S is given as

uX + εhX ≤ S ≤ uX − εhX or ̂S− < S < ̂S+,

with ̂S+ = uX − εhX and ̂S− = uX + εhX.
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Such a policy can be described in the following way:

Assume w.l.o.g. that investor starts the process when the portfolio is rebal-
anced in the optimal way: the optimal amount of money in stocks is S∗ = uX,
this is the central line in the (X, S) plane. For instance if the investor starts
with the initial wealth x0, then his money in bond is B∗ = (1 − u)x0 and in
stocks are S∗ = ux0.

Since the dependence of S in X is linear : S = X − B, then in the (X,S)
plane the dependence of S in X in the no-transaction region, can be described
as (see the picture)

S = X − (1− u)x0 = X + (u− 1)x0.

Figure 3.3: Behavior of the process under the linear strategy
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So the first time S = X + (u− 1)x0 reaches one of the boundaries uX − εhX
or uX + εhX the investor has to rebalance his portfolio: his new wealth is
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reduced to to X−k because of transaction payment and stock is brought once
again to optimal proportion.

If the initial wealth is x0 we define the two possible crossing points : x1
0 for

upper and x2
0 for lower. It means that the stocks process S which behaves like

geometric Brownian motion and starts at ux0 is always situated between the
boundaries ux1

0 − εhx1
0 and ux2

0 + εhx2
0.

The first time S exits from this region - the transaction takes place. These
crossing points are easily calculated for the linear boundaries case:

x1
0 =

u− 1
u− 1− εh

x0, x2
0 =

u− 1
u− 1 + εh

x0.

and as a result the interval for S is given as

(ux0 −
εh

u− 1 + εh
x0 ; ux0 +

εh
u− 1− εh

x0).

We want to calculate the expected exit time of the Geometric Brownian Motion
from the above interval starting at ux0. The problem can be rephrased as
finding the exit time of a Brownian motion with drift

(
µ
σ
− σ

2
)t + Wt = νt + Wt, where ν =

µ
σ
− σ

2
,

which starts at zero, from the interval

(A ; B) =
( 1

σ
ln (1− εh

u2 − u + εhu
) ;

1
σ

ln (1 +
εh

u2 − u− εhu
)

)

.

Surprisingly we note that the dependence in x0 disappears. This is the feature
that makes such a policy so interesting. Unfortunately this can be observed
only in the linear boundaries case.

So if we denote by τ the time from the beginning up to the first transaction,
we can write down explicitly the Laplace transform of τ1 (see [4])

E0
(

e−γτ1
)

=
eνA sinh(B

√
2γ + ν2) + eνB sinh(−A

√
2γ + ν2)

sinh((B − A)
√

2γ + ν2)
.

and its density function fτ1(t) can be calculated as well.
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Figure 3.4: The density function of τ1
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the parameters taken are µ = 0.6, σ = 1, h = 2, ε = 0.001, u = 0.75.

Because of independence of this formula in x0, the independent times between
transactions are also identically distributed, so we can calculate the Laplace
transform of Tn = τ1 + τ2 + ... + τn - the time of n transactions

E0
(

e−γTn
)

= E0
(

e−γ(τ1+τ2+...+τn)
)

=
[

E0
(

e−γτ1
)]n

.

So we know the distribution of Tn. For instance look at fT2(t) - the density
function of T2 (all the parameters are the same):

Figure 3.5: The density function of T2
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With the help of it we can calculate the distribution of Nt-number of transac-
tions from the beginning up to time t, by the following relation

P (Nt = n) = P (Tn < t)− P (Tn+1 < t).

Look at the example with the same parameters as before and t = 0.0012.

Figure 3.6: The distribution of Nt
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So conditioning on NT - the total number of transactions and forgetting for a
moment about transaction costs, we can obtain the distribution of the wealth
process Xt, which starts at x0 and under such policy behaves like binary
random variable.

Denoting by Xn = XTn , we know

P (Xn = x0αk
up αn−k

down) =
n!

k!(n− k)!
pkqn−k,

where

αup = 1 +
εh

u− 1− εh
, αdown = 1− εh

u− 1 + εh

and the probabilities of going ”up” and ”down” are given as

p = eνB sinh(−A|ν|)
sinh((B − A)|ν|)

; q = eνA sinh(B|ν|)
sinh((B − A)|ν|)

.
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Now it’s up to the reader to decide in which form to add transaction costs in
order to keep the above calculations still relevant.

We can add some words on estimation of the expected time between transac-
tions in the linear boundary case.

In this case we are simply driven to the problem of estimating the expectation
of the first exit time of time homogeneous diffusion S(t) from the interval
(x − εx, x + εx), given that it starts at x. But since in our case the result
doesn’t depend on x, we can look at the interval (1 − ε, 1 + ε) for the S(t)
which starts at 1. Or we can look at the interval (x − ε, x + ε) and then
take x = 1. It is well-known that if we take an interval [a, b], some diffusion
process S(t) which starts at S(t0) = x ∈ (a, b) then V (x) = Ex(τ), with
τ = inf{t > t0 | S(t) /∈ (a, b)} is given as a solution of an ordinary differential
equation

Lv = −1 with v(a) = v(b) = 0.

In our case it turns to be

1
2
σ2x2v

′′
(x) + µxv

′
(x) = −1, with v(x + ε) = v(x− ε) = 0.

Solving the equation, and denoting γ = 2µ
σ2 we get that

v(x) =
2

σ2γ

[

ln
(

1 +
ε

x− ε

)

+
x1−γ − (x− ε)1−γ

(x− ε)1−γ − (x + ε)1−γ ln
(

1 +
2ε

x− ε

)]

.

Denoting by J the big fraction there, we see that

J =
x1−γ − (x− ε)1−γ

(x− ε)1−γ − (x + ε)1−γ =

−
x1−γ−(x−ε)1−γ

ε
(x+ε)1−γ−x1−γ

ε + x1−γ−(x−ε)1−γ

ε

' −1
2

+ o(ε).

So returning to v(x) and writing ε instead of ε
x−ε we get

v(x) ' ε− ε2

2
− 2ε

2
+

4ε2

2
+ .... = O(ε2).
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Coefficient optimization in the linear - boundary policy

In reality there are at least two main deficiencies in the above analysis. First,
the only thing that we know analytically is the expression for the Laplace
transform of the density of Tn - the time of n transactions. Any other quan-
tities, such as distribution of Nt - the total number of interventions, and
more importantly the expectation of the utility of XT , can be calculated
only numerically. Second, it is worth to note that the binary tree for Xt

is not recombining once transaction costs are introduced. It means that at
each intervention we have to subtract a transaction payment from the current
wealth and only after that multiply it by some constant.

All this makes any analytical analysis and optimization inapplicable. Hence
any optimization that can be done is via simulations only. Here we present
some results.

The parameters taken are

1. initial wealth x = 100,

2. ε = 0.04 and r = 10000, so the fixed transaction cost is k = rε4 = 0.00256

3. the process parameters are µ = 0.6, σ = 1, α = 0.2.

4. the initial time is t0 = 0 and the terminal T = 0.1, the time step dt is taken
to be dt = 0.001, so the number of steps is 100.

5. number of iterations is N = 10000

We are testing the linear - boundary policy, i.e. the policy of the kind Ŷ + =
εhx. By changing the parameter h for each simulation, it’s possible to obtain
the value of h, which optimizes the performance of the system.
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In the current case the optimal hopt turned out to be about 1.6. In the figure
below we compare the best linear boundary with the optimal one according to
our analytical analysis:

Figure 3.7: Optimizing linear boundaries (initial wealth =100)
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So the similarity is obvious. It is worth noting that the slope of the linear
approximation is close to the slope of the optimal curve around x=100.

Clearly, the results of such optimization have to depend on the initial wealth
x0. Consequently we repeat the scheme with initial wealth of 1000 rather
than 100. We expect the optimal h to be smaller, and this is indeed the case:
hopt = 1.2. The plot now looks like:

Figure 3.8: Optimizing linear boundaries (initial wealth =1000)
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and once again the slope of the linear approximation attempts to approximate
our optimal curve, this time at the vicinity of x=1000.
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4 Goal Problem

Another kind of problems, arising in the context of portfolio optimization are
goal problems. In this kind of problems the investor starting at time t, wishes
to maximize the probability that the total wealth reaches a specified level by
some terminal time T .

4.1 Goal Problem in the no-transaction costs case

4.1.1 The classic approach

Denote, like in previous chapters, the investor’s wealth by X(t) = B(t)+S(t).
Clearly under the assumption that σ = 1 the wealth process solves

dX(s) = S(s)(µds + dWs), t ≤ s ≤ T.

Our admissible policies S(s) are taken to be Fs-measurable, satisfying almost

surely the integrability condition
∫ T
t S(s)2ds < +∞ and the state constraint

0 ≤ Xt ≤ 1.
Define by A the set of all admissible policies.

The objective is to avoid absorption at the origin and to maximize the prob-
ability of reaching the goal X = 1 by the expiration time T . In other words,
the value function is given by

w(t, x) = sup
A

P
(

X(T ) = 1 | X(t) = x
)

.

The absence of transaction costs the solution was first derived using martingale
methods by Heath [10] , Karatzas [11] and is as follows:

w(t, x) = Φ
(

Φ−1(x) + µ
√

T − t
)

.

The optimal strategy says that the amount of money held in stock at time t
has to be

S∗(t) =
1√

T − t
ϕ

(

Φ−1(X(t))
)

.

where Φ(·) is the standard normal distribution function and ϕ(·) is the density
of the standard normal distribution.
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Note that the solution is obtained without HJB equations, but it still can be
viewed as viscosity solution of the corresponding HJB:































wt + supS [12S(t)2wxx + µS(t)wx] = 0,

w(x, T ) =











0, 0 ≤ x < 1,

1, x = 1.

(4.1)

4.1.2 A combinatorial approach.

We solve the Goal Problem in the no-transaction case via Markov Chain
approximation method. Assume that we start at time t = 0 with initial
capital x < 1 and the aim is to get to 1 up to time T . Divide the time interval
into n equal intervals dt = T

n .

The behavior of the stock money

dS(t) = S(t)(µdt + dWt)

can be approximated by the model such that given the value S(t) at time t,
the change dS(t) can obtain values

dS(t) =











√
dtS(t) w.p. p = 1

2 + µ
2

√
dt

−
√

dtS(t) w.p. q = 1
2 −

µ
2

√
dt

where µ > 0 implies p > q.

So investor can trade only n times (on t = 0, T
n , 2T

n , .., n−1
n T ). What we have

now is a discrete-time optimization problem of finding wn(x) - the maximal
probability of reaching 1, under the assumption that the initial capital at t = 0
is x and there are n time-intervals.

The fact that discrete-time behavior of risky money is symmetric, i.e. with-
out looking at probabilities, the investor can lose and win exactly the same
amounts of money, makes it possible to simplify the problem. Note also that
if the investor reaches zero, then the game is stopped and he can’t continue,
so he’s not allowed to make bets which can lead him to zero with positive
probability.
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Go backwards in time. For n = 0 investor has no possibility to trade and his
optimal value function w0 clearly equals zero for all x except 1, where it surely
equals 1. i.e. w0(x) = 1{1}(x).

Now for all n ≥ 1 divide x-axis into 2n intervals

In
j = [

j
2n ;

j + 1
2n ) , 0 ≤ j ≤ 2n − 1, assume for convention that In

2n = {1}.

Look at n = 1:

Figure 4.1: Simple trading model (n=1)
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If the investor starts at x ∈ [0; 1
2) then the probability of reaching 1 in just

one step is 0, because the only way he can behave is to bet a sum of money
which is enough to reach 1, but looking at his position it’s clear that this bet
can lead to bankruptcy if he loses, so he’s not allowed to make such steps. On
the other hand, if he starts at the interval [12 ; 1), then the optimal policy for

him is to try to reach 1 with probability p. So w1(x) = 0 for all x ∈ [0; 1
2) and

w1(x) = p for x ∈ [12 ; 1). Clearly w1(1) = 1.

Now make one step backwards as in dynamic programming and look at n = 2:

Figure 4.2: Simple trading model (n=2)
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If the initial x belongs to [0; 1
4) then the probability of reaching 1 in at most two

steps equals zero, because from this interval it’s impossible to achieve 1 without
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betting ”illegal” sums of money - i.e. sums which may lead to bankruptcy.
Now if x ∈ [14 ;

1
2) then there’s a probability p of reaching the interval [12 ; 1)

on the next step and from where the optimal probability is known p. So the
maximal value function for this interval equals p2. Doing the same work for
the two remaining intervals, we have that w2(x) = p = p2 + pq for x ∈ [12 ;

3
4)

and w2(x) = p + pq = p2 + 2pq for x ∈ [34 ; 1).

First of all it seems natural to assume that the maximal probability of reaching
the goal under some optimal strategy is the same for all x from each such
interval. Proceeding this way with the help of computer we’ve found the
maximal probability function wn(x) for n < 16 as a piecewise linear function
which is constant on each interval. What was really interesting - was the fact
that the differences between values on intervals were behaving like the jumps
of the Binom of Newton- in decreasing order because of p > q. For instance
taking n = 3 (23 = 8 intervals), it can be seen as

Figure 4.3: The value function example
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This fact can be proved by induction for all n (at step n all such differences
(or jumps) are decreasing as x approaches 1 and each jump d at step n splits
into two jumps pd and qd at the next step n + 1 and so on..), so we will not
provide the full proof here.
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Now the way to find the limit of such value function as n →∞ is using central
limit theorem. For n large enough we can write that for all x there exist some
number k(x), such that

wn(x) =
k(x)
∑

i=0

n!
i!(n− i)!

pn−iqi =

=
k(x)
∑

i=0

n!
i!(n− i)!

(1
2

+
µ
2

√
dt

)n−i(1
2
− µ

2

√
dt

)i
, (4.2)

and this k(x) is characterized by
∑k(x)

i=0
n!

i!(n−i)!

(

1
2

)n
' x, ,which can be viewed

in the limit as

P
(

Yn < k(x)
)

= x with Yn ∼ N(
n
2
;

n
4
),

where using CLT,

k(x) ' Φ−1(x)
√

n
2

+
n
2
. (4.3)

The equality (4.2) can be viewed as

wn(x) = P
(

Zn < k(x)
)

with Zn ∼ N(nq; nqp).

So we have that

wn(x) = Φ
(k(x)− n

2 + µ
2

√
dt

√
n

2

√
1− µ2dt

)

.

Putting here the expression for k(x) from (4.3) and the fact that dt = T
n we

obtain

wn(x) = Φ
(Φ−1(x)

√
n

2 + n
2 −

n
2 + µ

2

√
dt

√
n

2

√
1− µ2dt

)

=

= Φ
(Φ−1(x) + µ

√
T

√

1− µ2 T
n

)

→ Φ
(

Φ−1(x) + µ
√

T
)

as n goes to infinity. And this is exactly the solution of Heath. After that
there were two ways, either to view this solution as the solution of the HJB
equation of stochastic control (4.1) and to derive the optimal policy from the
equation, or to try and to find the optimal policy via combinatorics. The first
way is pretty simple, and deriving the solution via the second method was
stopped, because we’ve discovered that the solution was obtained by Kulldorff
[15] by some another combinatorial approach.

50



4.2 Fixed transaction cost case.

We use the same method of QVI for solving the Goal Problem for the case
when there are fixed transaction costs. It’s a little bit problematic using here
the method proposed in the previous section, because of irregularity of the
value function even in the no-transactions case. But the fact that it still can
be viewed as a viscosity solution gives us a chance to try QVI inequalities in
the goal problem.

We use approximation method. Introduce the new variable Y :

S(t) = S∗(t) +
εY (t)√
T − t

=
1√

T − t

[

ϕ
(

Φ−1(X(t))
)

+ εY (t)
]

.

For further work we’ll need dY . We’ll calculate it using Ito’s formula from

Y (t) =
1
ε

(√
T − t S(t)− ϕ(Φ−1(X(t)))

)

, (4.4)

and
dS(t) = S(t)(µdt + dWt).

First let’s make some useful calculations. Note that

ϕ
′
(x) = −xϕ(x) and

d
dx

[

Φ−1(x)
]

=
1

ϕ(Φ−1(x))
.

From this follows that

d
dx

[

ϕ(Φ−1(x))
]

=
ϕ′(Φ−1(x))
ϕ(Φ−1(x))

= −Φ−1(x).

and
d2

dx2

[

ϕ(Φ−1(x))
]

=
d
dx

[

− Φ−1(x)
]

= − 1
ϕ(Φ−1(x))

.

Let’s calculate the differential of two terms from (4.4) using Ito’s formula

d
[√

T − t S(t)
]

= − S(t)
2
√

T − t
dt + S(t)

√
T − t (µdt + dWt),

d
[

− ϕ(Φ−1(X(t)))
]

= Φ−1(X(t))S(t)
(

µdt + dWt

)

+
S(t)2

2ϕ(Φ−1(X(t)))
dt,
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Finally we can calculate dY :

dY (t) =
S(t)
ε

[

− 1
2
√

T − t
+ µ

√
T − t + µΦ−1(X(t))− S(t)

2ϕ(Φ−1(X(t)))

]

dt

+
S(t)
ε

[√
T − t + Φ−1(X(t))

]

dWt.

This can be rewritten as

dY (t) =
S(t)

ε
√

T − t

[

− 1 + µ(T − t) + µ
√

T − tΦ−1(X(t))− εY (t)
2ϕ(Φ−1(X(t)))

]

dt

+
S(t)
ε

[√
T − t + Φ−1(X(t))

]

dWt. (4.5)

In order to simplify the expression let’s introduce new variables:































V := −1 + µ(T − t) + µ
√

T − tΦ−1(X(t))− εY (t)
2ϕ(Φ−1(X(t))) ,

U :=
√

T − t + Φ−1(X(t)),

Θ := ϕ(Φ−1(X(t))).

(4.6)

Together with
dX(t) = S(t)(µdt + dWt)

we can write the generator of the process
(

t,X(t), Y (t)
)

and the corresponding

QVI equation LQ = 0 as

Qt +
µ√

T − t
(Θ + εy) Qx +

(Θ + εy)
ε(T − t)

V Qy

+
(Θ + εy)2

(T − t)

[1
2
Qxx +

U
ε

Qxy +
U2

2ε2Qyy

]

= 0. (4.7)

We will solve the problem for the case when transaction costs are small ,i.e.
k = ε4r for some fixed positive r .

Assume that the upper boundary of the no transaction region and optimal
upper restarting line have the forms

̂S+ =
1√

T − t

[

Θ + ε ̂Y +
]

,

52



S+ =
1√

T − t

[

Θ + εY +
]

,

i.e. when the process (X, Y ) reaches the upper boundary (X, ̂Y +), then we
have to make a transaction and to move it back to the no transaction region
i.e. to his new restarting line (X,Y +). Also, we assume a similar form for the
lower boundary of NT and for the lower restarting line

̂S− =
1√

T − t

[

Θ + ε ̂Y −
]

,

S− =
1√

T − t

[

Θ + εY −
]

,

(the signs of ̂Y −and Y − are negative). And surely all Y ’s may depend on t
and on X.

In the NT we expand Q in the following form

Q(t, x, Y ) = e

(

H0(t,x)+ε2H(t,x)+ε4G(t,x,Y )+...
)

(4.8)

with H0 to match the solution in case ε = 0

H0(x, t) = ln
(

Φ(Φ−1(x) + µ
√

T − t)
)

.

Now, like in Section 3, in order to obtain all the bounds, we have the following
conditions to hold











Q(t, x, y) = Q(t, x− k, Y +), ∀ y ≥ ̂Y +,

Qy(t, x, y) = Qy(t, x− k, Y +), ∀ y ≥ ̂Y +,
(4.9)

as well as optimality of transaction condition















d
d(∆y)Q(t, x− k, ̂Y + − ∆y)

∣

∣

∣

∆y=̂Y +−Y +
= 0,

Qyy(t, x− k, Y +) < 0.
(4.10)

For simplicity denote Φ(Φ−1(x) + µ
√

T − t) by Λ.
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We need partial derivatives (divide by Q):

Qt

Q
= − µ

2
√

T − t
ϕ(Φ−1(x) + µ

√
T − t)

Φ(Φ−1(x) + µ
√

T − t)
+ε2Ht+... = − µ

2
√

T − t
ϕ(Λ)
Φ(Λ)

+ε2Ht+..,

Qx

Q
=

ϕ(Λ)
Φ(Λ)Θ

+ ε2Hx + ε4Gx,

Qy

Q
= ε4Gy,

Qxx

Q
=

( ϕ(Λ)
Φ(Λ)Θ

+ ε2Hx + ε4Gx)
)2

+ (
ϕ(Λ)

Φ(Λ)Θ
)
′

x + ε2Hxx + ε4Gxx,

Qxy

Q
= ε4Gy

(

...
)

+ ε4Gxy,

Qyy

Q
= ε8G2

y + ε4Gyy,

and
( ϕ(Λ)
Φ(Λ)Θ

)′

x
= − 1

Θ2

ϕ(Λ)
Φ(Λ)

(

µ
√

T − t +
ϕ(Λ)
Φ(Λ)

)

.

Now we have to put all these derivatives into equation (4.7). By sorting the
equation in powers of ε we thus get a number of smaller equations possibly
easier to solve.

Also we are going to use the fact that ε in powers larger than 4 are negligible.

O(1) term :

− µ
2
√

T − t
ϕ(Λ)
Φ(Λ)

+
µ√

T − t
ϕ(Λ)
Φ(Λ)

+
1

2(T − t)

[(ϕ(Λ)
Φ(Λ)

)2
− ϕ(Λ)

Φ(Λ)

(

µ
√

T − t +
ϕ(Λ)
Φ(Λ)

)]

= 0.

It can be simplified to

µ
2
− 1

2
√

T − t
(µ
√

T − t) = 0,

which trivially holds.
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Now we look at O(ε2) term:

Ht +
µ√

T − t
ΘHx +

Θ2

2(T − t)

[

2
ϕ(Λ)

ΘΦ(Λ)
Hx + Hxx + U2Gyy

]

− y2

2Θ2(T − t)

[

µ
√

T − t
ϕ(Λ)
Φ(Λ)

]

= 0.

or
Gyy = My2 + N(H) = 0

with the following solution (as a function of y only)

G(t, x, y) =
1
12

My4 +
1
2
Ny2 + Cy + D. (4.11)

where

M =
µ

2Θ2
√

T − t
ϕ(Λ)
Φ(Λ)

[
1
2Θ

2U2

(T − t)

]−1
=

µ
√

T − t
Θ4 U2

ϕ(Λ)
Φ(Λ)

Also we won’t need here the exact value of N .

Here unknown D depend on x and t and C=0 as before.

It’s difficult to find an explicit form of the value function Q, but using the
boundary conditions and one additional condition (optimality of the transac-

tion) we can find all the Y +, ̂Y +, Y −, ̂Y −.

The conditions (4.9) and (4.10) lead to

G(t, x, Y +)−G(t, x, y) =
r
Θ

ϕ(Λ)
Φ(Λ)

, ∀y ≥ ̂Y +. (4.12)

In the same way the LB condition is given by

G(t, x, Y −)−G(t, x, y) =
r
Θ

ϕ(Λ)
Φ(Λ)

, ∀y ≤ ̂Y −. (4.13)

Thus using the form of G we obtain the equation (4.12) turns to be

1
12

M
(

(Y +)4 − ( ̂Y +)4
)

+
1
2
N

(

(Y +)2 − ( ̂Y +)2
)

=
r
Θ

ϕ(Λ)
Φ(Λ)

. (4.14)
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Now let’s look at optimality of transaction condition (4.10)

d
d(∆y)

(

Q(t, x− k, ̂Y + −∆y)
)∣

∣

∣

∆y=̂Y +−Y +
= 0,

where we note that ̂Y + = ̂Y +(x) , and Y + = Y +(x − k) - are functions of x
and x− k respectively. From the above follows that

Gy(t, x− k, Y +(x− k)) = 0 ∀x > k ⇒ Gy(x, Y +) = 0.

From the requirement of the Gy continuity on the upper border, we also get

Gy(t, x, ̂Y +) = 0

From these two conditions follows that

Gy(t, x, Y +)−Gy(t, x, ̂Y +) = 0, (4.15)

or
1
3
M

(

(Y +)2 + Y +( ̂Y +) + ( ̂Y +)2
)

+ N = 0. (4.16)

Expressing N from (4.16) and putting it into (4.14), we get

( ̂Y +)3 − ̂Y +((Y +)2 + Y +( ̂Y +) + ( ̂Y +)2) = 0.

from this follows that Y + = 0.

Putting this into (4.14) we obtain

̂Y + =
4

√

√

√

√

12 r
Θ

ϕ(Λ)
Φ(Λ)

M
= µ−

1
4

(

12rϕ3(Φ−1(x))[
√

T − t + Φ−1(x)]2
) 1

4 (T − t)−
1
8 .

From the analogous results on the lower border we get

̂Y = − ̂Y + and Y − = −Y + = 0.

So we have obtained the approximated optimal trading strategy for the Goal
Problem.
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5 Simulation

The results of this work are theoretical, but we can add a couple of simulations
in order to demonstrate the performance of the policy. We will consider only
the power utility case.

Clearly, with the help of simulations one cannot guarantee that the policy
proposed here is indeed optimal, but we’ll try to compare our optimal policy
against some non-trivial policies (denoted by P1 and P2).

In the simulation we want to model the wealth process behavior from the
beginning t0 up to the terminal time T . The time axis is divided into T−t0

dt time
steps and at each step we generate the stock price change and then rebalance
the portfolio according to specific policy (ours or some other). In this way we
continue up to the end and after that we calculate the utility function value.
We repeat the simulation for some big number N of iterations and then take
an average. Thus we get the expected utility.

In addition we plot the histogram of the results obtained in order to show that
number of iterations is actually enough and the distribution of the values can
tell us what policy is better.

In the first simulation we’ve taken the following parameters:

1. initial wealth x = 100,

2. ε = 0.02 and r = 1000, so the real transaction cost is k = rε4 = 0.0016

3. the initial time is t0 = 0 and the terminal T = 2, the time step dt is taken
to be dt = 0.001, so the number of steps is 2000.

4. the process parameters are µ = 0.4, σ = 1, α = 0.2 .

The policy P1 is taken as a policy, according to which the number of inter-
ventions is equal to the average number of interventions of our optimal policy.
It means that if in our policy the average number of interventions is 20, then,
according to P1, the investor has to intervene every T−t0

20 units of time.
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Figure 5.1: Comparing two policies (P1)
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As a result we’ve got that the expected optimal utility is 12.79926 which is
better than P1’s 12.52149. We’d like to compare these results to the policy of
doing nothing-the policy, according to which the investor puts all his money
in the risk-free bond and simply waits. In this case the utility is given as
1000.2

0.2 = 12.559. So we see that P1 is even worse than doing nothing !

Note that the small difference is due to the small interval length and to small
value of α. By increasing all the values we can obtain the bigger differences.
We don’t provide here all the results, because it takes extremely long time
to obtain some pretty pictures like this. For example in the above case the
number N of iterations is about 170000.
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In the second simulation the P2 policy is taken to be linear, it means that
the boundaries are linear (the coefficients are taken to be the same). The
parameters are

1. initial wealth x = 1000000,

2. ε = 0.01 and r = 100, so the real transaction cost is k = rε4 = 0.000001

3. the initial time is t0 = 0 and the terminal T = 10, the time step dt is taken
to be dt = 0.001, so the number of steps is 10000.

4. the process parameters are µ = 0.4, σ = 1, α = 0.2 .

Figure 5.2: Comparing two policies (P2)

0

500

1000

1500

2000

2500

3000

3500

4000

5
0

.0
0

5
6

.0
0

6
2

.0
0

6
8

.0
0

7
4

.0
0

8
0

.0
0

8
6

.0
0

9
2

.0
0

9
8

.0
0

1
0

4
.0

0

1
1

0
.0

0

1
1

6
.0

0

1
2

2
.0

0

1
2

8
.0

0

1
3

4
.0

0

1
4

0
.0

0

1
4

6
.0

0
optimal

P2

 

As a result we’ve got that the expected optimal utility is 92.77528 which
is better than P2’s 86.76351. Comparing these two policies with the doing

nothing policy value, which equals now 10000000.2

0.2 = 79.244 we see that optimal
increase equals 92.7− 79.2 = 13.5 and the increase of P2 equals 86.7− 79.2 =
7.5 so it’s almost double. The number of iterations in this simulation was
about 200000.
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6 Summary

In this work we have studied the problem of portfolio optimization when fixed
transaction costs are present. In particular, we have looked at two problems-
maximizing power utility (or CRRA utility) and the Goal Problem. The way of
solving is via impulse control method but the fact that even using this method
it’s almost impossible to find an explicit solution it’s desirable to find the way
of approximating it. Here we use the approximation method, presented in [29],
[30] and further in [13] [14].

6.1 Future research

The problems we’ve considered, have rather ”friendly” strategies in the no -
transaction costs case, and their value functions are known. All that makes us
able to approximate the optimal policy. The approximation, though, looks nice
but still there are lots of questions to ask, for instance the stationarity of the
optimal strategy for the power utility is only due to the approximation and is
still not obvious whether it could be achieved in the general case. The possible
way to improve our approximations is maybe to go on and enlarge the power
of the critical ε up to 6, for example. This will clearly add some complicated
partial differential equations, and the solution will not be so explicit as now.

Also it’s desirable to find the value function w or Q - the problem that we have
avoided so far thanks to the fact that it was possible to do some simplifications
and to derive the optimal strategy in a rather ”simple” way.

Also we have to admit that solving the problem for the case when transaction
is small makes it not so good in practice. For instance when the horizon is
short- the improvement won’t be so significant. So we have to make horizon
longer (look at simulations) in order to see the difference.

All this leaves us still in search for the real solution - not approximated, even
via numerical methods. For instance some recent works, like [6] with the
numerical method of solving impulse control problems via iterated optimal
stopping look rather promising, although extremely time-consuming. Also the
paper [25] talks about new way of looking at these problems.

Impulse control itself looks rather interesting and promising for formulating
and solving many other stochastic control problems.
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7 Appendix - determining the approximation
rule of the function Q

An important aspect of this work was to write the approximating value
function in a manner that is complex enough to provide a solution to the
QVI. The process of obtaining the form of the function Q consisted of trying
simpler dependencies in powers of ε, with increasing complexity, until arriving
the form of (3.6) which is used in this work. In this appendix we describe the
failures to solve the QVI with simpler forms.

7.1 First order approximation

First it was natural to assume that the Y - term dependence appears in the ε
- term, i.e. to assume the following form of the value function

Q(t, x, y) =
1
α

(

x + εG(t, x, y)
)α

eλ(T−t),

but it is not hard to get a contradiction here.

Consider the following derivative

Qyy =
(

εGyy(x + εG)α−1 + ε2(Gy)2(α− 1)(x + εG)α−2
)

eλ(T−t).

Qyy appears in equation (3.3) in only one term:

(u− 1)2

ε2 Qyy.

Since this term is multiplied by ε, it follows (after the cancellation of the
exponential term) that 1

εGyy must vanish, implying that Gyy = 0 and hence
G = Ay + B for some A and B which may depend on x and t but not on y.
Further one can use the optimality of transaction condition (3.5) in order to
get

Gy(t, x, Y +) = 0 for all x > k

and as a result obtain a contradiction, since it follows that A from the expres-
sion in G is equal to zero, and hence G does not depend on y.
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7.2 Second order approximation

We now add the Y -dependency in the ε2 term, that is assume the following
form of the value function

Q(t, x, y) =
1
α

(

x + εH(t, x, y) + ε2G(t, x, y)
)α

eλ(T−t).

Once again, the main problem was with the second derivative in y

Qyy =
(

(εHyy + ε2Gyy)(x + εH + ε2G)α−1 + ...
)

eλ(T−t)

which again appears in the main equation (3.3) in a single term:

(u− 1)2

ε2 Qyy.

First of all, looking at the first order approximation, one immediately obtains
that Hyy = 0 and hence H does not depend on y.

Consequently, when trying to make the O(1) term vanish, we obtain the
equation

1
2
σ2(ux)2(α− 1) + µux2 − λ

α
x2 + (u− 1)2xGyy = 0,

and using the fact that

1
2
σ2u2(α− 1) + µu− λ

α
= 0,

for

u =
µ

σ2(1− α)
and λ =

µ2α
2σ2(1− α)

it follows that Gyy = 0 and we have arrived to the same contradiction as
before.

7.3 Third order approximation

One has to work a little bit harder in order to show the contradiction in
this case, where the function has the following structure

Q(t, x, y) =
1
α

(

x + εH(t, x, y) + ε2F (t, x, y) + ε3G(t, x, y)
)α

eλ(T−t).
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The only thing that can be obtained in a cheap way is that again the ”prob-
lematic” Qyy-term immediately gives us Hyy = 0. Then, from the O(1)
equation, (as in the second term approximation procedure above), it follows
that Fyy = 0. All this means that neither H nor F depend on y. Taking this
into consideration, we can write down the derivatives

Qt = −λ
α

(

x + εH + ε2F + ε3G
)α

eλ(T−t)+

+
(

x + εH + ε2F + ε3G
)α−1(

εHt + ε2Ft + ε3Gt

)

eλ(T−t),

Qx =
(

x + εH + ε2F + ε3G
)α−1(

1 + εHx + ε2Fx + ε3Gx

)

eλ(T−t),

Qy = ε3Gy

(

x + εH + ε2F + ε3G
)α−1

eλ(T−t),

Qxx = (α− 1)
(

x + εH + ε2F + ε3G
)α−2(

1 + εHx + ε2Fx + ε3Gx

)2
eλ(T−t)+

+
(

x + εH + ε2F + ε3G
)α−1(

εHxx + ε2Fxx + ε3Gxx

)

eλ(T−t),

Qxy = (α− 1)
(

x + εH + ε2F + ε3G
)α−2

ε3Gy

(

1 + εHx + ε2Fx + ε3Gx

)

eλ(T−t)+

+
(

x + εH + ε2F + ε3G
)α−1

ε3Gxyeλ(T−t),

Qyy = ε3Gyy

(

x + εH + ε2F + ε3G
)α−1

eλ(T−t)+

+(α− 1)
(

x + εH + ε2F + ε3G
)α−2

ε6(Gy)2eλ(T−t).

Now we have to put all these derivatives into equation (3.2).

Divide all the terms by
(

x+εH+ε2F +ε3G
)α−2

eλ(T−t) and look at O(ε) term:

1
2
σ2u2x2

(

(α− 1)2Hx + xHxx + (u− 1)2xGyy

)

− σ2uxy(α− 1)

+µux
(

H + xHx

)

− 2
λ
µ

xH + xHt − µxy = 0.

Once again we can see that for

u =
µ

σ2(1− α)
and λ =

µ2α
2σ2(1− α)
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always holds

µ + σ2u(α− 1) = 0, and
1
2
σ2u2(α− 1) + µu− λ

α
= 0

After these cancellations we get following differential equation for G:

1
2
σ2u2x2

(

Hxx + (u− 1)2Gyy

)

+ Ht = 0

which can be stated as
Gyy = N(H)

and it follows that

G =
1
2
Ny2 + Cy + D,

with all the variables N , C and D depending only on t and x.

Now the optimality conditions Gy(t, x, Y +) = 0 and Gy(t, x, Ŷ +) = 0 give us

N(Y + − Ŷ +) = 0.

One may not assume that N = 0, since it immediately implies a contradiction,

so it follows that Y + = Ŷ +. However, the smoothness condition (3.9) implies
a contradiction since we get r = 0 while assuming the transaction cost to be
k = ε3r.

Recall that we have assumed that the fixed transaction cost would be rεn for
some power n and ε(n+1) is negligible. All this makes it clear that the highest
power of the y-term must be the same as a ε - power n of the transaction.
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7.4 Fourth order approximation

Moving further we add y-dependency in the ε4-term:

Q(t, x, y) =
1
α

(

x+εH1(t, x, y)+ε2H2(t, x, y)+ε3H3(t, x, y)+ε4G(t, x, y)
)α

eλ(T−t).

After all the work in the previous subsections, almost in the same way, one
gets that neither one of H1, H2 nor H3 depends on y.

One can simplify the form of the value function even more by recalling that
the transaction cost now equals to k = rε4 which makes the value function to
be symmetric in −ε and ε. So it follows that all odd powers of epsilon (not
depending on y of course) should be zero and hence H1, H3 may be ignored.

So we’ve shown that the first term where the y-dependency can enter the
equation without causing any contradiction is in the ε4-term.

So finally we have arrived to the form

Q(t, x, y) =
1
α

(

x + ε2H(t, x) + ε4G(t, x, y) + ...
)α

eλ(T−t).
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