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1 Introduction

Mixing in fluid flows is an ubiquitous phenomenon, and arises in many situations
ranging from everyday occurrences, such as mixing of cream in coffee, to funda-
mental physical processes such as circulation in the oceans and the atmosphere.
From a theoretical point of view, mixing has been studied since the late nineteenth
century in different contexts, including dynamical systems, homogenization, control,
hydrodynamic stability and turbulence theory. Although certain aspects of these
theories still elude us, significant progress has allowed to provide a rigorous math-
ematical description of some fundamental mixing mechanisms. In this survey, we
address mixing from the point of view of partial differential equations, motivated by
applications that arise in fluid dynamics. A prototypical example is the movement
of small tracer particles (e.g. pollen grains) in a liquid. One can visually see the
particles “mix”, and our interest is to quantify this phenomenon mathematically
and formulate rigorous results in this context.
When the diffusive effects are negligible, the evolution of the density of tracer

particles is governed by the transport equation

∂tρ+ u · ∇ρ = 0 . (1.1)
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Here ρ = ρ(t, x) is a scalar representing the density of tracer particles, and u = u(t, x)
denotes the velocity of the ambient fluid. We will always assume that the ambient
fluid is incompressible, which mathematically translates to the requirement that u is
divergence free. Moreover, we will only study situations where ρ is a passive scalar
(or passively advected scalar) – that is, the effect of tracer particles on the advecting
fluid is negligible and the evolution of ρ does not influence the fluid velocity field u.
One example where passive advection arises in nature is when light, chemically
non-reactant particles are carried by a large fluid body (e.g. plankton blooms in the
ocean). Examples of active scalars (i.e., scalars which are not passive) are quantities
such as salinity and temperature in geophysical contexts.

Our interest is to study mixing away from boundaries, and hence we will study (1.1)
with periodic boundary conditions. For simplicity, and clarity of exposition, we fix
the dimension d = 2. We mention, however, that most of the results we state can
be extended to higher dimensions without too much difficulty.
We complement (1.1) with an initial condition ρ0 at time t = 0. Since u is

divergence free, integrating (1.1) in space shows that the total mass

ρ̄ =

∫
T2

ρ(t, x) dx

is a conserved quantity (i.e. remains constant in time). Thus replacing ρ0 with ρ0− ρ̄
if necessary, there is no loss of generality in assuming ρ0 (and hence ρ(t, ·)) are mean
zero. We will subsequently always assume that ρ is mean zero. Physically, ρ now
represents the deviation from the mean of the density of tracer particles.

Mixing, informally speaking, is the process by which uneven initial configurations
transform into a spatially uniform one. In our setting (since the velocity u is
divergence free), the area of regions of relatively higher (or lower) concentration is
preserved. That is, for any c ∈ R, the area of the sub-level sets {x | ρ(t, x) < c} and
the super-level sets {x | ρ(t, x) > c} are both constant in time. Thus if initially the
set where ρ0 is positive occupies half the torus, then for all time the set where ρ(t)
is positive must also occupy half the torus. The process of mixing will transform ρ
in such a way that the set {ρ(t) > 0} will be stretched into many long thin filaments
(that still occupy a total area of half), and are interspersed with filaments of the
set {ρ(t) < 0} in such a manner that averages at any fixed scale become small (see
Figure 1, below). Mathematically, this is essentially weak convergence of ρ(t) to 0.
(Recall by assumption ρ̄ = 0. If this was not the case, we would instead have weak
convergence of ρ(t) to ρ̄.)

More precisely, we say ρ(t) becomes mixed as t → ∞ if ρ(t) converges weakly to ρ̄
in L2. That is, for every L2 test function f we have

lim
t→∞

∫
T2

ρ(t, x)f(x) dx = ρ̄

∫
T2

f(x) dx = 0 ,

where the last equality follows because ρ̄ = 0 by assumption. The standard notation
for this convergence is to write

ρ(t)
t→∞−−−⇀
L2

0 .
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Figure 1: Example of mixing. The red and blue level sets in both figures have
exactly the same area. For the left figure, averages on scales comparable to 1/8th

of the period are of order 1. On the right, however, the sets are stretched and
interspersed in such a manner that averages at the same scale are much smaller.

As the name (and notation) suggest, this is weaker than strong L2 convergence

ρ(t)
t→∞−−−→
L2

0 ,

which means ∥ρ(t)∥L2 → 0 as t → ∞. In our situation given that u is divergence
free, we note that for all t ∈ R we have ∥ρ(t)∥L2 = ∥ρ0∥L2 . Thus while many of
our examples exhibit mixing (i.e. weak convergence of ρ(t) to 0), they will not have
strong convergence of ρ(t) to 0, unless ρ0 is identically 0.

Even though weak convergence is a natural way to study mixing, the disadvantage
is that it does not apriori give a quantifiable rate. To explain further, if ρ(t)
converges to 0 strongly in L2, then at time t the quantity ∥ρ(t)∥L2 is a measure of
how close ρ(t) is to its (strong) limit. If ρ(t) converges to 0 weakly, then ∥ρ(t)∥L2 may
not contain any useful information about the convergence. (Indeed, for solutions
to (1.1), ∥ρ(t)∥L2 is independent of t.) It turns out, however, that in our situation,
weak L2 convergence to 0 is equivalent to strong convergence to 0 in any negative
Sobolev space. Now the norm in these negative Sobolev spaces (which we will define
shortly) can be used as a measure of how “well mixed” the distribution is (see for
instance [Thi12]).

It is easiest to define the negative Sobolev norms using the Fourier series. Given
an (integrable) function θ on the torus, we define its Fourier coefficients by

θ̂k =

∫
T2

θ(x)e−2πi⟨x,k⟩ dx , where k ∈ Z2 .

For mean-zero functions the 0-th Fourier coefficient, θ̂0, vanishes. Now, for any s ∈ R
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we define the homogeneous Sobolev norm of index s by

∥θ∥2
Ḣs

def
=

∑
k∈Z2,k ̸=0

|k|2s|θ̂k|2 .

Note that for s > 0 the norm puts more weight on higher frequencies. Thus functions
that have a smaller fraction of their Fourier mass in the high frequencies will be
“less oscillatory” and have a smaller Ḣs norm. For s < 0, however, the norm puts
less weight on higher frequencies. Thus functions that have a larger fraction of their
Fourier mass in the high frequencies will be “very oscillatory”, and have a smaller Ḣs

norm. This is consistent with what we expect from “mixed” distributions. Moreover,
the result mentioned previously guarantees that mixing of ρ is equivalent to

∥ρ(t)∥Ḣs

t→∞−−−→ 0 , for every s < 0 ,

Thus, for any s < 0, the quantity ∥ρ(t)∥Ḣs can be used as a measure of how “mixed”
the distribution is at time t.
For this reason negative Sobolev norms are often referred to as “mix norms”.

Choosing s = −1 is particularly convenient, as the ratio of the Ḣ−1 norm to the
L2 norm scales like a length, and typically represents a length scale of the largest
unmixed region. Since the L2 norm is preserved by equation (1.1), we can identify
the Ḣ−1 norm with the mixing scale of the scalar field ρ. We mention that there
is also a related notion of mixing scale, which is more geometric in nature (see for
instance [Bre03]), but when studying evolution equations the mix-norms described
above are easier to work with.
Practically, in order to mix a given initial configuration to a certain degree, one

has to expend energy by “stirring the fluid”. A natural, physically meaningful
question, is to bound the mixing efficiency [LTD11]. That is, given a certain “cost”
associated with stirring the ambient fluid, what is the most efficient way to mix a
given initial configuration? Two cost functions that are particularly interesting are
the energy ∥u∥2L2 (which is proportional to the actual kinetic energy of the fluid,
assuming the fluid is homogeneous), or the enstrophy ∥u∥2

Ḣ1 (which is proportional
to the fluid’s viscous power dissipation). Hence our question about mixing efficiency
can now be formulated as follows.

Question 1.1. What are optimal bounds on ∥ρ(t)∥Ḣ−1 in terms of the fluid’s energy
or enstrophy?

Before answering this question, we note that in order to guarantee solutions to (1.1)
exist in the classical sense (i.e., ρ ∈ C1,1 and satisfies (1.1) at every point), we need
the fluid velocity field u to be Lipschitz. However, the natural first constraints
on u described above do not require u to be Lipschitz. Moreover, one intuitively
expects efficient mixing flows to be “turbulent”, and standard turbulence models
have velocity fields that are only Hölder continuous at every point. Thus, in many
natural situations arising in the study of fluids, one has to study (1.1) when the
advecting velocity field is not Lipschitz. Seminal work of DiPerna and Lions in ’89
addresses this, and shows that certain “renormalized” solutions to (1.1) are unique,

4



provided u,∇u ∈ L1. (This was later extended to a larger class of functions by
Ambrosio and we refer the reader to [Amb04] and references therein for details.)

Returning to Question 1.1, one can use direct energy estimates to show that
if the fluid is energy constrained (i.e. if ∥u(t)∥2L2 ⩽ E, for some constant E),
then ∥ρ(t)∥H−1 can decrease at most linearly as a function of time. An elegant slice
and dice construction of Bressan [Bre03] provides an example where this bound is
indeed attained (see [LLN+12]). In particular, this provides an example where for
some T < ∞ and an incompressible, finite-energy velocity field u, we have ρ(t) → 0
weakly in L2 as t → T . That is, the fluid mixes the initial configuration “perfectly”
in finite time.
On the other hand, if one imposes an enstrophy constraint (i.e. a restriction on

the growth of ∥u(t)∥2H1), or more generally a restriction on the growth of ∥u∥Lp +
∥∇u(t)∥Lp , then the DiPerna–Lions theory guarantees finite-time perfect mixing can
not occur. Indeed, equation (1.1) is time reversible, and so finite-time perfect mixing
would provide one non-trivial solution to (1.1) with initial data 0. Since ρ ≡ 0 is
clearly another solution, we have non-uniqueness for weak solutions to (1.1), which
is not allowed by the DiPerna-Lions theory when u,∇u ∈ L1. So one can not have
finite-time perfect mixing in this case.
More quantitatively, one can use the regularity of DiPerna–Lions flows [CDL08]

to obtain explicit exponential lower bounds on the mix norm. Namely, one can
prove [IKX14]

∥ρ(t)∥H−1 ⩾ C0 exp
(
−C1

∫ t

0

∥∇u(s)∥Lp ds
)
, (1.2)

for every p ∈ (1,∞], and some constants C0, C1 that depend on ρ0 and p. (We
remark that, for p = ∞, an elementary proof of the lower bound (1.2) follows from
Gronwall’s inequality and the method of characteristics. For p ∈ (1,∞), however,
the proof is more involved and requires some tools from geometric measure theory.)

Interestingly, whether or not (1.2) holds for p = 1 is an open question. Indeed, the
proof of the needed regularity estimates for the flow in [CDL08] relies on boundedness
of a maximal function, which fails for p = 1. The bound (1.2) for p = 1 is related to
a conjecture of Bressan [Bre03] on the cost of rearranging a set, which is still an
open question.

For optimality, there are now several constructions of velocity fields that show (1.2)
is sharp. These constructions produce enstrophy constrained velocity fields for
which ∥ρ(t)∥Ḣ−1 decays exponentially in time. A construction in [ACM19] does
this by starting with initial data which is supported in a strip and finds a Lipschitz
velocity field that pushes it along a space filling curve. Constructions in [BCZG23,
BBPS21,MHSW22] produce regular velocity fields for which

∥ρ(t)∥Ḣ−1 ⩽ D e−γt∥ρ0∥Ḣ1 , (1.3)

for every initial data ρ0 ∈ Ḣ1. Such flows are called exponentially mixing, and we
revisit this in more detail in Section 2.

In addition to optimal mixing, there are three other themes discussed in this
article. We briefly introduce these themes here, and elaborate on them in subsequent
sections.
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1. Loss of regularity. When u is regular, classical theory guarantees regularity
of the initial data ρ0 is propagated by the equation (1.1). However, when u is
irregular (e.g. when ∇u ∈ Lp with p < ∞), it may happen that all regularity of the
initial data ρ0 is immediately lost. Not surprisingly, this loss is intrinsically related
to mixing. Indeed, the process of mixing generates high frequencies, making the
initial data more irregular. When u is not Lipschitz one can arrange rapid enough
growth of high frequencies to ensure that all Sobolev regularity of the initial data is
immediately lost. We describe this construction in detail in Section 3.

2. Enhanced dissipation. In several physically relevant situations, both diffusion
and transport are simultaneously present. The nature of diffusion is to rapidly
damp high frequencies. Since mixing generates high frequencies, the combined
effect of mixing and diffusion will lead to energy decay of solutions that is an order
of magnitude faster than when diffusion acts alone. This phenomenon is known
as enhanced dissipation and is described in Section 4.

3. Anomalous dissipation. Even under the enhanced dissipation mentioned above,
for which the energy decay is much faster due to the combined effect of diffusion and
transport, the energy decay rate vanishes with the diffusivity. In some sense, this
outcome is expected, as solutions to (1.1) (formally) conserve energy. For certain
(irregular) flows, however, it is possible for the energy decay rate in the presence
of small diffusivity to stay uniformly positive, a phenomenon known as anomalous
dissipation. It implies, in particular, that the vanishing-diffusivity limit can produce
dissipative solutions of (1.1), that is, solutions for which the energy decreases with
time. We discuss anomalous dissipation in Section 5.

2 Optimally mixing flows

In this section, our primary focus centers around understanding the concept of
shearing as one of the central mechanisms of mixing, and how this mechanism gives
rise to flows that mix optimally.

2.1 Shear flows

Shear flows are the simplest example of incompressible flows on T2. Their streamlines
(lines tangent to the direction of the velocity vector) are parallel to each other and
the velocity takes the form u = (v(x2), 0). The corresponding transport equation is

∂tρ+ v(x2)∂x1
ρ = 0, ρ(0, x) = ρ0(x), (2.1)

the solution ρ(t, x1, x2) = ρ0(x1 − v(x2)t, x2) of which can be computed explicitly
via the method of characteristics.

If the initial datum only depends on x2, then the solution remains constant for
all times. Otherwise, a hint of creation of small scales is given by the growth of
∥∂x2

ρ∥L2 linearly in time. To deduce a quantitative mixing estimate, one can take a
partial Fourier transform in x1 of (2.1): denoting ρ̂(t, k, x2), with k ∈ Z, the Fourier
coefficients of ρ, (2.1) becomes

∂tρ̂+ ikv(x2)ρ̂ = 0, ρ̂(0, k, x2) = ρ̂0(k, x2). (2.2)
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Since ρ̂(t, k, x2) = e−ikv(x2)tρ̂0(k, x2), mixing follows by estimating oscillatory inte-
grals of the form∫

T
e−ikv(x2)tρ̂0(k, x2)ϕ̂(k, x2)dx2, ϕ ∈ Ḣ1(T2).

A duality argument and an application of the stationary-phase lemma entails a
(sharp) mixing estimate.

Theorem 2.1. Assume that v ∈ Cm(T), for some integer m ⩾ 2, and its derivatives
up to order m do not vanish simultaneously: |v′(x2)|+ |v′′(x2)|+ · · ·+ |v(m)(x2)| > 0,
for all x2 ∈ T. Then there exists a positive constant C = C(v) such that

∥ρ(t)∥Ḣ−1 ⩽
C

t1/m
∥ρ0∥Ḣ1 , ∀t ⩾ 1,

for all initial data ρ0 ∈ Ḣ1(T2) with vanishing x1-average.

The mixing rate is solely determined by how degenerate the critical points of
v are, and Theorem 2.1 tells us that the flatter the critical points, the slower the
(universal) mixing rate. In the case of simple critical points, such as the Kolmogorov
flow v(x2) = sinx2, we have m = 2.

The requirement that ρ0 has vanishing x1-average (namely, k ̸= 0 in (2.2)) is
essential: it excludes functions that are constant on streamlines, i.e., eigenfunctions
(with eigenvalue 0) of the transport operator, which do not enjoy any mixing.

2.2 General two-dimensional flows

Although regular shear flows can achieve algebraic mixing rates, we could be inclined
to think that their simple structure constitutes an obstruction to faster mixing. It
turns out that if H is an autonomous, non-constant Hamiltonian function on T2, of
class C2, generating an incompressible velocity field u = ∇⊥H = (−∂x2

H, ∂x1
H),

then the mixing rate of u is at best 1/t, and can be even slower depending on the
structure of H, see [BCM22]. This result can be interpreted as follows: despite the
fact that H could have hyperbolic points, at which the flow map displays exponential
stretching and compression, shearing is the main mixing mechanism in 2d. This can
be deduced from the existence of an invariant domain for the Lagrangian flow on
which u is bounded away from zero, which in turn implies that there exists a well-
defined, regular and invertible change of coordinates (x1, x2) 7→ (h, θ) ∈ T× (h0, h1),
where the interval (h0, h1) ⊂ range(H) is determined by the invariant set.

Proposition 2.2. Let H ∈ C2(T2). There exists an invariant open set I ⊂ T2

such that for any ρ0 ∈ C1(T2) with supp(ρ0) ⊂ I, the corresponding solution ρ of
(1.1) satisfies

∥ρ(t)∥Ḣ1 ⩽ C(1 + t)∥∇ρ0∥L∞ , (2.3)

for some C = C(I, H) and all t ⩾ 0.
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The set of coordinates (h, θ) are the so-called action-angle coordinates, and reduce
the transport operator u · ∇ to the much simpler from 1

T (h)∂θ, where T (h), which

is a C1 function, is the period of the closed orbit {H(x1, x2) = h}. The analogy
with (2.1) is then apparent, and estimate (2.3) is derived from the explicit solution,
obtained via the method of characteristics. Thanks to interpolation, the growth
(2.3) is a lower bound on the mix-norm of ρ, hence proving that 1/t is a lower bound
on the mixing rate of u.

2.3 Exponentially mixing flows

Obtaining a faster mixing rate necessarily involves non-autonomous velocity fields.
A widely used exponential mixer, especially in numerical simulations, is due to
Pierrehumbert [Pie94], and consists of randomly alternating shear flows on T2. The
beauty of this example is its simplicity: at discrete time steps tn, it alternates the
horizontal shear (sin(y − ω1,n), 0) and the vertical shear (0, sin(x − ω2,n)). Here,
ω = {ω1,n, ω2,n} is a sequence of independent uniformly distributed random variables
so the phases are randomly shifted. While widely believed to be exponentially mixing,
the first proof of this fact appeared only recently in [BCZG23].

Theorem 2.3. There exists a random constant D (with good bounds on its moments)
and γ > 0 such that we have (1.3), almost surely.

By taking a realization of the above velocity field, this result settles the question
of the existence of a smooth exponential mixer on T2, although it does not produce
a time-periodic velocity field.
The proof of Theorem 2.3 relies on tools from random dynamical system theory

and adopts a Lagrangian approach to the problem: this approach involves proving
the positivity of the top Lyapunov exponent of the flow map via Furstenberg’s
criterion and a Harris theorem.
A related example has been produced in [MHSW22, ELM23], constructed by

alternating two piecewise linear shear flows. This example is fully deterministic and
produces a time-periodic, Lipschitz velocity field. The important feature of this flow
is that it generates a uniformly hyperbolic map on T2.

In general, constructing exponentially mixing flows on T2 has proven to be quite
a challenge, and only recently there have been tremendous developments. Besides
the two works described above, that constitute the latest works in the field, we
mention the deterministic constructions of [ACM19,YZ17,EZ19], and the beautiful
work on velocity fields generated by stochastically forced Navier-Stokes equations of
[BBPS22].

3 Loss of regularity

One of the effects of mixing is the creation of striation in the scalar field. Quantita-
tively, this effect corresponds to growth of derivatives of ρ, which can be seen from
the interpolation inequality:

∥ρ(t)∥2L2 ⩽ ∥ρ(t)∥Ḣ−s∥ρ(t)∥Ḣs , s > 0. (3.1)
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In fact, recalling that the L2 norm of ρ is conserved by the flow of u, if the negative
Sobolev norms of ρ(t) decay to zero at some time T ⩽ ∞, at that same time the
positive Sobolev norms must blow up. However, we note that growth of derivatives
is a local phenomenon that can occur in the absence of mixing, which is a global
phenomenon.

One can ask whether the growth of Sobolev norms can lead to loss of regularity for
solutions of the transport equation (1.1), when the velocity field is not sufficiently
smooth. The Cauchy-Lipschitz theory implies that, if u is Lipschitz uniformly in
time, then the flow of u is also Lipschitz continuous, although its Lipschitz constant
can grow exponentially fast in time. Hence, at least some regularity of the initial
data ρ0 is preserved in time. When the gradient of u is not bounded, but it is still in
some Lp space with p < ∞, the direct estimates from the Cauchy-Lipschitz theory
do not apply. Therefore, it is natural to investigate what, if any, regularity of the
initial data ρ0 is preserved under advection by u.

We present two examples to show that no Sobolev regularity is preserved in
general: the first where the flow is mixing and all Sobolev regularity, including
fractional regularity, is lost instantaneously; the second where the flow is not mixing
and we are able to show at least that the H1 (and any higher) norm blows up
instantaneously. The second construction applies to (almost) all initial conditions
in H1, though the resulting velocity field u still depends on the initial condition
ρ0. In both examples, the simple key idea is to utilize the linearity of the transport
equation to construct a weak solutions by adding infinitely-many suitably rescaled
copies of a base flow and a base solution. The rescaling pushes energy to higher and
higher frequencies or small scales, leading to an accelerated growth of the derivatives,
which ultimately results in an instantaneous blow-up (see [CEIM22] and references
therein).

The first result is the following:

Theorem 3.1. There exists a bounded velocity field u such that ∇u(t) ∈ Lp(R2)),
1 ⩽ p < ∞, uniformly in time and a smooth, compactly supported function ρ0 ∈
C∞

c (R2), such that both u and the unique bounded weak solution ρ with initial data
ρ0 are compactly supported in space and smooth outside a point in R2, but ρ(t) does
not belong to Ḣs(R2) for any s > 0 and t > 0.

This result implies lack of continuity of the flow map in Sobolev spaces and can
be shown to be a generic phenomenon in the sense of Baire’s Category Theorem.

We sketch the proof of Theorem 3.1. Utilizing a suitable exponentially mixing
flow on the torus, it is possible to construct a smooth, bounded, divergence-free
vector field u0 with ∇u0(t) ∈ Lp(R2), 1 ⩽ p < ∞, uniformly in time and a smooth
solution ρ0 of the transport equation with velocity field u(0), both supported on the
unit square Q0 in the plane, such that all positive Sobolev norms ∥ρ0(t)∥Ḣs , s > 0,
grow exponentially fast in time. For each n ∈ N, we define velocity fields u(n) and

9



functions ρ(n) on squares Qn of sidelength λn by rescaling:

u(n)(t, x) =
λn

τn
u(0)

( t

τn
,
x

λn

)
,

ρ(n)(t, x) = γnρ
(0)

( t

τn
,
x

λn

)
, (3.2)

for some sequences λn, τn, and γn to be chosen, up to some rigid motions, which do
not change the norms and which we suppress for ease of notation. The squares Qn

can be taken pairwise disjoint. Then, by setting

u
def
=

∑
n

u(n), ρ
def
=

∑
n

ρ(n),

we have that ρ is a weak solution of (1.1) with velocity field u. Lastly, we pick λn,
τn, and γn in such a way that the squares Qn converge to a point, the only point
where u and ρ are not smooth, the norms ∥u(t)∥Ẇ 1,p and ∥ρ(0)∥Ḣs are controlled,
while the norm ∥ρ(t)∥Ḣs = ∞.

The second result is the following:

Theorem 3.2. Given any non-constant function ρ0 ∈ H1(R2), there exists a
bounded, compactly supported, divergence-free velocity field u, with ∇u(t) ∈ Lp(R2)
for any 1 ⩽ p < ∞ uniformly in time, and smooth outside a point in R2, such that
the unique weak solution ρ(t) of (1.1) in L2(R2) with initial data ρ0 does not belong
to Ḣ1(R2) (even locally) for any t > 0.

In fact, a stronger statement is true. The velocity field u is in all Sobolev spaces
that are not embedded in the Lipschitz space (namely, u ∈ W r,p for all r < 2/p+ 1,
1 ⩽ p < ∞).

The main steps in the proof of Theorem 3.2 are as follows. The first step follows
by a direct calculation on functions on the torus T2. Given any non-constant
periodic function ϕ̄, applying either a sine or cosine shear flow parallel to one of the
coordinate axes must increase the Ḣ1 norm of ϕ̄ by a constant factor at time t = 1.
Hence, the Ḣ1-norm of ϕ̄ grows exponentially in time. By unfolding the action of
the shear flows on the torus, this observation can be adapted to showing exponential
growth of the Ḣ1-norm of functions supported on a square (let’s say again the unit
square) in R2 by a combination of sine and cosines shear flows. Next, rescaling the
flow alone in a manner similar to (3.2) gives a sequence of well-separated squares,
shrinking to a point, such that the rescaled flow grows the Ḣ1-norm of functions
supported on each square by a larger and larger factor at time 1. The final step
consists in choosing the location of the squares and the rescaling factor in such a
way that the Ḣ1 norm of the solution diverges at any positive time, but the velocity
field remains sufficiently regular. This last step involves a certain covering lemma
to ensure that the gradient of the initial data is sufficient large in L2 averaged sense
on all the squares.
In view of the results above, one can ask if any regularity of ρ0, measured by a

norm that is not comparable with the Sobolev norm Ḣs, is preserved under the
advection by u. It can be shown that essentially only the “logarithm” of a derivative
is preserved [BN21]. In this sense, the loss of regularity in Theorem 3.1 can be
viewed as optimal.
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4 Enhanced dissipation

We now turn our attention to problems where both diffusion and convection are
present, and study the combined effect of both. A prototypical example is the
evolution of the concentration of a solute in an ambient fluid (e.g. cream in coffee).
The evolution of the (normalized) concentration is modelled by the advection
diffusion equation

∂tρ
κ + u · ∇ρκ − κ∆ρκ = 0 . (4.1)

Here ρκ denotes the deviation of the concentration of the solute from its spatial
average, the quantity κ > 0 is the molecular diffusivity, and u denotes the velocity
field of the ambient fluid. As in the previous sections, we will impose periodic
boundary conditions on (4.1) and restrict our attention to the incompressible setting
where u is divergence free. In this case the spatial average is still preserved by (4.1),
so we may, without loss of generality, uphold our convention that ρκ is spatially
mean zero.

Multiplying (4.1) by ρ, integrating in space, using incompressibility and Poincaré’s
inequality shows

∥ρκ(t)∥L2 ⩽ e−4π2κt∥ρ0∥L2 . (4.2)

This estimate, however, is completely blind to the effect of the fluid advection, and
in practice one expects ∥ρκ∥L2 to decay much faster than the rate predicted by (4.2).
The reason for this is a phenomenon most people have likely observed themselves
when stirring cream into coffee: the fluid flow initially spreads the cream into fine
filaments; diffusion acts faster on fine filaments, and so these uniformize very quickly.

4.1 Quantifying dissipation enhancement.

One way to mathematically quantify and study this phenomenon is through the
dissipation time, denoted by tdis. Explicitly define tdis = tdis(u, κ) to be the smallest
time t ⩾ 0 so that

∥ρκ(s+ t)∥L2 ⩽
1

2
∥ρκ(s)∥L2 ,

for every time s ⩾ 0 and mean-zero initial data ρκ(s) ∈ L2. Clearly (4.2) shows tdis ⩽
1/(4π2κ), and one can precisely define enhanced dissipation as situations where tdis ≪
1/(4π2κ). We now list several situations where enhanced dissipation is exhibited.

Shear flows. If u is a shear flow with a C2 profile that has non-degenerate critical
points, then classical work of Kelvin shows tdis ⩽ C/

√
κ. A matching lower bound

was also proved by Coti Zelati and Drivas.
Cellular flows. A cellular flow models the movement of a 2D fluid in the presence

of a strong array of opposing vortices. The simplest example is given by

u =

(
−∂x2

H
∂x1

H

)
, H = Aε sin

(2πx1

ε

)
sin

(2πx2

ε

)
,

where A ≫ 1 is the flow amplitude and ε ≪ 1 is the cell size. Standard homoge-
nization results show that as ε → 0, the operator −u · ∇+ κ∆ behaves like Deff∆,
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where

Deff ≈ C

√
κA

ε
,

is the effective diffusivity. As a result one would expect

tdis = O
( 1

Deff

)
= O

(√ ε

κA

)
as κ, ε → 0, A → ∞. This is indeed the case (provided κ/ε ≪ A ≪ κ/ε3), and was
proved recently by Iyer and Zhou. A matching lower bound for tdis was recently
proved in [BCM22].
Relaxation enhancing flows. Seminal work of Constantin et al. [CKRZ08] shows

that for time independent velocity fields, tdis = o(1/κ) if and only if the operator u·∇
has no eigenfunctions in H1. Such flows are called relaxation enhancing. It is known
that weakly mixing flows are relaxation enhancing, but relaxation enhancing flows
need not be weakly mixing.
Mixing flows. Thus far, the examples provided only reduce the dissipation time

to an algebraic power 1/κα for some α < 1. Using exponentially mixing flows, it is
possible to reduce the dissipation time further to |lnκ|2 (see [FI19,CZDE20]). In
fact, we recall that a velocity field u is exponentially mixing if, for any ρ0 ∈ Ḣ1, the
mix norm of solutions to (1.1) decays exponentially as in (1.3). Informally, then
any solution to (1.1) with initial data that is localized to a ball of radius ε becomes
essentially uniformly spread in time O(|ln ε|). If u is exponentially mixing, one can
show that

tdis ⩽ C|lnκ|2 .
An elementary heuristic argument, however, suggests we should have the stronger
bound

tdis ⩽ C|lnκ| . (4.3)

Indeed, if the solute is initially concentrated at one point x, then after time O(1) it
will spread to a ball of radius O(

√
κ). Now, since u is exponentially mixing, it will

get spread almost uniformly on the entire domain in time O(|lnκ|), if the effect of
diffusion is negligible. Unfortunately, the effects of diffusion may not be negligible
on the time scales of order O(|lnκ|), and so this argument cannot be easily made
rigorous.
Even though proving (4.3) for general exponentially mixing flows is still an

open question, there are several examples of flows for which (4.3) is known: for
instance, when u is the velocity field from the stochastically forced Navier–Stokes
equations [BBPS21], or when u consists of alternating horizontal/vertical shears
with a tent profile and a sufficiently large amplitude [ELM23]. It is also known that
tdis cannot be smaller than O(|lnκ|) for velocity fields that are Lipschitz in space
uniformly in time.

4.2 Blow up suppression

One application of enhanced dissipation is to control certain nonlinear phenomena.
For concreteness and simplicity, we focus our attention on a simplified version of
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the Keller–Segel system of equations, which is used to model the evolution of the
population density of micro-organisms when chemotactic effects are present. We
again impose periodic boundary conditions and study this system on 2 dimensional
torus. If n = n(t, x) ⩾ 0 represents the bacterial population density, c ⩾ 0 represents
the concentration of a chemoattractant produced by the bacteria, and χ > 0 is a
sensitivity parameter, then a simplified version of the Keller–Segel model is the
following system:

∂tn−∆n = −∇ ·
(
nχ∇c

)
, (4.4)

−∆c = n− n̄ ,

n̄ =

∫
T2

ndx .

This model stipulates that bacterial diffusion is biased in the direction of the gradient
of the concentration of a chemoattractant that is emitted by the bacteria themselves,
and that the chemoattractant diffuses much faster than the bacteria do.
From the equation we see that there is a competition between two effects: The

diffusive term ∆n drives bacteria away from regions of high population, and the
chemotactic term ∇ · (nχ∇c) drives the bacteria towards it. If the chemotactic
effects dominate, they will lead to a population explosion. This has been well studied
and it is now known that the diffusive effects dominate (and there is no population
explosion) if and only if the total initial population is below a certain threshold.
One natural question is to study the effect of movement of the ambient fluid on

this system. If the ambient fluid has velocity field u, equation (4.4) becomes

∂tn+ u · ∇n−∆n = −∇ ·
(
nχ∇c

)
. (4.4′)

Intuitively, we expect that regions of high concentration of bacteria can be dispersed
by vigorous stirring. This result can be established rigorously.

Theorem 4.1. There exists t∗ = t∗(∥n0∥L2) such that if

tdis(u, 1) < t∗ ,

then there is no population explosion in (4.4′).

The main idea being the proof can be explained in an elementary fashion and we
now provide a quick sketch of the proof of Theorem 4.1.

Next, we rewrite (4.4′) as

∂tθ + u · ∇θ −∆θ = N (θ) , (4.5)

where θ = n− n̄ and
N (θ) = −∇ · ((θ + n̄)χ∇c) .

Multiplying (4.5) by θ and integrating in space show that

1

2
∂t∥θ(t)∥2L2 + ∥∇θ∥2L2 ⩽

∫
Td

θN (θ) dx .
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Now using standard energy estimates one can show that when the diffusive term
∥∇θ∥2L2 is large, then ∂t∥θ∥L2 ⩽ 0. More precisely, one can show there exists a
constant C1 = C1(χ, d, ∥θ0∥L2) such that if

1

t∗

∫ t∗

0

∥∇θ∥2L2 dt ⩾ C1 , (4.6)

then we must also have ∥θ(t∗)∥L2 ⩽ ∥θ0∥L2 .

Suppose now (4.6) does not hold. In this case we use Duhamel’s formula to write

θ(t∗) = S0,t∗θ0 +

∫ t∗

0

Ss,t∗N (θ(s)) ds ,

where Ss,t is the solution operator to (4.1). This implies

∥θ(t∗)∥2L2 ⩽ ∥S0,t∗θ0∥2L2 +

∫ t∗

0

∥N (θ(s))∥L2 ds .

Notice that, since tdis ⩽ t∗, the first term on the right is at most ∥θ0∥L2/2. For
the second term we use standard energy estimates to control ∥N (θ)∥L2 by ∥∇θ∥2L2

and ∥θ∥L2 . Combined with the assumption that (4.6) does not hold, we obtain an
inequality of the form

∥θ(t∗)∥2L2 ⩽
(1
2
+ t∗F (C1)

)
∥θ0∥2L2 ,

for some explicit function F that arises from the bound on the nonlinearity. If t∗ ⩽
1/(2F (C1)) then the right hand side is at most ∥θ0∥L2 . Iterating this step, one
immediately sees that supt<∞∥θ(t)∥L2 < ∞. This bound is enough to show that
there is no population explosion in (4.4′), concluding the proof. A more complete
version of this proof can be found in [IXZ21]. It has also be extended to fourth
order equations, such as the Kuramoto-Sivashinsky equation, a model of flame-front
propagation, by Feng and Mazzucato.

5 Anomalous dissipation

In the previous section we saw several examples of enhanced dissipation, where
the solution to (4.1) loses a constant fraction of its L2 energy in time scales much
smaller than the dissipative time scale 1/κ. The examples outlined exhibited the
energy loss on time scales 1/κα, |lnκ|2 or |lnκ|, which diverge to infinity in the
vanishing diffusivity limit κ → 0. A natural question to ask is whether there are
situations where solutions to (4.1) lose a constant fraction of their L2 energy on a
time scale that is O(1) as κ → 0. This phenomenon is called anomalous dissipation.
More precisely, anomalous dissipation is the existence of solutions of (4.1) with
progressively smaller diffusivity κ that converge to a dissipative solution of the
transport equation in the limit κ → 0. That is, as κ → 0, we can find solutions ρκ
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to (4.1), which converge (possibly along a subsequence) to a solution ρ0 of (1.1),
where

∥ρ0(T )∥2L2 < ∥ρ0(0)∥2L2 ,

for some time T < ∞.
The dissipation of the L2 energy of the solution ρκ to (4.1) for time t ∈ [0, T ] is

encoded in the energy estimate

∥ρκ(t)∥2L2 − ∥ρκ(0)∥2L2 = −2κ

∫ t

0

∥∇ρκ(s)∥2L2 ds

for any t ∈ [0, T ]. (5.1)

In the limit case κ = 0, (5.1) expresses (formally) the conservation of the L2 norm for
solutions of the transport equation (1.1). The velocity field does not appear explicitly
in (5.1). However, the action of a mixing velocity field results in filamentation of the
scalar and consequently in the creation of large gradients, thus conceivably allowing
for scenarios in which the right hand side of (5.1) remains bounded away from zero
even in the limit κ → 0 of vanishing diffusivity.
This phenomenon is the analogue in the linear case of the so-called 0-th law of

turbulence of the Onsager-Kolmogorov theory of turbulence for the Euler/Navier-
Stokes equations. The 0-th law predicts uniform-in-viscosity dissipation of the
kinetic energy, due to the nonlinear transfer of energy to high frequencies and to
the corresponding enhanced effect of the diffusion.
In order to identify the critical regularity for anomalous dissipation in solutions

to (4.1) as κ vanishes, heuristically at least, we can formally rewrite the contribution
of the advection term in the energy estimate as∫

T2

(u · ∇ρ)ρdx ∼
∫
T2

∇αu
(
∇

1−α
2 ρ

)2
dx ,

for any 0 ⩽ α ⩽ 1, where ρ denotes both ρκ and ρ0. The fractional derivatives ∇α

can be estimated via norms in Hölder’s spaces Cα. Criticality is therefore expressed
by the so-called Yaglom’s relation: focusing for simplicity on regularity in space
only, for u ∈ Cα and ρ ∈ Cβ , the combined Hölder’s regularity of the velocity field
and the solution is:

• subcritical, if α+ 2β > 1,

• critical, if α+ 2β = 1,

• supercritical, if α+ 2β < 1.

This regularity is the analogue for linear advection-diffusion equations of the critical
1
3 -Hölder’s regularity in the case of anomalous energy dissipation for solutions of the
Navier-Stokes equations as viscosity vanishes, according to the Onsager-Kolmogorov
theory of turbulence. This analogy can be formally seen by replacing the fluid
velocity in the Navier-Stokes and Euler equations with ρ.

The Obukhov-Corrsin theory of scalar turbulence (1949-1951) predicts that:
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• in the subcritical regime, for a given u ∈ Cα there exists a unique solution
ρ0 ∈ Cβ of (1.1) and such a solution conserves the L2 norm,

• in the supercritical regime, there exist velocity fields u ∈ Cα such that
nonuniqueness and dissipation of the L2 norm are possible for solutions ρ0 ∈ Cβ

of (1.1); moreover, anomalous dissipation is possible, in the sense that

lim sup
κ→0

κ

∫ T

0

∥∇ρκ(s)∥2L2 ds > 0 (5.2)

for solutions ρκ of (4.1) uniformly bounded in Cβ .

The statement in the subcritical case can be proven using a commutator argu-
ment similar to that of Constantin, E, and Titi for the Euler equations, see for
instance [DEIJ22, Theorem 4]. Notice that the uniqueness statement strongly relies
on the linearity of the equation. Addressing the supercritical case is more challenging
and has been done only very recently from a rigorous mathematical perspective.
We briefly discuss these recent results in the next Subsection.

5.1 Anomalous dissipation for bounded solutions

The endpoint case α < 1 and β = 0 has been addressed in [DEIJ22]. In this
paper, for any α < 1, the authors provide an example of a bounded velocity field,
which belongs to L1([0, T ];Cα(T2)) and is smooth except at the singular time
t = T , that exhibits anomalous dissipation for all initial data sufficiently close
to a (nontrivial) harmonics. They are also able to construct velocity fields that
exhibit anomalous dissipation for any (regular enough) initial datum, although the
velocity field depends on the chosen initial datum. The strategy for both examples
is to construct a velocity field which develops smaller and smaller scales when the
time approaches the singular time t = T . This construction can be interpreted as
mimicking the development in time of a turbulent cascade. However, it also causes
the anomalous dissipation to be concentrated at the singular time t = T , in the
sense that for any ε > 0 it holds

lim
κ→0

κ

∫ T−ε

0

∥∇ρκ(s)∥2L2 ds = 0 .

Several criteria that imply anomalous dissipation are given in [DEIJ22]. The criterion
that provides the most intuition on the mechanism for anomalous dissipation (even
though such a criterion is not the one effectively exploited in the proof in [DEIJ22])
establishes a link to mixing in solutions of the transport equation (1.1) and asserts
that, if the solution ρ of (1.1) satisfies

∫ T

0

∥∇ρ(s)∥2L2 ds = ∞

and ∥ρ(t)∥Ḣ−1∥ρ(t)∥Ḣ1 ⩽ C∥ρ(t)∥2L2 , (5.3)
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then anomalous dissipation holds. In view of the interpolation inequality (3.1) with
s = 1, the second condition in (5.3) in particular implies that, in the absence of
diffusion, the velocity field mixes essentially at the optimal rate. However, it is not
easy to produce velocity fields with such strong mixing properties as in (5.3), and
this is the reason why the proof of [DEIJ22] needs to rely on weaker criteria. In
fact, the velocity field is a self-similar version of the alternating shear flows example
by Pierrehumbert [Pie94]. Although it enjoys weaker mixing properties, the velocity
field constructed in [DEIJ22] exhibits anomalous dissipation due to the following
heuristic reason: mixing requires all energy to be sent to high frequencies, while
anomalous dissipation just requires a given fraction of the energy to be sent to high
frequencies.

As a corollary, the construction in [DEIJ22] provides a new example of nonunique-
ness for the transport equation (1.1) with a velocity field in L1([0, T ];Cα(T2)) (for
α < 1), but outside the DiPerna-Lions class. In order to see this fact, we extend
the velocity field for time t ∈ [T, 2T ] by reflecting it oddly across t = T , that is,
setting u(t) = −u(2T − t). We can then see that the following are two distinct weak
solutions:

• the vanishing-diffusivity solution ρvd(t) for time t ∈ [0, 2T ], and

• the solution given by ρrefl(t) = ρvd(t) for time t ∈ [0, T ], and by the odd
reflection ρrefl(t) = ρvd(2T − t) for time t ∈ [T, 2T ].

Indeed, they are distinct for t ∈ [T, 2T ], since ρvd dissipates the L2 norm while ρrefl

conserves it. It must be noted that, based on the approach in [DEIJ22], it is unclear
whether ρrefl can be constructed in the limit of vanishing diffusivity along a suitable
subsequence κn → 0.

5.2 Anomalous dissipation and lack of selection

The possibility of having two distinct solutions, both arising in the limit of vanishing
diffusivity, puts into question the validity of the zero-diffusivity limit as a selection
principle for weak solutions of the transport equation outside of the DiPerna–Lions
theory. Solutions arising as zero-diffusivity limit may be considered “more physical”
than general weak solutions and one may wonder whether uniqueness could be
restored in the sense of the possibility of a selection mechanism among the many
weak solutions. This was the leading question behind the analysis in [CCS22],
in which it was shown that neither vanishing diffusivity nor regularization of the
velocity field provide such a selection mechanism.

In terms of anomalous dissipation, in [CCS22] the authors construct, for any α
and β in the supercritical regime α+2β < 1, a velocity field u ∈ L∞([0, T ];Cα(T2))
and a smooth initial datum ρ0 such that the solutions ρκ to the advection-diffusion
equation (4.1) with initial data ρ0 are uniformly bounded in L2([0, T ];Cβ(T2)) and
exhibit anomalous dissipation (more general exponents for the integrability in time
can be considered).
The basic mechanism is based on the same slice-and-dice strategy that leads

to the non-uniqueness results of Depauw and Bressan for the transport equation
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and is intrinsically related to mixing. In such an example, the solution takes
opposite constant values on alternating tiles of a checkerboard, the size of which
gets refined as time increases, resulting in perfect mixing (i.e., weak convergence
to zero, the average of the solution) at the critical time t = T . Compared to the
previous literature on mixing, a few important twists are necessary for the analysis
in [CCS22]. The refinement of the size of the checkerboards does not follow the
classical dyadic rescaling, but rather obeys a superexponential scaling law, which
allows (upon suitable choices of the many parameters in the construction) to achieve
optimal regularity and to separate the relevant scales at each step of the evolution.
The transition from a checkerboard to the next one is realized by shear flows, which
are also concentrated at suitable spatial scales. The approach of [CCS22] is fairly
explicit and relies on the fact that solutions of the advection-diffusion equation (4.1)
have a stochastic Lagrangian representation via the Feynman-Kac formula

ρκ(t, x) = E
[
ρ0
(
(Xκ)−1(t, x)

)]
.

Here Xκ satisfies the stochastic differential equation

dXκ(t, x) = u(t,Xκ(t, x)) dt+
√
2κ dW ,

where W is a Brownian motion.
The principle behind the lack of selection in the limit of zero diffusivity can be

best understood by first considering the related question of whether regularizing
the velocity via convolution with a suitable smoothing kernel can act as a selection
principle for the solution, as the regularization parameter vanishes. That is, we pose
the question whether limit points of solutions ρε of

∂tρ
ε + (u ∗ ηε) · ∇ρε = 0

are unique, where ηε is a standard mollifier. To this extent, consider the slide-
and-dice construction for t ∈ [0, T ] sketched above, and reflect it oddly across
t = T , therefore “reconstructing large scales” for t ∈ [T, 2T ]. At each step in
the reconstruction of the large scales, add a new “move” which has the effect of
changing the parity of the checkerboard, that is, it swaps the black and the white
tiles. When considering the convolution of the velocity field with ηε, all scales below
ε are “filtered” and therefore the solution does not get fully mixed at time t = T ,
but rather stays at a finite scale when it crosses the singular time. After the singular
time, large scales are reconstructed, but, as ε → 0, the solution will converge either
to an even or odd checkerboard for t ∼ 2T , depending on the “parity of ε”. This
construction provides two subsequences that converge to distinct limit solutions.

We next focus on the case when diffusion is present. Consider again the evolution
of the checkerboards for t ∈ [0, T ]. Now, add at each step a time interval of suitable
length on which the velocity vanishes and, therefore, the solution obeys the heat
equation. Separation of scales (due to the choice of a superexponential sequence)
provides the existence of a critical time tcrit(κ) → T such that for 0 < t < tcrit(κ)
diffusion is a perturbation, while it is the dominant effect for times t ∼ tcrit(κ) due
to the intervals where velocity vanishes. Although acting only for a short time,

18



diffusion is enhanced by the high frequencies in the solution, eventually reaching a
balance which leads to dissipate a fixed fraction, independent of κ > 0, of the L2

norm of the solution. Hence, anomalous dissipation occurs.

In the construction sketched above, the possibility of anomalous dissipation relies
on a specific choice of the subsequence κ → 0 that depends on all other parameters.
In fact, another result of [CCS22] is the possibility of choosing another (distinct)
subsequence κ → 0 with the following property. Exploiting the isotropy of the
Brownian motion, the corresponding subsequence of solutions ρκ converges to a
solution of the transport equation which conserves the L2 norm. This example
shows that the limit of zero diffusion cannot be used as a selection principle for
weak solutions of the transport equation outside of the DiPerna-Lions class.

Building on the results of [CCS22], in collaboration with Bruè and De Lellis the
authors have obtained analogous results for the forced Navier-Stokes and Euler
equations with full Onsager-supercritical regularity, i.e., for velocity fields in Hölder
spaces Cα with any α < 1/3.

5.3 Anomalous dissipation via fractal homogeneization

Both in [DEIJ22] and in [CCS22], anomalous dissipation only occurs at the singular
time t = T (see (5.2)), due to the nature of the construction based on mixing and on
the development in time of small scales. Such a situation is somewhat inconsistent
with the theory of homogeneous isotropic turbulence, which postulates (statistical)
stationarity and, therefore, the fact that there should be no “preferred” time in
turbulent phenomena: anomalous dissipation should happen continuously in time,
and for any randomly chosen times t1 and t2 the corresponding values of the velocity
field u(t1, ·) and u(t2, ·) should be macroscopically indistinguishable.

In [AV23], the authors address this issue by relying on an approach based on
homogenization theory. For any α < 1

3 , they construct a time-periodic velocity field
on the torus that belongs to Cα uniformly in time and exhibits continuous-in-time
anomalous dissipation for bounded solutions with arbitrary H1 initial data.

In contrast to the examples in [CCS22] and [DEIJ22], for the velocity field
constructed in [AV23] all scales are active at all times. Homogenization theory
allows to understand and quantify the enhancement of diffusivity due to the creation
of small scales in the solution at all times. This result goes under the name of
renormalization of effective diffusivities: each homogenization step along the cascade
of scales enhances the effective diffusivity, which after an iteration over all scales
remains of order one even as κ → 0 and, therefore, gives anomalous dissipation.
Homogenization is well understood for a finite number of scales, but the authors
of [AV23] need to deal with infinitely many scales at once.
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