
An experimentally informed grain boundary model in 2–D:
addressing triple junctions and invariance of misorientation

S.Syed Ansaria,, Amit Acharyab,, Rajat Arorac,, Alankar Alankara,∗

aDepartment of Mechanical Engineering, Indian Institute of Technology Bombay, Powai, Mumbai–400076,
India

bDepartment of Civil & Environmental Engineering, and Center for Nonlinear Analysis, Carnegie Mellon
University, Pittsburgh, PA 15213, USA

cAdvanced Micro Devices, Inc. (AMD), 7171 Southwest Pkwy, Austin, TX 78735, USA

Abstract
A novel 2-D continuum model for grain boundaries is presented, incorporating experimen-
tally obtained data on grain boundary energy variation with misorientation. The model
is employed to simulate the idealized evolution of grain boundaries within a 2-D grain ar-
ray, following the methodology outlined in a previous study by us [1]. The approach of
the model involves representing misorientation in a continuum scale through spatial gra-
dients of orientation, considered a fundamental field. Based on experimental findings, the
dependence of grain boundary energy density on the orientation gradient is found to be
generically non-convex. The model employs gradient descent dynamics for the energy to
simulate idealized microstructure evolution, necessitating the energy density to be regular-
ized with a higher-order term to ensure the model’s well-posedness. From a mathematical
perspective, the formulated energy functional fits the Aviles-Giga (AG)/Cross-Newell (CN)
category, albeit with non-uniform well depths, leading to unique structural characteristics
in solutions linked to grain boundaries in equilibria. The presented results showcase mi-
crostructure evolution, and grain boundary equilibria, illustrating reorientation of grains in
two dimensional space. Idealized features such as equilibrium high–angle grain boundaries
(HAGBs), curvature-driven grain boundary motion, grain rotation, grain growth, and triple
junctions that satisfy the Herring condition in our 2-D simulations are also demonstrated.
Keywords: Microstructure evolution, Grain rotation, Grain boundaries, Coarsening.

1. Introduction

The microstructure of polycrystalline materials significantly influences their bulk properties
[2]. A comprehensive understanding of grain boundaries (GBs) is crucial for assessing the
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overall microstructural evolution and equilibria of polycrystalline materials [3–12]. Build-
ing upon [1], this study develops a 2–D continuum-scale GB model using experimentally
measured GB energy data.

A consequence of a fundamental physical principle in solids is that superposed rigid body
motions of a body cannot incur an energy cost [13]. Adherence of the constitutive description
of a solid to the principle ensures that the particular model represents the physical reality
that rigid body rotations are energetically neutral. Consequently, a rotationally invariant
energy density is critical for physical viability [1]. In our work, GBs are modeled as narrow
transition regions with orientation gradients. Instead of using a nonconvex energy density
directly dependent on orientation, this study adopts a framework where the energy density is
rotationally invariant and dependent on higher-order orientation gradients. Here, the term
‘non-convex energy density’ refers to an energy density function (of the magnitude, a scalar,
of the orientation gradient field) whose second derivative is negative in specific regions within
its domain. This perspective couples GB mechanics with internal stress and applied loads,
enabling a simplified yet physically consistent 2–D model using proper orthogonal tensors.

As extensively detailed in [1], the proposed model centers on a GB energy density function
(ϕ) derived directly from experimental data of GB energy as a function of misorientation. A
parameter, l, with dimensions of length is introduced to represent the GB width over which
misorientations at physically observed grain boundaries are typically observed to occur.
The model transforms variations in GB energy density with misorientation to a function
of orientation gradients (∆θ = l|∇θ|), where |∇θ| represents the magnitude of ∇θ in two
dimensions.

To ensure continuous dependence w.r.t initial conditions in energy-minimizing dynamics,
the non-convex energy density is regularized using a second-orientation gradient penalty.
This regularization is crucial for addressing the orientation profile with sharp kinks. This
approach is motivated by physical reasoning described in Section 4.5 of [1].

Our model exhibits formal similarities with the Aviles–Giga [14] (A–G) and Cross–Newell
[15] (C–N) functionals, as discussed in [1]. Notably, a key distinction lies in our model’s
physical requirement for unequal depths to confer non-vanishing energy content to GBs. In
the conventional interpretation of the A–G model, energy density troughs correspond to
phases (regions of slope ±1, i.e., ‘grains’), and kinks represent phase or GBs in 1–D and
2–D [16]. In contrast, our model designates the GB simply as a phase, akin to the grains
but with different spatial extents.

We note that our proposed model may also serve as a suitable mathematical framework
in the elasticity of compatible phase transformations [17], with an important distinction
in interpretation. In the theory of compatible phase transformations phases are indicative
of constant deformation/displacement gradients and it is these gradients that form the ar-
gument of the energy density. In the present model, it is orientation gradients (roughly
speaking, a higher order gradient of deformation) that incur an energy cost through the en-
ergy density employed. Consequently, in the elasticity of compatible phase transformations,
work-conjugate quantities involve stresses and forces, while in our case, they manifest as
couple-stresses and moments.

Kobayashi, Warren, and Carter (KWC) formulated a continuum grain boundary model
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in 2–D employing variables such as the degree of crystallinity (η) and the orientation gradi-
ent ( ∇θ) to simulate grain growth through curvature-driven grain shrinkage and rotation
mechanisms [3]. This model was later expanded to three dimensions (3-D), where the GB
energy is characterized in a five-dimensional misorientation and inclination space [18].

A brief comparison of our work with earlier established contiributions in the literature
is as follows. The WCK model [19], while intuitive for representing a wide range of GB
energies, was disfavored by the same authors on the basis of the requirement that their
model needed to predict localized transition layers as global energy minimizers. Later KWC
and KWCL models [3, 20] addressed some of these issues by recovering single transition layer
solutions as global minima, which did not allow the use of nonconvex energy densities. Our
previous work [1] introduced an experimentally-informed framework that allows persistent
local minima solutions under perturbations and exhibits high metastability, providing a
robust physical interpretation of GBs as local equilibria. For more details, refer to [1].

The structure of the paper is as follows: Section 1.1 provides a concise literature review.
The mathematical formulation of the model is then discussed in Section 2. Subsequently,
Section 3 delves into the numerical implementation of the model. Section 4 presents simula-
tions covering microstructure evolution, encompassing grain rotation, curvature-driven GB
motion, grain growth, and equilibrium of high-angle grain boundaries (HAGBs) in bi-crystals
and tri-crystals with a triple junction in two dimensions (2-D). Section 5 offers concluding
remarks.

1.1. Overview of pertinent literature
Phase-field models have been found instrumental in simulating microstructural evolution
[21–24], with a comprehensive review available in [25]. Grain growth is often simulated
using Allen-Cahn (A–C) equations [26], incorporating a non-convex energy density function
and a non-conserved order parameter [27–30]. However, A–C equations fail to represent
grain rotation and violate rotational invariance [3].

Ta’asan and co–workers [31] employ a variational approach to compute curvature-driven
grain growth, utilizing Mullins’ model [32]. In this framework, the GB energy density is a
function of the GB plane normal, and the Herring condition [33, 34] is imposed at triple
junctions. Esedoglu and colleagues [35] simulate grain growth in large systems through
mean curvature-driven motion while ensuring satisfaction of the Herring condition at triple
junctions. Their approach involves the use of the linear diffusion equation along with signed
distance functions [36]. Additionally, Bulatov and co–workers propose a level-set method
for simulating anisotropic grain growth based on the five-parameter misorientation and in-
clination GB energy space [37]. Building on this work [37], Nino et al [38] investigate the
impact of anisotropy by comparing results in various statistical microstructural descriptors
against existing simplified isotropic and anisotropic models.

Glasner conducted computational studies on the gradient flow dynamics of the A-G func-
tional [16] and subsequently formulated a model based on matched asymptotic expansion.
This model describes the evolution of GBs and junctions pertinent to the singular limit of the
gradient flow associated with the A-G functional. In this model, GB motion is attributed to
interface curvature and variations in “line energy” along GBs. Notably, Glasner speculates,
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based on numerical simulations, about the potential termination of GBs in bulk, suggesting
the presence of disclinations.

A crystal plasticity model, in conjunction with the continuum phase-field model (KWC),
is utilized to comprehensively simulate GB sliding, shear-induced GB motion, GB rotation,
and curvature-driven grain shrinkage [39]. In the study of polycrystals, Basak and Gupta’s
significant 2-D [40] and 3-D [41] models effectively address diffusion-controlled incoherent
interfaces involving junctions. Characterized as a sharp interface model, their framework
incorporates curvature-dependent GB energy and surface diffusion, drawing inspiration from
the work of Gurtin et al. [42].

Efforts to link GB evolution with geometric parameters continue. Rollett et al. [43]
found correlations between GB mobility and five-parameter GB distributions, while Zhang
et al. [29] and Aditi et al. [44] reported varying correlations with GB curvature and velocity.
These studies highlight the need for a model that mechanistically describes GB evolution
using experimental data.

As an alternative approach to curvature-driven models, Srolovitz et al. have introduced
a continuum equation of motion for GBs and constructed models based on the discrete
disconnection mechanism, as demonstrated in their recent works [6, 45, 46]. Furthermore,
they extended this framework to encompass polycrystals [4], investigating the impact of
anisotropy in both kinetic and thermodynamic properties [47].

Our study in [1] introduces a novel approach by employing a rotationally invariant (or
frame-indifferent) energy density in a phase-field-like model, utilizing atomistically deter-
mined or experimentally measured GB energies. To the best of our knowledge, no phase–
field model has been reported addressing frame indifference / rotational invariance along
with experimentally measured GB energy density for simulating the dynamics of various
GBs in two-dimensional space. The experimentally measured GB energy density indicates
the presence of equilibrium High-Angle Grain Boundaries (HAGBs) [48], a feature not ac-
counted for in existing phase-field-based GB models [1]. Given these considerations, the
principal objectives of the current study are to extend our established 1-D model [1] into
the 2-D realm, encompassing the following key features:

• Implementation of an experimentally measured grain boundary (GB) energy function
to drive the evolution of GBs in 2-D.

• Addressing rotational invariance within the model.

• Capturing equilibrium transition layers in two–dimensional grain array, serving as an
idealized representation of equilibrium HAGBs.

• Demonstrating aspects of idealized grain rotation, curvature-driven GB motion, and
grain growth in 2-D.

• Achieving local equilibrium at the triple junction by satisfying the Herring condition.

The model proposed in this study can effectively capture equilibrium transition layers within
a 2-dimensional grain array as an idealized representation of equilibrium HAGBs. Our model
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shows grain growth through grain reorientation and curvature-driven GB motion, idealized
in two spatial dimensions.

Complementing [31], this work treats GBs and triple junctions as localized features within
a continuous orientation field, diverging from discrete object approaches. By addressing
experimentally measured GB energy density and rotational invariance, our model offers a
robust framework for simulating GB evolution using experimental data. Further details can
be found in [1].

2. Mathematical formulation of the 2-D Continuum Grain Boundary Model

In this work, we restrict attention to 2–D where one angle parameter (orientation (θ))
suffices. The variable ( θ) is defined as the angle in radians between the crystal frame x-axis
(XP/XN) and the reference frame x-axis (XR). Here, (XP ) denotes the crystal frame making
a positive rotation angle (θP ) with (XR), while (XN) denotes the crystal frame making a
negative rotation angle (θP ) with (XR) as illustrated in Fig. 1. We consider the spatial
domain Ω = (0, L1) × (0, L2). Time is represented by the letter t. The free energy of the
system(F), a fundamental concept in our study, is formulated as

F =

∫
Ω

φ (∇θ,Lθ, l) dΩ, (1)

where L(Laplacian) = div grad, φ (∇θ,Lθ, l) is the overall free energy density, formulated
as follows:

φ (∇θ,Lθ, l) = ϕ (∇θ) + ϵ2 (Lθ)2 .

The parameter l is a significant factor, representing a characteristic GB width. This pa-
rameter is pivotal in defining the function ϕ and understanding the system’s behavior.
Additionally, we have the material parameter ϵ, which is introduced based on dimensional
considerations. This parameter serves as a representation of the energetic penalty associated
with the presence of sharp kinks in the orientation profile [1].

The gradient flow evolution of the functional F is described by

∂tθ = −M
δF
δθ

, (2)

where M represents a scalar mobility factor that scales the variational derivative of functional
F . The variation of F in the η direction about the state θ is described as

δF =

∫
Ω

[
∂j∂j

(
∂φ

∂ (Lθ)

)
− ∂i

(
∂φ

∂ (∇θ)

)
i

]
η dΩ

+

∫
∂Ω

η

([(
∂φ

∂ (∇θ)

)
j

− ∂j

(
∂φ

∂ (Lθ)

)]
nj

)
dS

+

∫
∂Ω

nj∂jη

([
∂φ

∂ (Lθ)

])
dS, (3)
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Figure 1: Representation of orientation (θ) with respect to the reference frame (XR). Here, (XP ) denotes
the crystal frame making a positive rotation angle (θP ) with (XR), while (XN ) denotes the crystal frame
making a negative rotation angle (θN ) with (XR).

where nj represents jth component of the unit normal vector. The variational derivative is
then described as

δF

δθ
= ∂l∂l

(
∂φ

∂ (Lθ)

)
− ∂j

(
∂φ

∂ (∇θ)

)
j

. (4)

Among the potential boundary conditions stemming from Eq. (3) are

θ = specified; ∇θ · n̂ = specified; (5a)

θ = specified; ∂φ

∂ (Lθ)
= specified; (5b)(

∂φ

∂ (∇θ)
−∇

(
∂φ

∂ (Lθ)

))
· n̂ = specified; ∂φ

∂ (Lθ)
= specified; (5c)

∇θ · n̂ = specified;
(

∂φ

∂ (∇θ)
−∇

(
∂φ

∂ (Lθ)

))
· n̂ = specified; (5d)

(other possibilities, involving combinations of these conditions on mutually exclusive parts
of the boundary exist). Substituting Eq. (4) into Eq. (2), one obtains

∂tθ = −M

(
∂l∂l

(
∂φ

∂ (Lθ)

)
− ∂iJi

)
, (6)

where J= ∂φ
∂(∇θ)

, as the governing equation. In this work we use the boundary condition
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Eq. (5d), specified to vanish:

∂kθnk = 0,(
Jk − ∂k

(
∂φ

∂ (Lθ)

))
nk = 0.

(7)

This boundary condition is chosen here, but any of the other combinations in Eq. (5)
could also be utilized. We use it for simplicity, noting that it is not a central focus of this
work.

2.1. Experimental data based grain boundary (GB) energy density functions
The determination of GB energy concerning misorientation is a well-established practice,
with documented measurements available in the literature [48–50]. Read and Shockley’s
groundbreaking work [51] theoretically derived a density function for GB energy, rooted in
dislocation mechanics principles, applicable within the context of small misorientations, and
aligning with an energy density cusp at 0 misorientation. The application of the variational
method to compute interfacial energies of tilt boundaries has revealed cusps in the ϕ function
[48]. For FCC metals, a GB energy function characterized by these cusps has been proposed,
relying on the fundamental five macroscopic degrees of freedom [52]. However, examining
the GB energy density (ϕ) in copper using molecular dynamics (MD) simulations reveals a
notably smoother ϕ function [53]. The literature reports various forms of ϕ, and there is no
definitive consensus on its exact shape [1].

The evolution equation (Eq. (6)) operates on a dimensional grain boundary energy den-
sity function, typically derived from experimentally measured data [48]. This data, covering
misorientations (∆θ), is transformed into a function of |∇θ|, as described in Section 1. Ex-
tending this function as an even function over a defined range characterizes the change in the
fundamental period of a periodic function ϕ across the real line, essential for our calculations
[1].

Hasson and Goux’s experimental data [48] is correlated with two distinct ϕ functions in
[1]: one is a smooth energy density (SED) denoted ϕs, and the other is a cusp energy density
(CED) denoted ϕc.

The SED function, derived from a cubic spline interpolation of the complete experimental
dataset, closely represents all energy troughs observed in the experimental data, presumed
to be the closer reality in this context. This includes even the higher energy troughs. In
contrast, the CED function is generated by fitting chosen experimental data points with
piecewise–non–convex quadratic segments. These segments are linked together through
smooth transitions positioned around the local minima of the energy density data. Notably,
both functions exhibit non-convex characteristics, with troughs of varying depths. In this
study, we opted to utilize the SED (ϕs) since it captures all the troughs in the experimental
data and is assumed to be the ground truth.

As discussed in [1], the evolution Eq. (6) utilizes a dimensional SED (ϕs) function fitted
to experimentally measured GB energy density data in [48].
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The energy density function ϕs is discretized into N segments according to the method-
ology outlined in [1]. Within this discretization, the value of ϕ at a specific point, |∇θ|, can
be obtained as

ϕ(|∇θ|) = Rq(|∇θ|), |∇θ|sq ≤ |∇θ| ≤ |∇θ|fq ,
where, each Rq(|∇θ|) represents the qth segment of the ϕ(|∇θ|) function. The values |∇θ|sq
and |∇θ|fq denote the starting and ending points of this qth segment, respectively. The index
q varies from 1 to N .
In accordance with the view presented in [1], the expression for the SED (ϕs) function
corresponding to the GB energy density data in [48] can be described as

Rq(|∇θ|) = B
(
aq (|∇θ|l)3 + bq (|∇θ|l)2 + cq|∇θ|l + dq

)
, |∇θ|sq ≤ |∇θ| ≤ |∇θ|fq , (8)

where, the parameter B represents a dimensional material constant that scales the data
from relative to actual GB energy density, essentially setting the energy scale for the prob-
lem. The parameter l denotes the GB width, crucial for converting misorientation (∆θ)
into orientation gradients. Through non-dimensionalization, this transformation potentially
enables the interpretation of orientation gradients as misorientation. The coefficients aq, bq,
cq, and dq define the cubic polynomial specific to the qth segment of the overall spline. These
coefficients are carefully chosen to ensure that the overall energy density function maintains
continuous differentiability across the fundamental period.

Fig. 2 illustrates the SED function, which is an interpolating function for the experimen-
tal data. Additionally, it showcases the first derivative of this function. Notably, the SED
function possesses physical dimensions that correspond to energy density. The substitution
of the expression from Eq. (8) into the overall free energy equation of the system in Eq. (1)
yields the final evolution equation associated with ϕs.

The non-dimensional form of the governing equation (Eq. (6)), as a result of non-
dimensionalization, is

∂t̃θ = −α∇̃4θ + ∇̃ · J̃
(
∇̃θ
)

∗ (9)

where,

xi = lx̃i, t =
lt̃

MB
, ∇θ =

1

l

∂θ

∂x̃i

=
1

l
∇̃θ, ∂tθ =

MB∂t̃θ

l
, α =

2ϵ2

Bl3
.

In this context, it’s important to remember that the variable l corresponds to the width of
the GB, while M signifies the GB mobility. Additionally, ϵ quantifies the energy penalty
associated with the presence of sharp kinks in the orientation profile. The notation ˜
placed above a variable signifies that it has been non-dimensionalized to remove its original
dimensions.

From this point forward, we will exclusively focus on the non-dimensionalized problem.
To simplify notation for clarity, we will no longer include the overhead ˜on variables.

∗∇ · J = divJ
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Figure 2: Fitting a smooth curve to represent grain boundary energy density as a function of |∇θ| based on
experimental data obtained from [48]. W1,W2, ...W8 denote the different wells in the SED function, while l
represents the width of the grain boundary [1].

3. Numerical Implementation

The governing equation of the present model (Eq. (9)) is fourth–order in space. A mixed
formulation approach is followed. The fourth–order equation is split into two-second–order
equations as follows:

∂tθ = −α∂l∂lv + ∂kJk, (10a)
v − ∂i∂iθ = 0. (10b)

The test functions w and q are multiplied with Eq. (10) and integrate as∫
Ω

w∂tθdΩ = −
∫
Ω

wα∂j∂jvdΩ +

∫
Ω

w∂iJidΩ, (11a)∫
Ω

qvdΩ−
∫
Ω

q∂l∂lθdΩ = 0. (11b)
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The corresponding weak form for the Eq. (10) is∫
Ω

w∂tθdΩ =

∫
Ω

α∂jw∂jvdΩ−
∫
Ω

∂iwJidΩ +

∫
∂Ω

w (Jk − α∂kv)nkdS; (12a)∫
Ω

qvdΩ +

∫
Ω

∂lq∂lθdΩ−
∫
∂Ω

q∂kθnkdS = 0. (12b)

The boundary terms in Eq. (12) are set to zero and the boundary conditions chosen for the
present work are

∂kθnk = 0, (13a)
(Jk − α∂kv)nk = 0. (13b)

The spatial discretization is carried out as

θh(x, t) =
N∑
i=1

Θj(t)Nj(x) & vh(x, t) =
N∑
i=1

Vj(t)Nj(x),

where Vj(t) and Θj(t) are scalars. The test functions w and q are replaced by Ni and the
Eq. (12) becomes

∂tΘj(t)

∫
Ω

NiNjdΩ = αVj

∫
Ω

∇Ni · ∇NjdΩ−
∫
Ω

∇Ni · JdΩ; (14a)

Vj

∫
Ω

NiNjdΩ +Θj

∫
Ω

∇Ni · ∇NjdΩ = 0. (14b)

The Euler forward method is used to discretize in time, and the Eq. (14) becomes

MΘn
j = αV n−1

j Adt+MΘn−1
j − F n−1dt; (15a)

MV n−1
j = −AΘn−1

j . (15b)

where,
Mij =

∫
Ω

NiNjdΩ, Aij =

∫
Ω

∇Ni · ∇NjdΩ, & Fi =

∫
Ω

∇Ni · JdΩ

where M is the mass matrix, A is the stiffness matrix, and the superscripts n and n−1 over
a variable represent the variable calculated at current and previous time steps respectively.

The final formulation in Eq. (15) requires C0 continuity at the junctions of the finite
elements. Therefore, it could be solved using the Lagrange elements in the deal.II [54], the
open-source finite element library in which the framework has been implemented. We first
solve for V n−1

j in Eq. (15b) and substitute it in Eq. (15a) and solve for Θn
j . Repeat this

process by increment in time until the system attains equilibrium.
Let us consider Eq. (8) for evaluation of the energy density
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ϕ(|∇θ|) = ℜq(|∇θ|) = B
(
aq|∇θ|3 + bq |∇θ|2 + cq|∇θ|+ dq

)
, |∇θ|sq ≤ |∇θ| ≤ |∇θ|fq .

Now evaluate J(∇θ) = ( ∂ϕ
∂(∇θ)

) as

J(∇θ) = B

(
3aq|∇θ|2 ∇θ

|∇θ|
+ 2bq|∇θ| ∇θ

|∇θ|
+ cq

∇θ

|∇θ|

)
, |∇θ|sq ≤ |∇θ| ≤ |∇θ|fq , (16)

Note that ∂|∇θ|
∂∇θ

= ∇θ
|∇θ| where |∇θ| =

√
∇θ · ∇θ. Additionally, J2(|∇θ|) := ∂2ϕ

∂|∇θ|2 is only
used for the calculation of the stable time step in Eq. (21) as detailed in [1], and it can be
computed as

J2(|∇θ|) = B (6aq|∇θ|+ 2bq) , |∇θ|sq ≤ |∇θ| ≤ |∇θ|fq . (17)

The discontinuity in ∇θ
|∇θ| at ∇θ = 0 in Eq. (16) is smoothed by the use of tanh(γ|∇θ|)

|∇θ| ∇θ [55]
based on which J is rewritten as

J(∇θ) = B
(
3aq|∇θ|2 + 2bq|∇θ|+ cq

)
tanh(γ|∇θ|) ∇θ

|∇θ|
, (18)

where the γ = 100 is used for all the simulations.

3.1. Von Neumann stability analysis
Von Neumann stability analysis offers the time-stepping constraints applicable to discretized
linear partial differential equations with constant coefficients. This analysis is particularly
relevant for various numerical methods, including finite difference schemes [56]. The term
represented by J in Eq. (9) exhibits strong nonlinearity. In accordance with the methodology
outlined in [1], we express our equation in the following 1–D as

∂tθ = −α∂4
xθ + J2 (∂xθ) ∂

2
xθ, (19)

assume J2 as a constant coefficient, conduct a Von Neumann stability analysis, extract the
time step constraint(s) associated with the J2 value at each node, and ultimately select the
minimum of these constraints across the entire domain. The growth factor corresponding
to the explicit scheme is acquired from the expression

θt+dt
k =

(
1− α(2 cos(2k∆x)− 8 cos(k∆x) + 6)dt

(∆x)4
+

J2(2 cos(k∆x)− 2)dt

(∆x)2

)
θtk.

This leads to the following stability constraint:
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∣∣∣∣1− α(2 cos(2k∆x)− 8 cos(k∆x) + 6)dt

(∆x)4
+

J2(2 cos(k∆x)− 2)dt

(∆x)2

∣∣∣∣ ≤ 1+O(dt) ∀ 0 ≤ k ≤ ∞

(20)
(well-posed growth of the solution has to be allowed for J2 < 0, α > 0) where,

0 ≤ (2 cos(2k∆x)− 8 cos(k∆x) + 6) ≤ 16; −4 ≤ (2 cos(k∆x)− 2) ≤ 0.

The stability constraints for the scheme are as follows (∆x > 0):

dt ≤



∆x2

2J2
, α = 0, J2 ≥ 0

No viable time step, α = 0, J2 < 0
∆x4

8α
, α > 0, J2 = 0

∆x4

8α
, α > 0, 0 < ∆x ≤

√
4α
|J2| , J2 < 0

∆x4

2(4α+|J2|∆x2)
, α > 0, J2 ≥ 0.

(21)

As previously mentioned, we calculate the time step (dt) at all nodes based on the
stability constraints in Eq. (21). Subsequently, we select the smallest value among all nodes
as the stable time step for solving Eq. (15).

4. Results and Discussion

The results detailed in this section are produced utilizing the finite element method (FEM)
based formulation presented in Section 3. The adaptive time stepping (dt) expressed in
Eq. (21) is multiplied with a factor of 0.02 and a value of 100 is used for γ in Eq. (18) for
all simulations. The simulations in this section are performed using the SED (ϕs) function
in Fig. 2.
In this section, we discuss the following:

• grain rotation;

• equilibrium high–angle grain boundaries (HAGBs) emerging from the sharp bound-
aries;

• curvature–driven GB motion and grain growth;

• local equilibrium of triple junctions by satisfying Herring condition.

4.1. Bi-crystal with straight grain boundary
Polycrystalline materials typically exhibit GBs between individual grains, which may ap-
pear immobile under certain conditions. Experimental observations indicate that GBs in bi-
crystal configurations, specifically those without the influence of multi-junction constraints,
remain stationary in the absence of external forces such as stress or electromagnetic fields
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[57–60]. Furthermore, straight boundaries, as opposed to curved ones, are notably resistant
to movement in these circumstances. This case study aims to test the model in producing
an idealized equilibrium straight GB between two grains, i.e. a bicrystal. As per the litera-
ture, a misorientation angle ∆θ less than or equal to 10◦ is categorized as part of the grain
interior (including the sub-grain boundaries), while a misorientation angle greater than 10◦

is designated as a grain boundary (HAGBs) [61]. To correlate the ranges of misorientation
angles (∆θ) with |∇θ|, as transformed by ∆θ = |∇θ|l, as discussed in Section 1, and sub-
sequently non-dimensionalized as presented in Eq. (9), the grain interior is now defined as
|∇θ| ≤ 0.1745 (equivalent to ∆θ ≤ 10◦), and a GB is defined as |∇θ| > 0.1745 (analogous
to ∆θ > 10◦) [1].

(a) (b)

(c)

Figure 3: The temporal evolution of orientation in a bi-crystal with straight GB at a time (a) t = 0, and
(b) t = 8.48. The energy density function is SED and α = 0.07. The system achieves the final equilibrium
profile corresponding to maxxx|(θt+dt − θt)/dt| < 1× 10−3. The corresponding total energy evolution over
time is depicted in (c). Different colours represent different orientations of the grains, and black colour
represents GBs corresponding to energy density wells in Fig. 2.

Fig. 3a depicts the initial state of a bi-crystal featuring a straight, non-equilibrium GB
highlighted in grey. In this configuration, the magnitude of the gradient of the orientation
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field, |∇θ|, is recorded at 1.28, indicating its distance from the local minima of |∇θ| (|∇θ| ≈
1.2) as illustrated in Figure 2.

The simulation begins with this initial condition and is allowed to evolve using the SED
function until it attains equilibrium, defined by the criterion maxxx|(θt+dt|x − θt|x)/dt| <
1× 10−3.
Consequently, the simulation results in the emergence of a straight, equilibrium GB depicted
in black in Fig. 3b, corresponding to the |∇θ| = 1.2 well in Figure 2.

The GB in this equilibrium state adjusts its width to align with the characteristic |∇θ|
value of the well, and it remains in this state until the system reaches the aforementioned
equilibrium criterion.

These model outcomes are in line with experimental observations, which show that
straight GBs remain stationary in the absence of external forces like stress or electromag-
netic fields. Furthermore, they demonstrate the capacity of the model to lower the overall
energy of the system by naturally producing equilibrium GBs that correspond to the local
minima of |∇θ|.

4.2. Bi-crystal with circular grain boundary
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(a) θIG ≈ 1.28 radians/73.34◦ (b) θIG ≈ 1.238 radians/70.93◦

(c) θIG ≈ 0.931 radians/53.34◦ (d) θIG ≈ 0.464 radians/25.59◦

(e) (f)

Figure 4: The temporal evolution of orientation in a bi-crystal with circular grain at a time (a) t = 0, (b)
t = 0.48, (c) t = 4.91, (d) t = 9.45, and (e) t = 15.61. Here, θIG, θOG, and XR denote the orientations
of the inner grain, outer grain, and the reference frame, respectively. The energy density function is SED
and α = 0.05. The system achieves the final equilibrium profile corresponding to maxxx|(θt+dt − θt)/dt| <
1× 10−3. The corresponding total energy evolution over time is shown in (f), where points A, B, C, D, and
E indicate the total energy of the system at the states depicted in (a), (b), (c), (d), and (e), respectively.
Different colors represent different orientations of the grains, and black color represents GBs corresponding
to energy density wells in Fig. 2.
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Experiments suggest that grain growth can result from the combined effects of curvature-
driven GB motion and grain rotation [62, 63]. This proposition finds support in various
simulation technique results [3, 64, 65]. In Fig. 4a, a circular grain (red) is initially embedded
within a larger grain (blue) with a different orientation. The initial |∇θ| = 1.28, represented
by the grey region in Fig. 4a, is distant from the equilibrium wells in Fig. 2. As the system
evolves over time, the circular grain rotates with respect to the larger blue grain, forming
a metastable HAGB corresponding to the |∇θ| = 1.2 well in Fig. 2. The change in color
represents the orientation change of the circular grain.

Continuing the evolution shown in Fig. 4c and Fig. 4d, the system does not equilibrate
with the grain boundary in the |∇θ| = 1.2 well. The outer and inner grains gradually
rotate toward each others’ orientations, as indicated by the changing colors. Despite the
persistence of the |∇θ| = 1.2 condition, the grain boundary (GB) width reduces (reflecting
the metastability of the system), and the GB migrates inward toward the center of the inner
grain by a small amount.

Eventually, the inner circular grain disappears, as seen in Fig. 4e, by aligning its ori-
entation with that of the outer grain. This occurs primarily through grain rotation, sup-
plemented by small curvature-driven GB motion (in this case). These results highlight the
model’s capability to capture grain growth and annihilation driven by grain rotation cou-
pled with curvature-driven GB motion. We suspect that the deviation of the computed
evolution from radial symmetry is a combination of the use of a structured square mesh
and, possibly, the square shape of the outer domain - a conclusion partially supported by
obtaining exactly the same evolution rotated by 45◦, in a simulation in which the exter-
nal square boundary was rotated by the same angle. A detailed computational exploration
of such deviations is left for future study, involving a radially symmetric mesh and geometry.

4.3. Tri-crystal with sharp grain boundaries
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(a) (b)

(c)

Figure 5: The temporal evolution of orientation (θ = 0, 1.2, & 2.4) in a tri-crystal with sharp straight GBs
initial condition at time (a) t = 0, and (b) t = 15.72. The energy density function is SED and α = 0.07.
The system achieves the final equilibrium profile corresponding to maxxx|(θt+dt − θt)/dt| < 1 × 10−3.
The corresponding total energy evolution over time is depicted in (c). Different colours represent different
orientations of the grains, and black colour represents GBs corresponding to energy density wells in Fig. 2.
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A tri–crystal with sharp non-equilibrium GBs (grey) initial condition is shown in Fig. 5a.
The initial orientations of the grains are 0 (blue), 1.2 (green), and 2.4 (red). The current
initial condition is allowed to evolve with time. The sharp GBs become widened and produce
equilibrium GBs (black) with finite width and a triple junction as shown in Fig. 5b. The
vertical equilibrium GB produced in Fig. 5b corresponds to the |∇θ| = 2.6 well family in
Fig. 2 and the other two are corresponding to the |∇θ| = 1.2 well family. Note that some
of these GBs belong to distinct wells, each possessing varying GB energies. In experimental
observations, it is noticed that the existence of GBs with finite widths and different ener-
gies corresponds to the misorientation. It is also worth mentioning that in the Fig. 5b, the
triple junction in grey colour signals that it does not align with any of the equilibrium well
misorientations. This deviation from the expected alignment could be attributed to energy
considerations within the triple junction. From this simulation, it is clear that the model
can produce a triple junction and GBs with a finite width corresponding to the equilibrium
wells even out of an initial condition with sharp boundaries, which is in line with the exper-
imental findings [61].

Experimental results have unequivocally demonstrated the phenomenon of curvature-
driven GB motion. As a natural extension of these findings, the upcoming study aims to
replicate the transition from initially curved non-equilibrium GBs to straight GBs driven
by curvature within the context of a tricrystal system featuring a triple junction. As initial
conditions for this investigation, we utilize a tricrystal system with a distinct set of sharp
and curved non-equilibrium GBs, as indicated in Fig. 6a. Notably, the initial grain orienta-
tions are designated as follows: 0 (blue), 1.2 (green), and 2.4 (red). This initial condition is
then subjected to temporal evolution. In Fig. 6b, the initially sharp GBs undergo a transfor-
mation, widening and giving rise to GBs with finite width. However, these new boundaries
remain distinct from the equilibrium well, except for the vertical straight GB separating the
blue and red grains. Apart from this specific vertical GB, the other two GBs maintain their
curvature.

The subsequent stages of GB evolution, as depicted in Fig. 6c and Fig. 6d, reveal that
these initially curved GBs eventually transition into straight GBs characterized by |∇θ|
values that align with the equilibrium well. This evolution leads to the formation of an
equilibrium triple junction characterized by straight GBs. In Fig. 6d, it is noteworthy that
the vertical GB belongs to the |∇θ| = 2.6 well family, as depicted in Fig. 2, while the other
two correspond to the |∇θ| = 1.2 well family, mirroring the findings in Fig. 5b. Furthermore,
in Fig. 6d, the triple junction in grey colour is a noteworthy observation, as it remains
distinct from any of the equilibrium well misorientations. This finding closely parallels the
results depicted in Fig. 5b, underscoring the consistent divergence of the triple junction from
equilibrium well configurations. This simulation unequivocally demonstrates the model’s
capacity to generate an equilibrium triple junction and straight GBs with finite widths, even
when initiated from the conditions of sharp and curved non-equilibrium boundaries. This
outcome serves as compelling evidence that the model successfully replicates the curvature-
driven GB motion observed in experimental settings along with the presence of a triple
junction.
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(a) (b)

(c) (d)

(e)

Figure 6: The temporal evolution of orientation (θ = 0, 1.2, & 2.4) in a tri-crystal with sharp curved GBs
initial condition at time (a) t = 0, (b) t = 0.31, (c) 68.60, and (d) t = 103.49. The energy density function
is SED and α = 0.07. The system achieves the final equilibrium profile corresponding to maxxx|(θt+dt −
θt)/dt| < 1× 10−3. The corresponding total energy evolution over time is shown in (e), where points A, B,
C, and D indicate the total energy of the system at the states depicted in (a), (b), (c), and (d), respectively.
Different colors represent different orientations of the grains, and black color represents GBs corresponding
to energy density wells in Fig. 2.
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Finally, the objective is to demonstrate the model’s ability to satisfy the Herring condi-
tion [33, 34] by achieving local equilibrium at the triple junction through the force balance of
the GBs. It is assumed that the torque term is negligible for general boundaries located far
away from the special boundaries [66], such as Coincident Site Lattice (CSL) boundaries like
Σ3 and Σ5. These CSL boundaries typically exhibit lower GB energy compared to typical
HAGBs [61].

While the results depicted in Fig. 5b and Fig. 6d also exhibit compliance with the Herring
condition, it is important to note that their initial conditions might be in close proximity
to the final equilibrium profile achieved by the model due to the Herring condition. This
proximity could introduce a degree of bias in the initial conditions. To mitigate this potential
bias, an initial condition significantly distant from the final equilibrium profile has been
deliberately selected, as depicted in Fig. 7a. As time progresses, the system undergoes
evolution at the triple junction, consistently yielding dihedral angles close to 120◦ between
the GBs. This stable configuration is maintained throughout the evolution, as illustrated
in Fig. 7b and Fig. 7c. In Fig. 7d, the system extends the GB evolution to the simulation
domain boundaries, revealing the triple junction with dihedral angles close to 120◦ between
the GBs as a notably favorable energy configuration. These simulation results showcase
the model’s capability to fulfill the Herring condition, even when starting from an unbiased
initial condition.
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(a) (b)

(c) (d)

(e)

Figure 7: The temporal evolution of orientation (θ = 0, 1.2, & 2.4) in a tri-crystal with flat GBs initial
condition at time (a) t = 0, (b) t = 11.63, (c) 95.09, and (d) t = 198.65. The energy density function
is SED and α = 0.09. The corresponding total energy evolution over time is shown in (e), where points
A, B, C, and D indicate the total energy of the system at the states depicted in (a), (b), (c), and (d),
respectively. Different colours represent different orientations of the grains, and black colour represents GBs
corresponding to energy density wells in Fig. 2. 21



5. Conclusions

The present study leads to the following conclusions:
• The current study is the extension of our 1-D model [1] where an experimentally

measured grain boundary (GB) energy function is used to drive the evolution of GBs
in 2-D and addresses rotational invariance within the model.

• The SED (ϕs) has been chosen for use in this study as it effectively captures all the
troughs in the experimental data and is assumed to represent the ground truth [1].

• A Finite Element Method (FEM) approach is applied to solve the gradient flow equa-
tion, providing a computational framework that naturally accommodates jump condi-
tions. This is in contrast with the Finite Difference Method (FDM) approach utilized
in our previous study [1] where special care had to be taken to impose the crucial jump
condition at kinks.

• The model captures equilibrium transition layers in a 2-D grain array, serving as an
idealized representation of equilibrium HAGBs,

• The present model incorporates aspects of idealized grain rotation, curvature-driven
GB motion, and grain growth in 2-D,

• The model attains local equilibrium at the triple junction by adhering to the Herring
condition.

The present isotropic model successfully captures idealized features such as equilibrium
HAGBs, grain rotation, curvature-driven GB motion, grain growth, and triple junctions
that satisfy the Herring condition in our 2-D simulations. Incorporating GB inclination
dependency into the existing model and application of this GB model in a Crystal Plasticity
(CP) framework is a natural extension, allowing for an in-depth exploration of the impact
of anisotropy and deformation on microstructural evolution. Challenges lie ahead for our
experimentally informed setup, particularly in addressing the computational demands asso-
ciated with three-dimensional (3-D) simulations, mathematical complexities associated with
the anisotropic model, and the comprehensive representation of coupled interfacial–bulk
mechanics of defects, as elaborated in Section 1 of [1]. These endeavours aim to accurately
model the GB evolution and the mechanics of GB junctions, with the hope of understanding
the design of the microstructure of the material to serve the needs of diverse applications.
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