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Abstract
The numerical analysis of stochastic parabolic partial differential equations of the
form

du+ A@w)dt = fdt+gdW,

is surveyed, where A is a nonlinear partial operator and W a Brownian motion. This
manuscript unifies much of the theory developed over the last decade into a cohesive
framework which integrates techniques for the approximation of deterministic partial
differential equations with methods for the approximation of stochastic ordinary dif-
ferential equations. The manuscript is intended to be accessible to audiences versed
in either of these disciplines, and examples are presented to illustrate the applicability
of the theory.
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1 Introduction

We consider the numerical approximation of solutions of stochastic partial differential
equations (SPDE’s) of the form

du+A@)dt = fdr+gdw, u(0) =u’. 1)

The solution u := {u(t) |t € [0, T]} is a stochastic process taking values in a Banach
space U. The operator A : U — U’, processes f, g, and the random variable u° are
specified later, and W := {W; |t > 0} is a Wiener process on a filtered probability
space (2, F, {F()}o=r<r. P).

The existence theory for (1) was first developed for linear spatial operators and then
extended in various directions. The analysis of numerical schemes to approximate
solutions of (1) has paralleled this development within the last decade.

(1) The stochastic linear heat equation: A(u) = —Au; [19, 41].
(i1) Problems with Lipschitz nonlinearities: A(u) = —Au + F(u); [11, 18, 24, 29].
(iii) Semi-linear equations which involve locally Lipschitz nonlinearities:

(a) The Allen-Cahn equation: A(u) = —Au + (Ju)* = Du; [23, 30, 36],

(b) The nonlinear Schrodinger equation: A(u) = —i(Au + lu|?u); [10].

(c) The incompressible Navier—Stokes equation A(u) = —Au + (u - V)u; [5, 6,
16, 35].
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(d) The Landau-Lifshitz equation: A(u) = u x (u X Au) —u x Au; [1].

(iv) Very few results are available for the numerical approximation of stochastic
versions of degenerate parabolic equations, such as the stochastic porous-medium
equation [17].

For the first two cases, semigroup techniques are often used to construct mild solutions
of (1); a comprehensive exposition of this theory may be found in the monograph
[9]. Variational approaches were developed in [26, 34] to accommodate nonlinear
equations where the concept of a mild solution is not available. The more general
notion of a “weak martingale solution” is required to obtain the existence of solutions
for the last two equations in (iii), and (iv).

The collective effort of this work is a unification of techniques from stochastic
analysis and numerical analysis of PDE’s, resulting in a general convergence theory
for implementable discretizations of a wide class of nonlinear SPDE’s. This theory
provides the technical tools needed to realize the Lax Richtmeyer meta—theorem:

A numerical scheme converges if (and only if) it is stable and consistent.

For this purpose, we distill and adapt ideas from [1, 5, 20, 21, 31] to develop a general
convergence theory for numerical schemes comprising of the following steps:

1. Estimates: Structural properties of the particular SPDE inherited by the discrete
schemes are used to bound the numerical approximations uniformly with respect
to discretization parameters. While the specific structure and bounds are prob-
lem dependent, standard tools from stochastic analysis (independence, filtrations,
adaptedness) are utilized to accommodate the stochastic term.

2. Compactness: Compactness properties of Banach spaces with both weak and
strong topologies are used in an essential fashion when the operator A is nonlin-
ear. For deterministic PDE’s (g = 0 in (1)) the Banach—Alaoglu and Lions—Aubin
theorems are used to identify limits of approximate solutions. In the stochastic
setting the solutions are random variables taking values in Banach spaces and the
deterministic arguments are augmented with the Prokhorov theorem on compact-
ness in distribution to obtain convergence of laws.

3. Convergence: Concepts of weak and strong solutions are used in both, the deter-
ministic and probabilistic setting to specify in what sense a function u is a solution
of the equation. While the meaning of a weak solution is very different in each
setting, it has the same purpose; it extends the concept of a solution to accommo-
date situations where strong (or classical) solutions may not exist. In this work,
the concepts of a weak solution for the deterministic and stochastic setting are
combined to construct weak martingale solutions as a limit of solutions to discrete
approximations of (1).

Bounds upon the numerical approximations establish stability of the numerical
schemes. For consistent (Galerkin) approximations of the parabolic problems under
consideration we show

stability = stability & compactness = convergence,
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sothatthe Lax Richtmeyer theorem is realized. The goal of this article is to present these
ideas in a context accessible to audiences from either numerical PDE’s or stochastic
analysis. To achieve this, key results required from each area will be stated and their
role explained prior to their use, and the following section reviews background material
on the numerical approximation of PDE, stochastic analysis, and probability.

Following the introductory material (which may be skipped at first reading) Sect. 3
introduces the implicit Euler approximation of parabolic SPDE’s, and a general con-
vergence results is presented in Theorem 3.2. This theorem establishes convergence in
law of the numerical approximations, and Sect. 3.1 considers convergence of the spa-
tial terms under this mode of convergence. To illustrate an application of the abstracty
theory, convergence of numerical approximations of SPDE’s with A : U — U’ linear
is established in Sect. 4. The proof of Theorem 3.2 is taken up on Sect. 5. To reduce
the technical overhead scalar valued Weiner noise is assumed, and at the end of this
section the extension of the proof to include spatial noise is sketched. This extension is
mainly technical in the sense that once the additional definitions, concepts, and prop-
erties are acquired, proofs in the simplified setting extend directly to the more general
situation. Section 6 applies the general theory to establish convergence of numerical
approximations for three prototypical nonlinear SPDE’s.

2 Preliminaries from numerical and stochastic analysis

In this section, we give a terse review of the essential concepts from numerical PDE’s
and stochastic processes required for the development of weak martingale solutions
to Eq. (1).

2.1 Numerical partial differential equations

This section reviews the abstract setting where tools from functional analysis can be
applied to solve nonlinear PDE’s. Solutions are sought in a Banach space U, and a
pivot space construction is used to characterize the partial differential operator under
consideration. Specifically, U is assumed to be densely embedded in a Hilbert space H,
and when H is identified with its dual by the Riesz theorem we have U < H < U’.
Then u € U is identified with the dual element ¢(«) € U’ by

tw)(w) = (u,v)g, veuU.
If f € U’ we frequently write (f, v) = f(v) so that (f,v) = (f,v)y when f € H.
Solutions of time dependent problems are viewed as (strongly measurable) func-

tions from the interval [0, T'] to various Banach spaces. The Bochner spaces are the
natural Banach spaces that arise in this context; for example,

T
L*0,T; Ul ={u:[0,T1— U | / lu(®)13 dt < oo},
0

L®0,T; H]={u:[0,T] — H | ess Supg<,<7 lu(t) ||z < oo}.
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Similar notation is used for the continuous functions, C[0, T; U], and Holder contin-
uous functions, CO’G[O, T; U], from [0, T'] to a Banach space U.

The space U is constructed so that the partial differential operator, A, in equation
(1) maps U to U’. In this situation it is possible to definea : U x U — R by

a(u,v) = A(u)(v), u,vel.

The canonical example of this construction is the Laplacian A(u) = —Au on a
bounded domain D C R? with homogeneous boundary data. Letting H = L?*(D)
and U be the Sobolev space

U=HND)={ueL*D) | VueL*D)", ulsg =0},

then

Aw)(v) = (—Au,v) = / Vu.Vvdx = a(u,v), u,vel.
D

In this setting, a weak solution of the (stationary) PDE A(u) = f satisfies
uelU a(u,v)= f(), velU. 2)

The solution of this second order PDE is “weak” in the sense that it is only required
to have one square integrable derivative and the datum f € U’ need not be regular.
For linear problems the following theorem establishes existence of weak solutions in
many situations.

Theorem 2.1 (Lax Milgram 1954) Let U be a Hilbert space and a : U x U — R be
bilinear. Suppose that there exist constants C,, ¢, > 0 such that

lau, v)| < Callullyvlly, and atu,u) > cilully,  u,veU.
Then for each f € U’ there exists a unique u € U such that
a(u,v) = f(v), velU.

Moreover, |lully < || fllu/ca-

Given f : (0,T) — U’ and u® € H, a weak solution of the evolution equation
du+ A(u) = f on (0, T) with u(0) = u® is a function u : [0, T] — U satisfying

t

t
(u(t),v)H—i-/ a(u,v)ds = (uO,U)H+/ (f,v)ds, wveU, tel0,T].
0 0
3)
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The pivot space construction is used to characterize d;u(t) € U’ for almost every
t € (0, T) through

(u(+h) —u@),v)y

, eU.
7 v

(0u(r), v) = lim

Now we turn to the discretization of problems (2) and (3). If U, C U is a finite

dimensional subspace, a natural numerical scheme to approximate weak solutions of

the stationary problem (2) is obtained by seeking a function u;, € Uj, which satisfies the

weak statement for each “test function” v, € Uj,. To obtain a fully discrete scheme for

the evolution equation (3) itis necessary to also approximate the time derivative. If N €

Nand r = T/N is a time step, the implicit Euler scheme computes approximations
N

{u’;f}f:’:l C Uy of {u(t”)}fl\’:1 on a uniform partition {t"},"_, of [0, T'] as solutions of

Wh —ur o Fra@l o) = t(fi o), vweUy, n=1,2,...N,

“

with “21» and f};. approximations of u” and f(¢"). The finite element methodology [3]
provides a systematic method to construct finite dimensional subspaces of the function
space U. These subspaces consist of piecewise polynomial functions on a partition of
the domain D C RY; the index & > 0 denotes the maximal diameter of a partition
(the mesh size). For linear PDEs, if the bilinear functiona : U x U — R satisfies the
hypotheses of the Lax Milgram theorem, then so too does

ac(up, vp) = (Up, vi)g +ta(up, vp),  up, vy € Uy,

which ensures the existence of a unique solution to the implicit Euler scheme (4).

For nonlinear operators A : U — U’ compactness properties of U and H are
required to obtain and identify limits of numerical solutions. For the parabolic problems
under consideration, the space U will always be compactly embedded into the pivot
space H; we write U <> H. For the evolution problem with U <> H <> U’
a typical compactness result for the associated Bochner spaces is the following [38,
Theorems 5 and 7].

Theorem 2.2 Let U be a Banach space.

o Let U —> B <> U’ be embeddings of Banach spaces, and 1 < p < oo. Then
LP[0, T; UINC%?[0, T; U'] <> LP[0, T; B] (and in C[0, T; B] if p = o0).

o LetU <> H < U be embeddings with H a Hilbert space, then C%-?[0, T; U']N
L0, T; U] <> L*[0,T; H].

2.1.1 Skorokhod space

The implicit Euler scheme (4) gives a sequence {u”}flvzo C Uy, which can be interpo-

lated to give either a piecewise affine function i, or a piecewise constant function
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Fig.2 Indexing of piecewise constant caglad functions uj; and Bochner functions fj,

upr (see Fig. 1), which satisfy the equation

ditpy

di + A(upe) = fir, inU’

on [0, T\ {¢"} ,1:’:0. Typically bounds are obtained by multiplying this equation by uy,,
so discontinuous trial and test functions should be admissible; however, it is desirable
to retain some of the continuity properties of ii;,;. For this reason it is convenient to
pose the problem in the Skorokhod-type space! (see Fig. 2),

G[0,T; U]

{u ([0, T1— U’ | u(@)

= lim u(s) and lim u(s) exist}, (i.e., caglad functions).
Ss—>1 s—t

Developing a general theory in this context is extremely useful for applications since
stochastic solutions are not very regular in time. Consistency errors of the form
A(up:) — A(lip,) would arise if test functions were required to be continuous in
time, and frequently these may not vanish as (&, ) — (0, 0).

The construction of the Skorokhod metric is technical, and for completeness we
present it here; however, the explicit formula will not be needed. Let A be the set of
strictly increasing functions A : [0, T'] — [0, T'] satisfying A(0) = 0 and A(T) = T,

! Functions in the Skorokhod space D[0, T; U'] are continuous from the right with left limits (continue &
droite, limite & gauche). For parabolic problems the initial datum is less regular than the solution at later
times, so it is natural to consider functions G[0, T'; U’] continuous from the left with right limits (continue
a gauche, limite a droite).
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and set

(x(:) - A(s))‘
In (2222,
t—s

dg(u, v) = inf max (¥ ), lu — v o Allzeo,;01) -

y(A) = sup

0<s<t<T

The Skorokhod metric is

The following lemma contains the properties of G[0, T'; U’] required in the sequel

[2].

Lemma 2.3 Let U be a Banach space and G[0, T; U'] denote the space of caglad
functions from [0, T] to U’ endowed with the Skorokhod metric, dg(., .).

1. G[0, T; U'] is complete and is separable when U’ is separable.
2. The following embeddings are continuous,

C[0,T:U'l1— G[0,T;U'l— L*[0,T:U'], 1<s <oo0.

In addition, ||ullLep0,7:01 < dg(0,u) so G[0, T; U'] C L*°[0, T; U']; however,
the inclusion is not an embedding since convergence in G[0, T; U'] does not imply
uniform convergence.

3. Ifdg(u,u,) — O, then u,(t) — u(t) fort = 0, t = T, and at every time
t € (0, T) where u is continuous. In particular,

e u,(t) — u(t) for almost every t € [0, T] since there is at most a countable
set of times t € [0, T at which a function in G[0, T; U’ is discontinuous.
e [fthe limit u is continuous, then u,(t) — u(t) for everyt € [0, T].

4. If0 = O <t <. <N =T, then the linear function ¢ : CO’G[O, T;:U'] -
G[0, T; U'] for which ¢(u) is the piecewise constant caglad interpolant of
{u(tl-)}lN:O is continuous, and

dg(@w), () < |lu —vlico,7.v7 and

0
de (@), u) < llullcooo. 701 <II<I}121<XN(IH - tn_l)) .

2.2 Stochastic processes

All of the random variables we consider will be measurable mappings from a prob-
ability space (€2, F, IP) to a topological space X equipped with the Borel o-algebra
B(X), and we adopt the terminology that a (stochastic) process is a function from a
time interval [0, 7'] to a set of random variables. Implicit in the statement of equation
(1) is the presence of a filtration {F(#)}o<;<7 on (2, F, IP). In order to apply standard
results from probability all filtrations are assumed to satisfy the “usual conditions”
[22], namely,
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1. F(0) contains all the null sets.
2. F(t) = Ng=y F(s).

An analogous terminology is utilized for discrete filtrations, 70 ¢ F! c ... c FN.

The probability of a measurable set B € F is denoted by P[ B], and the expected
value of a random variable X by E[X]. The conditional expectation of a random
variable X with respect to a sub-o-algebra G of F is denoted by E[ X |G].

In order to exploit standard results from probability theory it is convenient to view
a solution of Eq. (1) as both a random variable with values in a Bochner space (for
example, u € LZ(Q, L*[0, T; H])), and as a stochastic process (for example, u €
L?[0, T; LP(2, U")]). While both may be viewed as Bochner spaces, a much richer
theory is available for the subspace of stochastic processes adapted to a filtration; that
is, when u(t) is F (t)-measurable forall 0 <t < T.

To construct the stochastic integral of a random variable with values in equivalence
classes of functions, such as G : Q — L2[0, T; H], a jointly measurable adapted
representation g : [0, T]x Q2 — H isrequired for which g(-, w) € G(w) foreveryw €
Q. Specifically, the stochastic integral is correctly defined only for jointly measurable
adapted processes with paths in L2[0, T'; H] almost surely. Such g exists if and only
ifQ — LY0,T: H] : o 1j0,11G (w) is F(t)-measurable for every ¢ € [0, T'], in
which case an appropriate selection is the “precise representative” [13] given by

t
g(t,w)= lim n / G(w)(s)ds, if the limit exists,
(

n—oo t—l/n)*

and g(¢, w) = 0 otherwise. This representative is actually predictable; that is, mea-
surable with respect to the o -algebra generated by left continuous adapted processes.
When identifying a random variable taking values in a Bochner space with a process
we will tacitly assume that a jointly measurable element of the equivalence class is
taken so that the stochastic calculus is available.

2.2.1 Martingales

An important class of adapted processes is the class of martingales. Given a filtration
{F(¢)}+>0 on a probability space, an adapted process {u () };>0 with values in a Banach
space U is an {F(t)};>o—martingale if at each time it is integrable, E[||u(?)||y] < oo,
and if it has conditionally independent increments, E[u () —u(s)|F (s)] = O whens <
t. In particular, E[u(t)|F (s)] = E[u(s)|F (s)] = u(s); the second equality following
since u is adapted. For T > 0 and H a Hilbert space, we denote by M2T (H) the set of
all H-valued, square integrable martingales with continuous paths. If indistinguishable
processes are considered as one process, this is a Banach space when endowed with
the norm

12
1XI g2 a1y = IX 2@ 0.7 = (EL sup 1X@1])
tel0,T]
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Note that the time at which the supremum is taken depends upon w € €2, and two
processes X and Y are indistinguishable if there exists a set A C Q with P[A] = 1
for which X (¢, w) = Y(¢t,w) forallw € Aand ¢ € [0, T].

The quadratic variation (X) of a process X € MZT (H), defined next, plays a central
role in the subsequent theory.

Definition 2.4 Let T > 0, H be a separable Hilbert space, and (2, F, {F (t)};>0, P)
be a filtered probability space. The quadratic variation (X) of X € MZT(H ) is a
symmetric, non—negative bilinear process (X (7)) : H x H — R satisfying:

1. (Adaptedness) For each ¢t € [0, T'] the real-valued random variable (X (¢))(u, v)
is F(t)-measurable.

(Continuity) ¢ + (X (#))(u, v) is continuous for every w € Q and u,v € H.
(Normalization) (X (0)) = 0.

(Monotonicity) (X (¢))(u, u) > (X(s))(u,u) foreveryu € Hand0 <s <t <T.
(Variation) The functiont — (X(¢), u) g (X (t), v)g—(X(t))(u, v) is acontinuous
real-valued martingale for each pair u, v € H.

A e

Note that for each time, (X(¢)) is a semi—inner product so is characterized by
{{(X(@®))(w,u) | u € H}, or by the Riesz maps L(t) : H — H for which
(L@®)(w),v)g = (X(@))(u,v). A standard Wiener process (or Brownian motion)
is a real-valued martingale W € MZT(R) satisfying W(0) = 0, with E[W (¢)] = 0,
and quadratic variation (W(¢)) = ¢ forall0 <t < T.

The quadratic variation process appears in the isometry for Ito integrals, and the
statement of the Burkholder—Davis—Gundy (BDG) inequalities. The construction of
the Ito integral, and a proof of the BDG inequalities involve significant technical
developments; however, numerical schemes typically involve processes taking values
at discrete times which eliminates much of the technical overhead. Let {¢” ,11\’:0 be a
uniform partition of [0, 7] with time step T = T /N, and {F" yllv=o be a (discrete)
filtration of (€2, F, P). In this context discrete Ito integrals take the form

n
X?:Zg;”_lg’" n=12,...,N and X(T)EO, 4)

T
m=1

where g”~! is an F"~!-measurable random variable with values in a Hilbert space
H, and for eachm = 1,2,..., N the increments {£" fle are real-valued random
variables which satisfy the following standing assumptions.

Assumption 2.5 (with parameter p > 2) For each N € N let {t"}_ be the uniform

partition of [0, 7] with time step T = T/N. Then (2, F, {F"})_,, P) is a (discretely)
filtered probability space and the real-valued random variables {£/ N satisfy

n=1
1. (Zero average) E[£]'] = 0.
2. (Variance) E[|£]*)] =t = T/N.
3. (Bounds) & € L7(2), and there exists a constant C > 0 such that E[|£]'|P] <
CtP/?,
4. (Independence) &7 is F"-measurable and independent of {7 |0 <m < n — 1}.
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Increments of the form & = W (") — W (") with W a standard Wiener process
on a filtration of (Q, F, IP’) satisfy the above assumptions but lack computational
realization. In a numerical context, discrete random variables {£/ }fl\’:l taking values
+./7 with the same probability of 1/2, and F" the o -algebra generated by {£"}" _,
are a practical, convenient, and admissible choice satisfying Assumption 2.5. Setting

T

n
WP=0 and W/=) &' n=12..N, (6)
m=1

the piecewise linear interpolant of {W;’},]:’:O is the discrete Ito integral with gr’"_1 =1
and plays the role of a standard Wiener process in the discrete setting.
Under Assumption 2.5, the process { X7 },11V=0 of Eq. (5) is adapted to {F ”},11\;0, and

E[X? — X" N = Brgt e |7 = gt ElE | A = 0.

This shows that {X ¥}£1V=0 is a (discrete) martingale; the discrete Ito isometry is then
immediate,

EOX2I31 = B[ 3 66 g hueter]

k,m=1
n
=Y E[llgr I3 1EM P +2 ) E[(gk ! grhugker]
m=1 k<m

n
= Y Elllgy " I]e
m=1

The last line follows from Assumption 2.54,
Elllg” 13162171 = Elllg” 13,1 62121 = Elllg” 1317,

and when k& < m the cross terms vanish,
E[@ " e ngker | =E[ 5 g utt | Bl = E[ 5 g utt ] 0.

A similar calculation shows that its discrete quadratic variation is

n

(XM, v) =Y 1@ L waE" Vg, n=1.

m=1
Note that in the discrete setting (X")(«, v) must be F’ "=1_measurable (predictable).

The following theorem shows that the quadratic and cross variations characterize the
Ito integral.
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Theorem 2.6 Let U be a separable Banach space and H a Hilbert space with U —
H < U’ dense inclusions. Let (2, F, {F (t)}o<i<T, P) be afiltered probability space
and X, g, and W be U’-, H- and real-valued process respectively, with X and W
continuous. Suppose that for each v € U the processes

W), W2@)—1, (X(1),v),
t t
X(1), v)? — /O (g(5). v)2 ds. (X (D), VW () — /0 (g(s), v) 1 ds,

are all real-valued martingales. Then W is a standard Wiener process and

t

(X(t), v) = /0 (g(s), v)HdW(s), vel.

Proof (sketch) We show that the quadratic variation of (X (r) — fot gdW, v) vanishes
using the following calculus for the quadratic variations of real-valued martingales X
and Y:

o (X+Y)=(X)+2(X,Y)+ (Y), where the cross variation (X, Y) is determined
from the parallelogram law, 4(X,Y) = (X +Y) — (X = Y).
o IfY (1) = [y g(s)dW(s) then (X, Y)(t) = 5 g(s) d(X, W)(s).

Using this calculus for the adapted process (X () — [ g dW, v) gives the result.
<<X, v)—fokg, v>HdW> (t)
= (X, )0 — 2<<X, v, /Okg, o dW> ) + </0‘(g, o dW> )
— (X, w)) - 2/()t(g, v)u d{(X, v), W) + <f0'(g, v)HdW> (0)
, , t

:/O (g(s), v)> ds —2/0 (g(), v)%, ds+/0 (8(s), v)7 ds = 0.
The middle term takes the form shown since

(X, v)+W)@0) = /Ot(g, )%, ds +2/0t(g, v)gds+t,  and

(X, v) = W)() = /Ot(g, V) ds — 2/()t(g, Vg ds 1.

Then (X, v), W)(®) = [3(g(s), v),; ds, so that d((X, v), W)(t) = (g(1).v) ,dt. O
The (discrete) BDG inequality, stated next, shows that moments of a discrete

{F"} ,Iyzo—martingale taking values in a Hilbert space may be bounded by their quadratic
variations, [32, Remark 3.3].
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Theorem 2.7 (Burkholder-Davis—-Gundy (BDG)) Letr (2, F,P) be a probability
space with (discrete) filtration {.7-'"}N o and let {X”}N o With XO = 0 be a (dis-
crete) {f”},lyzo-martingale taking values in a separable Hilbert space H. Then for
each p > 1 there exist constants 0 < ¢, < C), such that

N r/2
n __ yn—1,2 n
(Z X7 - X; ||H> SE[OTQ(NIIX ||H]
n=1
N r/2
< CyE (Z ||X':—X’:‘l||%{)
n=1

When the martingale is the discrete Ito integral (5), the moments of the quadratic
variation can be bounded by the Bochner norms of {g” }n o » Which is the content of
the following lemma.

Lemma 2.8 Let (2, F,P) be a probability space with (discrete) filtration {]—'”},Il\’:0
and H be a Hilbert space. Let {gT}N 01 C LP(2, H) with g} F"—measurable, and
{éf}flv:l C LP(R2, R) satisfy Assumption 2.5, with 2 < p. Then

m=1

p/2
[(Z ey —"er ||%) } < Cp(n)P/>~ IZvng"’ "o m=1....N,
where C, > 0 is a constant depending upon p and the constant in Assumption 2.53.
Proof (sketch) The discrete process with X = 0 and X? = Y }_, gk=1&k for

n = 1,2,... is a (discrete) martingale, and the Burkholder—Rosenthal inequality
[33, Theorem 5.50] bounds the middle term in the BDG inequality as

" p/2
[g}gx ||Zg n1||H:| < ByE [ZE[”gklféi‘ll,zq | }.klﬂ

k=1
+BpE [gg]g}n Ilgf_léfll’,}} ,

1

where B, is a constant depending only upon p > 2. Since g’;’ is F*~1_measurable

and & is independent of 7%~ it follows that
n p/2
E[ZE[ugi“lsfn%, | f"—l]}
k=1
n r/2
=E [Z g5~ I3 E [(&f)z]}
k=1
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n p/2
< CtPPE [Z [P ||%1}

k=1

n
< Crp/znP/Z—IE [Z ”gl-;_l”Z] ,

k=1

where C is the constant in Assumption 2.53. The bound on the second term is direct,
n n
k=1gk P k—=1gkp k—1,P k
E [lgllgn Igt~e! ||H} <E L; lgt~"s! ||H} =) F EeGY

n
<cr? Y B (18],
k=1

2.2.2 Convergence in law

Below we construct numerical schemes whose solutions converge in law to a limit.
In order to identify the limit as a solution of a stochastic differential equation, it is
necessary to show that solutions of a discrete approximation of the equation (1) will
pass to solutions of the SPDE (1) with this mode of convergence. In the deterministic
setting the following two properties of Banach spaces are used ubiquitously to identify
limits:

e Norm bounded subsets of reflexive Banach spaces are weakly sequentially com-
pact. Thatis, if A C U is a norm bounded set of a reflexive Banach space U, then
there exist a sequence {u,},° | C A and u in the closed convex hull of A such that
Up—U.

e Continuous convex functions ¥ : U — R are sequentially weakly lower semi—
continuous. That is, if {”n}gil C U and u,—u then ¢ (1) < liminf,_ o ¥ (uy).

e If u,—u in a uniformly convex Banach space and ||u,| — |u«|| then u,, — u.

We present analogous results for random variables with convergence in law in place
of weak convergence.

If (2, F,P) is a probability space and X : (2, F) — (X, B(X)) is a random
variable with values in the topological space X with its Borel o-algebra B(X), then
the law of X on X is the measure

L(X)[B]=Plwe Q| X(w) € B, B € B(X).

If {X,,}72 | is a sequence of such random variables, the laws converge (weakly) to the
measure P on (X, B(X)), and we write £(X,,) = P, iff

Ely]

/ Y (x)dP(x) = lim E[Y 0 X,] ¢ € Cp(X),
X n—oo

@ Springer



Stoch PDE: Anal Comp

where Cj;(X) denotes the set of bounded continuous real-valued functions on X. In
the current context X will typically be a product of spaces; for example,

X =G0, T; UIN L0, T; Ulyeax x L910,T; U"],
or  X=G[0,T; UTNL[0,T; Ulyear X LL10, T3 U'lpear

where L7[0, T; Ulyear and Lq/[O, T; U'lypear denote the spaces L'[0, T; U] and
L9'[0, T; U'] endowed with the weak topology. Frequently Cp, (X) does not contain all
the functions needed to characterize the limits when the factor spaces have the weak
topology; however, the lemma below shows that in many situations a larger class of
test functions is available when the sequence of laws are tight.

Definition 2.9 Let X be a topological space and B(X) denote its Borel o-algebra.
e A sequence of probability measures {P,}°° | on (X, B(X)) is tight if for every

€ > 0 there exists a compact set K, C gfor which P,[K.] > 1 — € for all
n=1,2,....
e A sequence of random variables {X,}>°

{L(Xp)}52 are tight.

| taking values in X is tight if their laws

Tight subsets of probability measures on separable metric spaces play a similar role
to norm bounded sequences in reflexive Banach spaces in the sense that they are both
weakly sequentially compact.

Lemma 2.10 Let X be a topological space with a countable sequence of continuous
Sfunctions separating points and {Pi )2 | be tight on X and Py, = P.

1. Let &, ¢ : X — R be Borel measurable for k € N. Define
N = {x € X | H{xx}, xx — x in X such that {{k(xr)} does not converge to {(x)}

and assume that P*[N] =0, i.e, inf {P[B]: N C B € B(X)} =0.
Then Pr[¢r € -1 = P[¢ € -] and if

lim [sup / |§k|d]P’k] =0 then  lim / g dPy = / ¢ dP.
R=oo L i Jigl>R] koo Jx X

In particular, if e > 0 and

sup/ |ck|' T dPy < 00 then lim /;kdpszgdp
k Jx k—o00 Jx X

2. Let ¢ : X — [0, 00] be such that [¢ < t] = {x € X | ¢(x) <t} is sequentially
closedforeveryt > 0. Then ¢ is P-measurable as well as Pr.-measurable for every
k> 1and

/{d[PSliminf/;d]P’k.
X k—oo Jx
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This lemma may be viewed as an extension of the classical Portmanteau theorem
and is similar to the mapping theorem in [2, Theorem 2.7]. We provide a proof of
this result in the Appendix. The following corollary uses this lemma to show that
sequentially continuous test functions are available in the current setting. The class
of weakly sequentially continuous functions is substantially larger than the weakly
continuous functions since weakly convergent sequences are norm bounded while
neighborhoods in the weak topology are not.

Corollary 2.11 Let (2, F, P) be a probability space, 1 < p < 0o, andU be a separa-
ble reflexive Banach space, and let Uyeqx denote U endowed with the weak topology.
o Lety : U — R be weakly sequentially continuous. If the laws of {u,};° | converge
on X = Uyeak to a probability measure P and {V(up)}o2 | is bounded in LP (),
then W (u) is integrable on (X, B(X), P) and

#[ow] = i 2[oo0]

o Let Y : U — R be continuous, convex, and bounded below. If the laws of {u,}5-

converge on X = Uyeak to a probability measure IF", then v (1) is measurable on
X, B(X)) and

By <liminfE [y ).

Proof (sketch) The first result will follow from the first statement of the lemma. Since
the Borel o-algebras for U and Uy coincide, the map i is Borel measurable. In
addition, since v is weakly sequentially continuous it follows that the set N in the
lemma is empty.

The final result follows from the second statement of the lemma and Mazur’s
theorem which states that continuous convex functions on a Banach space are weakly
lower semi—continuous. O

The following example illustrates the use of these results to identify and bound
initial and final values for the evolution problems under consideration.

Example 2.12 Let U be a separable Banach space, H a Hilbert space, and U < H —
U’ be dense embeddings. Suppose that {u,}° | are random variables on (2, F, P)
taking values in G[0, T; U'], and L(u,) = P.

For ¢t € [0, T fixed, the mapping G[0, T; U'] > u + u(r) € U’ is Borel, and if
p > 1 the function ¢ : U’ + [0, oo] given by

_ ||M||[;1 ueH,
£ _{ oo otherwise,

is convex and lower semi—continuous. It follows from the second statement of
Lemma 2.10 that

B [llu ()] < tim inf E [, ()117,]
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Next, suppose that u,(0) converges to a limit in L?(€2, H). Then the laws of
(u, (0), uy) are tight on H x G[0, T'; U], so passing to a subsequence we may assume
their laws converge to a limit, £(u,(0),u,) = Q, on H x G[0,T; U']. If f €
Cp(G[0, T; U’']) then

/ F@)dQu®, u) = E%[fw)] = lim E[f(u,)] = / f ) dP(u),
HxG[0,T;U"] n—00 G[0,T;U']

shows that P is the second marginale of Q.

Assume that ||u2 ||z and ||u, |y, and hence ||(u2, un) |l g xGo,7;u1, have bounded
moments of order p > 1, and fix v € U. Then the mapping @°, u) — |u® —u(0), v)|
is continuous on H x G[0, T; U’], and it follows from the first statement of the lemma
that

E2 (| = u(©), v)| | = lim E[|@(0) = un(0), v)|] =0,
n—o0
whence u(0) = u® Q-almost surely. From the Tonelli theorem we then conclude

E[lu(0)ll ] =/ (0 [l i dP(u)
G[0,T;U"]

= f ()|l dQ, u)
HxG[0,T;U’]

_ / 101 dQWP, u)
HxG[0,T:U"]

lim E [l ]
n—oo

the last line following since (u®, u) — ||u®||y is continuous on H x G[0, T; U'].
Similarly, if ||u2 ||z has moments of order p > 1 then

B[Ol ] = lim B[], 1=5<p.

2.3 Stochastic partial differential equations

Combining the ideas from the previous section provides a formulation of the stochas-
tic evolution equation (1) amenable to analysis by results from functional analysis
and probability theory. Letting U < H <> U’ be dense embeddings and writing
a(u,v) = (A(u), v), a solution of (1) may be viewed as a process taking values in U
which at each time ¢ € [0, T'] satisfies

t t t
(u(t),v)H—i—/ a(u,v)ds:(uo,v)H—l-/ f, v)ds—!—/ (g,v)ygdWw, veU.
0 0 0
(7
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The last integral in this equation is the Ito integral corresponding to a Wiener process
W defined on the filtered probability space. The distinction between a (stochastically)
weak and strong solution of (7) is as follows:

e For a stochastically strong solution of (1), a filtered probability space
(2, F, {F(@)}o<i<r, P) and random variables f, g, W, and u® are specified, and
the solution u : [0, T] — U is a process adapted to {F(#)}o<;<7 Which satisfies
.

e For a stochastically weak solution of (1), laws Py, P, and [Py of the data are
specified, and a solution consists of a probability space(fz, F , {.7:" ") }Yo<i<T, ]13)
and adapted processes u, f, g, and W, which satisty

- L(f) =Py,
- E(g) = Pga

— L(W) is an instance of the standard Wiener measure,
- L(u(0)) = Po,

and (u, f, g, W) satisfy (7) P almost surely.

Clearly a strong solution is also a weak solution, the major distinction between the
two concepts is that the construction of a filtered probability space is a part of the solu-
tion process for weak solutions. Since filtered probability spaces and Wiener processes
are not available in a computational context, only weak solutions are computable in
practice.

Definition 2.13 Let 7 > 0 and U < H be a dense embedding of the Banach space
U into a Hilbert space H so that U < H < U’. Then (2, F, {F()}o<t<r, P) and
random variables u, f, g, and W on this space are a weak martingale solution of (7) if

i) (Q,F, {.7-'~(t)}05,57, P) is a filtered probability space satisfying the usual con-
ditions, f and g are adapted, and uis F (0)-measurable.
(i) Vii = {YV(t) [0 < t = T} is a standard real-valued Wiener process on
€, FAFOYo<e<r, P). _
@(iii) u : [0, T] x 2 — U is adapted to {F(¢)}o</<r, and

(@) u e Cl0,T;U'] P-as.,
(b) Equation (7) holds P-a.s., forevery v € U andevery 0 <t < T.

The remainder of this manuscript considers the numerical approximation of weak
martingale solutions using (pseudo-) random number generators to simulate the role of
noise in (7). For simplicity of presentation we will consider a real-valued Wiener pro-
cess; extensions to infinite-dimensional and cylindrical noise are outlined in Sect. 5.3.1.

2.3.1 Ito’s formula
A version of Ito’s formula is available for weak martingale solutions of stochastic

PDE’s taking values in a Banach space [25, 26, 34]. The Ito formula stated next
considers weak martingale solutions of the equation du = Fdt + gdW with F
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taking values in U’ and g taking values in the pivot space H. Writing Eq. (1) as

du= (f — A())dt + gdW = Fdt + gdW,

shows that it takes the form assumed in the theorem.?

Theorem 2.14 Let (2, F, {.7-',},T=0, P) be a filtered probability space satisfying the
usual conditions, U be a separable Banach space, H a Hilbert space, and U —
H <> U’ be dense embeddings. With 1 < q < oo, let F € L9 (Q,LY[0,T; U'])
and g € L*(Q2, L?[0, T; H]) be jointly measurable (as functions of (t, ®)) adapted
processes, and W be a standard Wiener process. If u® € L*(Q, H), and a process
ue LI(Q, L0, T; U]) with (u, g)g € L>(Q x (0, T)) satisfies

t t
u(t), v) = (u’, v) +/ (F(s),v)ds +/ (&), vypdW(s), wveU,
0 0

then there is an adapted version of u with values in C[0, T'; H] for which

E{ sup ||u<r)||%,} < oo,

0<t<T

and
t
E[1/20uml}] =E [(1/2>||u°||%, + [ E©.ue) + 121001 ds} :

2.3.2 Uniqueness of solutions

This section shows that if the solution of the deterministic equation is unique then the
laws of weak martingale solutions of the corresponding SPDE with additive noise will
also be unique. Writing equation (1) as

du=(fdt+gdW)— A(u)dt =dV — A(u) dt,
then (the law of) V depends upon (laws of) the data (f, g, W). Theorem 2.17 below

states that the law of a solution u to an equation of this form will depend only upon
the law of V when A(.) satisfies the following assumption.

Assumption2.15 If A > 0 and uj,up € C[0,T;U] N L"[0,T;U’] satisfy
A(uy), A(up) € L'[0, T; U'] and

t
(1) — uy (), W) +[ A (A(uz(s)) — AGuy(s)), v) ds=0, t€[0.T]. veU,
0

then u; = u,. (Note that if this holds for some 7 > 0 then it holds for all 7 > 0.)

211 < g < oo then ¢’ denotes the conjugate exponent of ¢, 1/q + 1/q" = 1.
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This assumption will always be considered in the context where U is a separable
Banach space, H is a Hilbert space, the embeddings U < H <> U’ are dense, and
A:U—->U'.

Definition 2.16 Let (2, F,P) be a probability space and X; = C[0,T;U’'] N
L"[0,T; U'lyeax With 1 < r < oo, and A : U — U’. Then a pair of random
variables (u, V) taking values in X; x C[0, T; U'] satisfy

du=dV — A(u)dt, )

if P[u € ST = 1 for some o-compact set S in X1, A(u) € L0, T; U’'] almost surely,
and

t
IP|:(u(t), Vg =V(),v) —/ (A(u(s)), v) ds] =1, tel0, T], veUl.
0

The following theorems establish uniqueness when the partial differential operators
satisfying Assumption 2.15, and may be viewed as extensions of the classical Yamada-
Watanabe theory to the situation where the data f and g are random.

Theorem 2.17 (Joint Uniquenes_s in.Lav_v) Let Assumption 2.15 hold. If (u', V') satisfy
(8) on a probability space (', F',P') and L(V?) = L(V), then L, V) =
L', vh.

Theorem 2.18 (Strong Existence) Let Assumption 2.15 hold and let there exist a solu-
tion (ii, V) of (8) on some probability space. If (2, F, P) is a probability space, V is
a C[0, T; U']-valued random variable with L(V) = L(V) then there exists a unique
X1-valued random variable u with a o -compact range such that (u, V) is a solution
of (8). Moreover, u is (ﬁv’o)—adapted where (.7-",‘/’0) denotes the P-augmentation of
the filtration generated by V.

The proofs of these two theorems are presented in the Appendix.

3 Numerical approximation of SPDE’s

To construct numerical approximations of the weak statement (7) let U, C U be a
(finite-dimensional) subspace, and {¢" 2’:0 be a uniform partition of [0, 7'] with time
stept = T /N > 0. A (pseudo-) random number generator is used to generate sampled
random variables &;' (w) € R satisfying Assumptions 2.5. Then uj_ = u}_(w) € Uy

is a solution of

-1
(uh, —up. vp)g + tauy,, vy)

= (ff, o) + (g vmEr, weUy, 1<n<N. )
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In this equation, f;". is a U’-valued approximation of f(1"), gj}_ an H-valued approx-
imation of g(#,), and u?lr is a Uy,-valued approximation of «°; for example,

I I
= —/ f(s)ds and g = —/ g(s)ds, (10)
T Jn—1 T Jm—1

and u2 . the orthogonal projection of u” onto U, C H.1In general, f and g may depend
upon u (uy; in the discrete case), so both / and 7 are included in the notation f;", and
8he:

The specific bounds available for solutions of a particular equation (1) depend in
an essential fashion upon the structure of the nonlinear operator A. For this reason
a passage to the limit in this term in a numerical scheme is problem dependent. In
contrast, there is a commonality of the structure in the temporal terms which facilitates
a convergence theory for implicit Euler approximations of this class of problems
provided bounds upon the solution are available.

Writing F(t) = f(t) — A(u(t)), the spatial dependence of the equation is charac-
terized by a single process taking values in U’. With this notation the implicit Euler
scheme (9) becomes: Find uj,_(w) € Uy, such that

W on = W v+ T(Ff o) + (g v uEr, v €Up, 1<n <N,

(11)

with the U’-valued F}'. defined by (F}'_, v) = (f/., v) —a(u}_, v).

Theorem 3.2 below establishes conditions under which solutions of this abstract
difference scheme will converge to a weak martingale solution. Assumption 2.5 on the
stochastic increments {£ WV —1» and the following assumptions on the data and discrete
spaces will be assumed throughout.

Assumption 3.1 U — H is a dense embedding of a Banach space U into a Hilbert
space H. The discrete subspace Uj;, C U, and data of the numerical scheme (11) with
time stept = T /N with N € N and t" = nr satisfy:

1. (2, F {F ”}n _o» IP) is a (discretely) filtered probability space satisfying the usual
assumptions.

{ hr};gv 1 is adapted to {}"”}N 1 with values in U’.

{ghT}N o is adapted to {F ”} w1th values in H.

The initial datum u%r isan H- valued random variable that is '-measurable.
For each v € U, there exists a sequence {vj},~0 C Uy, such that limy_.o vy = v.
The restrictions of the orthogonal projections P, : H — Uy, to U are stable in
the sense that there exists a constant C > 0 independent of 27 > 0 such that

I1Pr(Wllu < Clvllu.

The last two conditions are density and stability conditions on the spatial dis-
cretizations and, in a finite element context, are satisfied under mild restrictions on the
triangulations of the domain [7].

We make frequent use of the following notation. Piecewise constant temporal inter-
polants of {F}' }n 1> and {g~ }N | are denoted by Fj., and gj,; respectively. With

IR
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{u’;r}flvzo taking values in Uy, and {Wf}fqv o asin(6), iy, and W, denote the piecewise

linear interpolants respectively, and uj;,; will denote the piecewise constant caglad
interpolant; see Fig. 2. In Sect. 5 we establish the following theorem which is the main
result of this manuscript.

Theorem3.2 Let T > 0, (2, F, P) be a probability space, U be a separable reflex-
ive Banach space, H a Hilbert space, and U <> H <> U’ be compact, dense
embeddings. For every pair of numerical parameters (t,h) witht = T/N € N let
Assumptions 3.1 and 2.5 hold with parameter p > 2, and let {uzr}flV o be a solution

of (11) with data (u?”, Fpye, ghe). Assume for some 1 < q,r < oo that

L {lluncllLr(@,Lr0,7;07) }h,v>0 is bounded.
{1l Fre ||Lp(SZ,Lq’[(),T;U/])}h,r>0 is bounded.
{Fne une)}n.r>0 is bounded in LP/*(22, L' (0, T)).

{lIgnllLr(,LP10,7:HY) }h,v>0 is bounded.
The initial data {ugr}h,wo are bounded in LP (2, H) and converge in L>(Q2, H)

to u® as (h, t) — (0, 0).

SR BN

Then the following properties hold.

L {llunc e @.L010,7;: 2 Yn.e>0 and {dne | Lp.coo0. 7.0 In o0 With 0 < 6 <
min(1/2 — 1/p, 1/q) are bounded.

2. There exist a probability space (fZ, f ]f”), a random variable (u, F, g, W) on
Q with values in

X = G[0, T; U'TN L0, T; Ulyear ¥ L7 10, T; U'lyear X L*[0, T5 Hlyeax x CI0, T1,

and a subsequence (hy, ty) — (0, 0) for which the laws of{(uhktk, Fhine 8
Wfk)}zil converge to the law of (u, F, g, W),

Lnpoes Fryres 8hpmr We) = L, F, g, W),

with Plu € C[0,T; U1 N L®[0,T; H] = 1. Here L"[0, T; Ulyear and
L0, T: U'lweak denote the spaces L' [0, T; U] and L9[0, T:; U'] endowed with
the weak topology.

3. If, in addition, the laws of {gn< }n.>0 are tight on LZ[O, T; H] (for example, if
gne convergesin L>(2, L2[0, T; H1)) then the laws converge along a subsequence
(hi, ©) — (0,0) on

X =G0, T; UNN L0, T3 Ulyear % L0, T3 U'lypear x L*10, T3 H x CI0, T1,
and there exists a filtration (F () Yo<t<T satisfying the usual conditions for which

F is adapted, g has a predictable representative in L*>((0, T) x Q; U"), and W is
a real-valued Wiener process, such that forall0 <t <T

t t
(u(t),v)g = (uo, V)H +/ (F,v)ds +/ (g, v)dW, velU. (12)
0 0
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4. If Uy C U is a subspace and if Assumption 3.15 is weakened to:

(5’) For each v € Uy, there exists a sequence {vy}n~0 C Uy such that v, — v
forh — 0.

the above still hold except that

t t
@), v =’ vy +/ (F,v)ds —i—/ (g, v)dW, vely.
0 0

5. If additionally V.— U’ is a separable reflexive Banach space and {upz}n =0
is bounded in LP (2, L°[0, T; V]) for some 1 < s < 00, then the laws converge
along some subsequence (hy, ty) — (0, 0) on

X=GI[0,T; U/] N Lr[O, T; Ulyeak N LS[O’ T; Vweak
xL9[0, T; U'lyear x L0, T; H] x C[0, T].

IfU <> V is compact and 1 < § < s, then the laws converge in

X =G[0,T;: U'INL[0, T; Ulyear N L°10, T; V]
x L0, T3 U'lyear x L*[0, T; H] x C[0, T].

6. If Fp: = Zé‘: 1 F ;f? and each summand is bounded as in Hypothesis 2, then
the above holds mutatis mutandis with

L
wea

X =G[0,T; U'INL[0, T; Ulyeax % LY10, T; U'], . x L210, T; H] x C[0, T,

and
t L t
(u(t),v)HZ(uo,v)H+/ (ZF(@),v)ds+/ (g, v)dW, wvel.
0 0

Ith(f) converges strongly in LP (2, Lq,[O, T;U')) foranindex 1 < £ < L, then

/ L
the laws converge when the corresponding factor space of L4 [0, T; U'] " has the
strong topology.

This theorem can be viewed as an instance of the Lax—Richtmeyer equivalence
theorem or an infinite dimensional version of Donsker’s theorem with random walk
in U’. The stability hypothesis of the Lax-Richtmeyer theorem is identified with the
bounds assumed upon {(uyr, Fir, &he)}n.r>0, and the convergence is as stated. The
analysis of numerical schemes for each of the examples introduced at the beginning
of Section 1 all included the following steps.

1. Bounds upon the approximate solution were first derived which always contained
the hypotheses of Theorem 3.2 as a subset. The implicit Euler scheme has been
used ubiquitously in both the deterministic (PDE) and probabilistic (SODE) setting
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and bounds for stochastic PDE’s follow upon integrating the ideas from these two
disciplines.

2. The ideas introduced in Sect. 5 below for the proof of Theorem 3.2 were uti-
lized to establish convergence to a weak martingale solution. In addition to those
introduced in the previous two sections, these include appropriate versions of the
Kolmogorov—Centsov theorem to establish pathwise continuity, and the theorems
of Prokhorov and Lions—Aubin to establish compactness.

3. Compactness properties were developed in order to show that the limit F took
the form F = f — A@) (and g = y () if ghr = yae (upr). This involves
an interchange of limits; the numerical scheme will be “consistent” if Fj, =
F(upr) = F(u).

Frequently the last step, which involves the spatial terms, was not well-delineated
from the previous step which establishes convergence of the time stepping scheme. In
the deterministic setting consistency is usually direct once the compactness is estab-
lished; however, in the stochastic setting additional arguments are required. In the next
section we illustrate how convergence in law is used to establish consistency. Note
that if additional bounds are available for a specific problem (as in Statement 3.2 of
the theorem) more test functions are available when the solutions converge in law, and
these can be used to show consistency.

3.1 Consistency of the spatial terms

Theorem 3.2 shows that the implicit Euler scheme (11) is consistent in the sense that
(along a subsequence) the laws of the discrete solution (uy¢, Fie, ght, Wr) converge
to the laws of a limit P = L(u, F, g, W) satisfying (12). In order to recover a solution
of (7) it is necessary to show that F = f — A(u) on the support of P, and, if the
diffusion term depends upon the solution, g, = y (up¢), that g = y (u). Convergence
in law will be used to show this; recall that this mode of convergence guarantees that

E[¢<uhr,Fhr,ghr,vAv,)Hf¢><u, F,g,W)dP(u, F,g, W), forall ¢ e Cp(X).
X

A judicious selection of test functions in Lemma 2.10 and Corollary 2.11 is made to
establish consistency.

In the examples F = f — A(u) = FU + F® is a sum, and Statement 3.2 in
Theorem 3.2 shows that it is sufficient to consider consistency of each term separately.
Specifically, with

/ 2
X=G[0,T; UINL"0, T; Ulyear x LT[0, T; U’]weak X LZ[O, T; H] x C[0, T],
we have

Loy (frpre> AWne)), hyre> W) = L, (f,a), g, W) =P,  onX.

Typically, the data { fi}r. >0 are an approximation of a specified random variable
with law PP ¢, and the discrete approximations are constructed so that L(fp;) = Py
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on L9 [0, T; U']. This will be the case if, for example, fj,; converges to a limit in
LP(, L9[0, T; U']). It is then immediate that £(f) = P;.

When L(up:) = L(u) and L(A(up;)) = L(a) it is necessary to show a = A(u)
on the support of P. The next example shows that this is easily verified when A is
linear, and the following example uses Corollary 2.11 to establish this for a nonlinear
problem.

Example 3.3 (linear equations) Let A : U — U’ be linear and continuous,

IlAG@)|yr < Cullully. For v € L2[0, T; U] fixed, the mapping u +— A(u)(v) is
linear and continuous on L2[0, T; U’], hence weakly continuous, so

T
¢(ua(f5a)’g7W)=‘/ (a_A(u),U)dS Al
0

is continuous on X = L2[0, T; Ulwear X L*[0, T; U/]ﬁjea
and bounded. Consistency is then immediate,

T
EH/ (a — A@),v)ds| A 1]
0

T
= li E A —A ,v)d
(hk,rk;g(0,0) I:‘/O ( (uhkrk) (”hkrk) v)ds

, X L?[0, T; H] x C[0, T]

Al]=0
The next example considers the common situation where the spatial operator is a

compact perturbation of a linear operator.

Example 3.4 (stochastic Navier Stokes equation) Solutions of the stochastic Navier—

Stokes equation take values in the divergence free Sobolev space Uy = {u € H(; (D)3 |
div(u) = 0}, with D C R3 bounded and Lipschitz. However, numerical solutions are

computed in the larger space U = HO1 (D)3, and the spatial operator A : U — U’ is
(Au), v) = (1/2) ((u.V)u, v) — 12 (u, (u.V)v) T (ZMD(u), Vv)

i/(l/Z) ou; dv; n ou; n duj\ dv; U
= Ly — i —- , ) ,
D " axj ! i 8Xj ’ 3Xj 8)&?,‘ 8Xj

ij=1
(13)

where D(u) = 1/2(Vu + Vu®). The last term on the right is bilinear and continuous
and is accommodated as in the prior example. Appropriate exponents for this example
arer =2,q =8,q' =8/7.

Let A : U — U’ denote the operator

(Aw), v) = (1/2) ((u.V)u, v) 1,2 (u, (u.V)v) .
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Forv € L4[O, T; U] fixed, we show that
A T A A
bu, F) = V (F — Aw), v)ds
0

is sequentially continuous onX = G[0, T; U'INL20, T: Ulwear X LY[0, T: U'lweak
and has a finite moment of order p when the solution has moments of order 2p. Thus
if L(upe, Fpe) = P on X with F; = A(upe), then ¢ (up, Fpe) = 0 and from
Corollary 2.11 we conclude that

-

£
whence P[F = Aw)] = 1. A A

Since the mapping L3710, T; Ulpear > F — fOT(F, v)ds is continuous it suffices
to show that

T T
/(ﬁ—A(u),v)ds /(ﬁhf—A(uhf),v)ds
0 0

}: lim E[
(h,7)—(0,0)

T
G[0,T;U'1N Lz[O, T; Ulweak > u +— / (A(u),v)ds
0

is sequentially continuous. We sketch a proof of this; a detailed discussion of this
operator is available in every text on the Navier—Stokes equations [14, 15, 39].

A calculation using Holder’s inequality and the Sobolev embedding theorem, U —
LO(D) in three dimensions, shows

[(Awz) = Awn), )] = Clluz = w3y (Il + luzllo ) ol

Integration by parts for functions with homogeneous boundary data is used to obtain
a bound without any derivatives on the difference uy — u1. Using the interpolation

estimate [ull 2y < lully) llully) it follows that
1/2 1/2 1/4, 3/4

el oy < el Nl o) < Cllallf el
SO
7/4 7/4

A " 1/4
[(Aw2) = A, v)] = Clluz =yl (17 + N2 1) ol

In particular, setting #; = u and u» = 0 and integrating in time, it follows that

T
~ 1/4 7/4
| /O (A, vy ds| = llull 20 7. 111 oo 70y 10 500,700
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soAmapsboundedsets in G[0, T; U'INL2[0, T:; U] toboundedsetsin L3/7[0, T; U’],
and Holder’s inequality (with s = 8, s’ = 8/7) shows

1/8 7/8
[/ (A, vyds|" }<E[uunm0m1] E[1ul 0 70y] - lzsorson

so has a moment of order p > 1 if the solution has a moment greater than 2.

If u, — wu in G[0,T;U’] N L3[0, T; Ulweak> then {u,}>° converges in
L2[0, T; U'] and is bounded in L2[0, T; U]. An application of Holder’s inequality
then shows

T
/0 ‘(A(un) — Au), v)} ds

1/4 7/4 7/4
= Cllun = ull oo 7 (14007500, 200 + 140 40 701) W llcto.50 = 0.

Since the embedding C[0, T; U'] — L3[0, T, U] is dense it follows that A(un)—\
A(u) in LY7[0, T, U].

The fully implicit approximation of the nonlinear term has ﬁh, = A(uh,); semi—
implicit schemes approximate the convective term with the operator

(F,f,,v)_(l/z)((u IV)uhr,) (1/2)(14,”, ;1.V)v>,

so that each time step only requires the solution of a linear system. The choice preserves
skew symmetry, (F'_, u, ) = 0, and using the embedding theorems as above shows

7 1,7/4 7/4
(Bt = A, 0)1 = Clitnel g gy (I 1+ N 1) ol e/,

and

T
E [f |(Fie — Aupe), v)|"ds}
0

o 1/8 7/8 04
= CE[lineligho rn] B lneloo ] I0lzstorne™

Theorem 3.2 bounds the Holder norm L? (2, C 010, T; U’ 1), so this term vanishes
as T — 0, and consistency of this approximation of the nonlinear term follows.

The stochastic Eq. (1) is said to have additive noise if the law of the function g in
Eq. (1) is specified a priori. In this case {gx-}x,-~0 is an approximation of a specified
random variable with law [P, and the discrete approximations are constructed so that
L(gnr) = P, on LY [0, T'; U’]. When the stochastic term depends upon the solution,
g = vy (u), the equation is said to have multiplicative noise, and it is necessary to verify
that this equation holds in the limit. The following elementary lemma is useful in this
context.
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Lemma 3.5 Let U be a separable Banach space, H be a Hilbert space and U — H
be continuous embeddings. If y : L°[0, T; HINL"[0, T; Ulyeak — L2[0,T; H] is
sequentially continuous then y maps tight sequences to tight sequences.

Proof Compact subsets of L2[0,T; H] N L"[0, T; Ulyeqx are metrizable, so y
maps compact subsets to compact subsets. Thus if ¢ > 0, K. C L*[0,T; H] N
L"[0, T; Ulyear 1s compact, and Pluy € K] > 1 — €, then

Ply (ux) € y (K1 =Plug € y ' (y(K))] = Plug € K1 > 1 —e.

m}

Example 3.6 Let D C R> be a bounded Lipschitz domain, U C H (D) and H =
L%(D). Suppose that y : (0, T) x D x R — R is Caratheodory [37]; that s, y (¢, x, u)
is measurable in (¢, x) with u fixed, and continuous in u with (¢, x) fixed, and suppose
that

ly (¢, x,u)| < Clul*? +k(t,x), a.e.xe€(0,T)xD, uck,

and k € L?[0, T; L%(D)]. Let g(t,x,u) = y(t,x,u(t, x)) also denote the realiza-
tion of y on the Lebesgue spaces, then y : L3[0, T; L3(D)] — L?[0, T; L*(D)] is
continuous [37].

We show y : LO[0, T: H1 N L2[0, T: Ulyeak — L*[0, T; H] is sequentially con-
tinuous. For this purpose, recall that Statement 5 of Theorem 3.2 shows that {u1 }4.r>0
is tightin L°[0, T; H] forall s > 1.

The first step is to note that the Sobolev embedding theorem shows U < L°(D),
and since 1/3 =6/2 + (1 — 0)/6 when 6 = 1/2 it follows that

1/2 1/2 1/2 1/2
lall 3y < Mtll oy el oy < Cllaeli aelyf.

Integrating in time and Holder’s inequality (with s = 4 and s" = 4/3) shows

1/2 1/2
||M||L3[0,T;L3(D)] = C”””LG[O,T;H]”u”L2[O,T;U|'

Since weakly convergent sequences in L2[0, T; U] are bounded, and y is continuous
from L3[O, T; L3(D)] to LZ[O, T; H], sequential continuity of y : L6[0, T; H] N
L*[0, T; Ulyear — L*[0, T; H] follows.

Finally, note that

2 2
By @520, 7] < CE [WaI24, 112450 oy + Kl 210,720

= C (BUN s 1,y 2 E LN gy 7172 1)

LS[0,T: H] L2[0,T;U]

so y(u) inherits moment bounds from u. From Corollary 2.11 it follows that if

L(upe) = L(u) in LO[0, T; H] N L2[0, T; Ulyear then L(y (une)) = Ly w))
on L2[0, T: H).
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3.2 Computational model

Strong solutions are never realized in acomputational context since this would require a
filtered probability space to be input as part of the problem specification. Instead, a ran-
dom number generator is seeded and then iterated to generate a sequence {b, (a))};ozl
which exhibits the statistics of a sequence of real-valued i.i.d. variables {b p};’,ozl sam-
pled at a point @ € Q2 determined by the seed. Typically their law is the uniform
(Lebesgue) measure on (0, 1). Given laws of the data, L(f, g, W), the random num-
bers are then used to engineer samples (f}". (@), g, (w), & (w)) of random variables

with laws L(fiz, gner Wie) = L(f, g, W).

Example 3.7 1f L(b,) is the Lebesgue measure on (0, 1) and £ (w) = V127 (b, (w) —
1/2) then

ny _ 27 _ npy_ Go)P?
Elg/1=0, EE) =7, and E[&"]= S0

It follows that {& ”}flvzl will satisfy Assumption 2.5. In addition, if
fin(x, @) = @) _(x,b1(w), ..., by(w)) with nr € C(D x R"; Uy),

then fj,; will be adapted to 7}, = o (b1, ..., by).

If the law L(up,) of a solution of the implicit Euler scheme (9) depends only
upon the laws of the data L(fhr, gnhr, Whr) (and the law of the initial data if not
deterministic), then for (i, 7) fixed, solutions {(f;? (w). gi7 (@), WP (@)}, of
the implicit Euler scheme computed using distinct subsets of the random numbers will
be i.i.d. In this context Monte-Carlo quadrature can be used to compute the statistics
of a solution guaranteed by Theorem 3.2. If PP is the measure and {(hg, )2 is the
subsequence whose existence is guaranteed by Theorem 3.2, then

P
~ s 1 : 1 (p)
El¢(u)] = hk,lgrl) 0E[¢(uh,)] = hk,lifl . (PIE%O P ; AT (w))), almost surely,

for any function ¢ : G[0, T; U’] x L"[0, T; Ulyear — R satisfying the hypotheses
of Lemma 2.10.

When the law L(u) of the solution to (1) is uniquely determined by the
law L(f, g, W) of the data, it is unnecessary to pass to a subsequence pro-
vided L(fnz, ght» Wh,) = L(f, g, W). This is typically achieved by constructing
(f}:’r (w), ng (w)) to be projections or interpolants of specified functions onto
the discrete spaces (e.g. as in equation (10)) to give a Cauchy sequence in
LP(2; Lq/[O, T; U'N1x LP(2; LP[0, T; H]).Inthe examples below it is assumed that
{(fnz,> nt)}ne>0 convergesin LP (£2; qu[O, T:U')x LP(Q; LP[0, T; H]) whenever
we wish to assert uniqueness.
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4 The stochastic heat equation

In this section, we construct a weak martingale solution of the stochastic heat equa-
tion. While (stochastically) strong solutions exist for this problem [9, 34], we choose
this simplified framework to eliminate many technical issues that would otherwise
obfuscate the essential structure; more general nonlinear SPDE’s are presented in
Sect. 6.

Let D C R? be abounded Lipschitz domain, and [0, 7] be a time interval. Adopting
the notation commonly used in stochastic analysis, the heat equation with a stochastic
source takes the form: find a filtered probability space (2, F, {F(¢)}o<:<7, P) sat-
isfying the usual conditions, an adapted process u : [0,7T] x D x 2 — R, and a
standard Wiener process W : [0, T] x 2 — R such that

du— Audt = fdi +gdW  uli—o =u’,  ulyp =0, (14)
with data f,g : [0,7] x D x  — R that are adapted to {F(¢)}o<;<r and ud

measurable on F(0). Multiplying the heat equation by a test function v vanishing on
the boundary and integrating by parts shows

t t
/u(t)vdx—l—//Vu.Vvdxds:/ uovdx+/fvdxds
D 0JD D 0
'
+/ </ gvdx) dw, 0<tr<T. (15)
0 D

Setting H = L?(D), U = H} (D) and defininga : U x U — R by

a(u,v):[ Vu.Vvdx,
D

it follows that a solution of the heat equation with stochastic source is an instance
of the stochastic evolution equation exhibited in Eq. (7). Convergence of the discrete
scheme (9) with these operators will be established under the following hypotheses.

Assumption4.1 Let U < H < U’ be a dense embedding of separable Hilbert
spaces, and the operators and data for Eq. (7) satisfy

1. a : U x U — R is bilinear, continuous, and coercive. Specifically, there exist
constants ¢,, C, > 0 such that

2
la(u, )| < Callullullvliy, and a(u,u) = callully, u,veU.

2. Forevery h > 0, Uj, is a finite dimensional subspace of U, and {t”}ﬁ/:0 is a uniform
partition of [0, T'] with time-stept = T /N.

3. For each pair of parameters (k, ), F° is generated by u? and {.7-'”},11\’=1 is the
discrete filtration with 7" = o ({(”erv PO &;”)}fnzo).
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Granted Assumptions 4.1 and 2.5 with p > 2, the existence to the discrete scheme
(9) is direct; fix w € 2 and write Eq. (9) as u}, (w) € Uy,

(he (@), ) + 7 (e @), v4) = (57" @) vn)

+7 (fi (@), vp) + (gZJI(w), Uh) £l (w), vy € Up.

Upon selecting a basis for Uy, this becomes a system of linear equations, Au(w) =
b(w), with as many equations as unknowns; moreover,

T 2 2
v AV = (vp, vn) 4 Ta(vn. vn) = lloally + teallvnlly,  vn € U,
so A is nonsingular and uj, _ is a continuous function of the data (u’;l;l, i gZ;l, &M,

Since measurability of random variables is always with respect to the Borel o -algebra
on the target space, continuity of the solution operator guarantees that ujy_ is F"—

measurable whence the sequence {MZ'L'}}’Zlvzo is adapted to {F" }r}zV=O'

4.1 Bounds
We begin by recalling bounds satisfied by the deterministic equation
uelU, (Ou,v)g+aw,v)=(f,v), veU,

with the bilinear function satisfying Assumption 4.1. The fundamental estimate is
found upon selecting v = u to get

d
“/2)5”“”%1 +eallully < (f,u) < I fllollully.
Integration in time then shows

2 2 2 2
Nl g, 21y + Calll g .0 < 18O + A /26) 1 £ 12210 7.0

The analogous statement for the discrete scheme (4) is obtained upon selecting the
test function v, = uj_, and the corresponding estimate is

N N
2 —1)2 2
max luj. I + E gy —upy g +ca E Tllupe Iy
1<n<N 1 ]
m= m=

N
<C (nug,n% +> ruf;“ln%,/) :

m=1

The second term on the left is an additional dissipative term inherent to the implicit
Euler scheme which arises when completing the square of the approximate time deriva-
tive,
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w—v, )y = A/ ully + A/2)lu - vllz — A/2) vl (16)

Consider next the discrete scheme (9) with bilinear form satisfying Assumption 4.1.
To bound its solution, independence of the increments and the dissipative term in the
Euler scheme are used in an essential fashion. With w € € fixed, selecting the test
function in equation (9) to be v = uj_(w) gives

HMZ,Hﬁ'+-HMZ, — N+ 2catlu Iy
< Nl I3+ 20 (il i) + 2(gp L ufER. a7)

To bound the last term properties of the stochastic increments from Assumption 2.5
are utilized. Writing this term as

n—1

(ghr ’ uhr)g (ghr ’ uhr uhr )En + (ghr ’ uhr )E‘[ ’

and taking the expected value we have

° (ghr Uy " is F"~!-measurable, so is independent of &, and since the average
of &' vanishes it follows that

E[(ehe ! uhy her | = Eleg ' u DI ELE! = 0.

o llg), || m and |£]'] are also independent, so an application of the Cauchy-Schwarz
1nequa11ty gives

B[ e — w67 < (B0l - 130) " (B e
= (B, i ) (BU0gg 130208 1)
= (B, — i 3) " (<B0gg 13)

Taking the expected value of both sides of equation (17), this bound is used to estimate
the stochastic term,

2 2
”uhf ||LOO[0’T;L2(QVH)] + ”uh‘f ”LZ[O,T;LZ(Q,U)]

0 2 2 2
S C (”uh‘[”LZ(Q’H) + ”th”LZ[O,T;LZ(Q,U’)] + ”ghf||L2[O,T;L2(§2,H)]) .
(18)

This estimate bounds uy,; in the Bochner space L*°[0, T'; L2(Q2, H)]; however, we
also wish to identify uj, as a random variable taking values in the Bochner space
L*°[0, T; H]. For any Banach space U, the canonical correspondences

L2[0,T; L*(Q,U)] ~ L*((0, T) x ,U) ~ L*(Q, L*[0, T; U)),
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allow functions in these spaces to be identified as a random variable with values
in L2[0, T; U]. In general it is not possible to identify L*°[0, T’; L%(2, H)] with
L2(Q2, L™®[0, T: U]); however, the BDG inequality shows that the norms on these
two spaces are equivalent on the subspace of martingales. The following lemma uses
the property that the stochastic term in (9) is a martingale to bound the solution in
L2(2, L®[0, T; H]).

Lemma4.2 Let Assumptions 2.5 and 4.1 with p > 2 hold and up; be a solution
of the implicit Euler scheme (9) with initial condition uh e LP(Q, H), and data
fre € LP(, L2[0,T;U']), and gnr € LP(Q, LP[0, T; H]). Then there exists a
constant C = C(p) > 0 such that

N p/21/p
—1
e | Lo(@.L00.7: 1) + NCallwnell oo, 20,7501 + E [(Z layy, — uy; ||%,) }

m=1

C (luy e, m + I fellLr.z2o.m:0m + T2 P lgelLr@.Lro.r: 1) - (19)

Proof Sum each side of inequality (17) to obtain

n

n
2 2
lhe Iy + E gy — w15+ 2¢a E Tlluy Iy

m=1 m=1
n n
< Nl +2 )t up) +2> (e i) uy
m=1 m=1

<||uhr||H+2Zr||fh,||y/||uh,||y+2z||g Ml — up &2

m=1 m=1

+2 Z(g T HED,

and use the Cauchy—Schwarz and Young inequalities to get

n n
2 2
lep N3+ > Ny = up N3+ ca Y Tluf I

m=1 m=1

<C(|uh,||H+Zr||fh,||U,+Z||g 17 1€ 1°

m=1
+)Z<g,’$ A ngr)).
m=1

Raising each side to the power p/2 and using Assumption 2.53 shows
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n p/2 n r/2
2
||uzr||’,’,+<2 laeyyy — wy ||H> +(caZr||uz’,||U>
m=1

m=1

p/2
< C [ Muhe 5y + 1 fie 1] 2g0 o + (an Mg lE |2)

p/2

Z(g ”ht 55"

n
2—1 —1yP
<||uhf||H+||fhf||L2[OT,, N P (A

p/2
—1
Ly !

Taking the maximum over 1| <n = n(w) < N and using the property that

E w2 gn I 1en1” ] < CoNPTE gt | <

= CTPPE [zlgp g ]

shows

N p/2
max Huh,Hp-‘r Z””hr ”hr ”H +Ca ”u’”HL2[0TU]

m=1

p/2—1
<C ||th||Lp(Q H) +I th”LP(Q 12[0,T:U')) + TP/ “ghr”Lp(Q LP[0,T;H])

[ max |Z(g’" L= 1>Hs;”|”/2}). (20)

l<n<

The last term is a discrete Ito integral (c.f. Eq. 5),
n
=Y G g
m=1

and is bounded using the discrete BDG inequality (Theorem 2.7) and Lemma 2.8.
With € > 0 to be selected below,

— 2 —
E|:0HlaX |Xn|P/2i| <CZT||(gm 1 ugt I)H”i{;/Z(Q)TpM 1

m=1
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2 2 4—1
<C Z tligh i/p(gz s ||%(Q,H)Tp/
N
—1 2 4—1
=C <o<m<aX ””hr“Ll’(Q H>> Z vllghr ”%(Q,H)Tp/
m=1
<€ (0<mjx ””hr“L!’(Q H))
N 2
2 —
+(2C2/€) (Z T||gm 1”2{1(9,1-1)) TP22
m=1

0 P p
< €||”hz||Lp(Q,H) +e 1$1a§N ”"‘;?r”LP(Q,H)
2 2—1
+QC* /TP g1 p . ojo.7: 1))

The proof now follows since the middle term, with an appropriate choice of € > 0,
can be absorbed into the left-hand side of Eq. (20). O

4.2 Passage to the limit

Setting (F, v) = (f, v) —a(u, v), the weak statement of the stochastic heat equation
(15) is an instance of the abstract problem (12), and its discretization is of the form
(11). The bounds in Lemma 4.2 are sufficient to verify the hypotheses of Theorem 3.2,
and convergence of the discrete scheme to a weak martingale solution of (14) will
follow.

Theorem 4.3 Let U be a separable reflexive Banach space, H a Hilbert space,
U <> H be a compact, dense embedding, and let (2, F, P) be a probability space.
Let the operators of the abstract difference scheme (9), and data satisfy Assump-
tions 4.1 and 3.1 respectively, and let the stochastic increments satisfy Assumptions 2.5
with p € (2, 00). Denote the discrete Wiener process with increments {’g‘;”}gzl by
Wf and let {up}n, -0 be a sequence of solutions of the corresponding implicit Euler
scheme (9) with data satisfying:

1 {ugt} is bounded in L? (2, H) and converges to a limit u® in L*>(Q2, H) as h — 0.

2. {far} is bounded in L? (2, L*[0, T; U']) and converges in L*(2, L*[0, T; U'])
ast,h — 0.

3. {gne} is bounded in LP (2, LP[0, T; H]) and converges in L>(2, L?[0, T; H])
ast,h — 0.

Let
X =G[0, T; U'IN L0, T; Ulweak x L*[0, T; U'lyear x L*[0, T; H] x C[0, T1.

Then there exist a probability space (2, F,P) and a random variable (u, F, 8 W)on

Qwithvalues in (X, B(X)) for which the laws of{(uhr, (fnes A(ung)), &hes W,)}h 0
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converge to the law of (u, (f, A(w)), g, W),

Lune, (e, Ane)), ghe, We) = L, (f, A@w)), g, W).

In addition, there exists a filtration {f () }o<i<r satisfying the usual conditions for
which (u, f, g, W) is adapted and W is a real-valued Wiener process for which

t t t
(u@),v)yg +/ a(u,v)ds = (uo, V) +f f, v)ds+/ (g,v)dW, veU.
0 0 0

Proof Under the assumptions of the theorem solutions of the implicit Euler scheme
satisfy the bounds stated in Lemma 4.2; in particular, {ujr}s >0 is bounded in
LP(, L?[0, T; U]). With

Fy' (vp) = (fp.vn) —a(uy,, vp),

it is immediate that F;’, is F"-measurable, and since a : U x U — R is
bilinear and continuous, {Fj.}s r~0 is bounded in L7 (S2, L2[0,T;U']), and it
follows from the Cauchy-Schwarz inequality that {Fp;(up¢)}nr=0 is bounded in
LP/2(Q, L'(0, T)). This establishes the hypotheses of Theorem 3.2 (with r = g = 2)
which guarantees the existence of a filtered probability space (Q, F. {f ®}o<i<T, If”),
a subsequence (g, 7x) — (0,0) and a limit (u, f, g, W) for which the laws of
Whires Fryos 8hywys Wfk) convergence as asserted in the theorem and

t t
(), vy = W, U)H+/ (F, v)ds+f (g, v)gdW, vel.
0 0

To verify that (F,v) = (f,v) — a(u,v) for v € U note that the mapping u
f —a(u, .) is affine so is continuous from LZ[O, T;U]to L2[0, T; U'] with both the
weak and strong topologies. This is the setting of Example 3.3 where it was shown that
F takes the required form. Finally, A satisfies Assumption 2.15 since solutions of the
deterministic heat equation are unique so Theorem 2.17 is applicable. It follows that
L(u) is uniquely determined by L£(f, g, W); in particular, passing to a subsequence
was unnecessary. O

5 Construction of a Martingale solution

This section is devoted to the proof of Theorem 3.2. Throughout U will denote a
Banach space densely embedded in a Hilbert space H so that U < H <> U’, and
Uj, will denote a (finite dimensional) subspace of U, and t = T /N the time step for
the implicit Euler scheme (11).
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5.1 Bounds and pathwise continuity

The following lemma is essentially a restatement of Lemma 4.2 adapted to the current
setting where bounds upon the solution are assumed.

Lemma5.1 Let 1 < g < oo, and {uzf}flv:l be a Uy-valued solution of the implicit
Euler scheme (11) with increments and data satisfying Assumptions 2.5 with p > 2
and 3.1 respectively. Ifugr € LP(Q, Up), Fpe € LP(Q, LY[0, T; Up)), and gy €
LP(2, LP[0, T; H]), then there exists a constant C = C(p) > 0 such that the
piecewise constant interpolant uy, satisfies

N p/2 W/p
||uhr||LP(9,L°°[0.T:H]>+]E[(Z Nl — gy l||H> }
m=1

1/2 -
=C (IIMQTIILV(Q,H) + ||Fhr(Mhr)||L/p/z(QyL1(oyT)) +71'/? l/p”ghr||LP(Q,LP[(),T;H])) .
Proof (sketch) Setting v, = uj_ in equation (11), and completing the square shows

2 —12 —12 -1
I gy + Nty — whr g < My Iy + 20 (Fpp uge) + 28" uh ) ks

The proof then is identical to that of Lemma 4.2 with ¢, = 0 and F}’, in place of f}' .
]

Pathwise continuity is an essential property of martingale solutions; that is, for
almost every w € Q2 the map t — u(w, t) is continuous. Solutions of nonlinear PDE’s
may not be pathwise continuous into the pivot space H; however, continuity into the
dual space U’ follows from standard arguments. Specifically, Holder continuity into
U’ is established by showing that solutions of the numerical scheme (11) satisfy the
hypothesis of the following theorem [8, Theorem 3.3].

Theorem 5.2 (Kolmogorov—Centsov) Let (S2, 7, P) be a probability space, X be a
Banach space, andu € L' (Q, LP[0, T; X1). If for some 0 < 6 < 1 there existsC > 0
such that forall0 < § < T

T
lqﬁ () = ute = )Ny dr | < Era o7,

then there exists a modification of u on a null set of (0,T) such that u(w) €
c%900, T; X for almost every @ € Q and all 0 < 0’ < 0; in particular

o [P el
Piecewise linear interpolants iy, of numerical schemes are Lipschitz (in the time
variable), so no modification is required; the bound on the Holder norm is the essential
content.
The following theorem bounds translates of solutions of the difference scheme (11)
appearing in the Kolmogorov—Centsov theorem. The spatial discretization plays no
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role in this lemma; U is an arbitrary Banach space. Setting U = Uy, establishes Holder
continuity of the discrete solution for almost all paths in the dual space U; which has
norm

(u, v) g
lullyy = sup =t
v,eUy ”Uh”U

This is a norm on Uy, and a semi—norm on U with ||u||U;’ < Cllully.1f P, : H— Uy
denotes the orthogonal projection and u;, € Uy, then

lunllyr = su =su <

(Up, VH (un, P |1Pr(w)lly i /(
vev vllu veu  1PhWlu vl — Un

||Ph(U)||U)
sup —— | .

veu  llvllu

In a finite element context the supremum on the right is bounded independently of &
under mild conditions on the underlying mesh [7]. In this situation a function taking
values in Uy, is bounded in U’ when it is bounded in U ,’l, and this is where Assump-
tion 3.1 is used.

Theorem 5.3 Let 1 < g < 00, and U < H be an embedding of a Banach space into
the Hilbert space H so thatU < H < U'. Let0=1" <t' < ... <tN =T bea
uniform partition of [0, T| with time step t, and (2, F, {.7:”}111\7:0, P) be a (discretely)
filtered probability space. Let {u?}ffzo be an adapted process taking values in U,
satisfying the difference scheme

@ —u" vy = t(FM o)+ (g8 vpE, wvel,

with

{Ef}flv:l satisfying Assumption 2.5 with p > 2.

ud e LP(Q,U).

F, e LP(Q, L‘I/[O, T;U')), and F! is F"-measurable for 1 <n < N,

gr € LP(R2,LP[0,T; H)), and g;’_l is f”_l-measumblefor 1<n <N,

where Fr(t) = F]' and g-(t) = g;'_l on (1", t") denote the piecewise constant

functions. Then the piecewise linear interpolant i of {u?}flvzo satisfies

T
B [ et~ e - 9)1f ]
8

p p 1+6p
= C(IFe? g 1o mory * 18 Wm0 mo oy ) 8777, 0<8<T,

with® = min(1/2—1/p, 1/q). In particular, ii; is bounded in L? (2, C%¢'[0, T; U'])
forall 0 < 0’ < 0, and the difference between the piecewise constant interpolant u
and 1i; is bounded by

A 0
lur —dzllLe@,Lop0, ;0 < Ct (”F‘E”LP(Q’Lq/[()’T;U/]) + ||gr||LP(Q,LP[0,T;U/])> :
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As in the deterministic setting [40], we first consider the situation where § = mt is
an integer multiple of the time step, and present this as a separate lemma. The proof
of the theorem is an extension this result to arbitrary 0 < § < T.

Lemma 5.4 Under the hypotheses of Theorem 5.3,

N
n__  n—myP p 1+p/q
B[ Y el — w15, ] = € (1Fe2, ) 1o oy 10
n=m

H18el 5 10,0 1T)"2)
foralll <m < N when 1/p + 1/q < 1; otherwise, p < q' and
N

EI:Z 'L'||Ml;.l — I/l’rl_m”p/:l < C <||FT”il’(Q,LP[O,T;U’])(mT)p

n=m

14 2
+||gr||Lp(Q,Lp[0,T;U/])(mT)p/ ) .

Proof Let v € U and sum the difference scheme from n — m + 1 to n to obtain

n n
— k k—1sk
W= vg =Y. t(FLv+ Yy @E L v
k=n—m-+1 k=n—m+1
n n
k k—1sk
5( D V2 T I S s,||U/>||v||U.
k=n—m-+1 k=n—m-+1

Taking the supremum on the left over v € U with ||v||y = 1, raising both sides to the
power p, and summing shows

N N n p n

B[ Y et = 0p, ] < CE[Y < { ( > rnFi‘nU/) +1 Y g’;“sfnp/}].
n=m n=m k=n—m+1 k=n—m-+1

The first term on the right is bounded using Holder’s inequality. If ¢’ < p then

]E[ir< Z anqu/)p]sE[ir< Z r||Ff||q’,>p/q/<mr)””]

n=m k=n—m+1 n=m k=n—m+1

N n
sE[Zr( > r||Ff||‘f,> IEN 0 gy ]

k=n—m+1

< E[IF 0 g ] 0n0) .

When ¢’ = p the exponent in the last term is 1 + p/g = 1 + p(1 — 1/q’) = p.
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an n
u? ul

n+1 n+1
n—1 u n—1 u
7147_/\ T uy /\ T

t—s mr t t—s mr

Fig.3 Translates in Theorem 5.3, (7 — s, 7) C ("', "1)(left) and 1" € (7 — s, 7)(right)

The second term is a (discrete) Ito integral and is bounded using the discrete BDG
inequality, Theorem 2.7, and Lemma 2.8,

E[i r (u > g’zlsfuw)p]

n=m k=n—m+1
N n
k—=1,p 2—1
<C Z T ( Z |87 ”LP(QJ]’)) (m.[)p/
n=m k=n—m+1

N

k—1 2

= CZfllgf ||€p(Q,U/) (m-[)l’/ .
k=1

Proof (of Theorem 5.3) Write § = mt + s withO <m < N and 0 < s < t. From
the triangle inequality

e () — i (t — Oy < Nl (t) — tic (t — mT) |0
+lg (f) — it (f — )|y, where f=t—mr.

The previous lemma shows that forall 1 <m < N

T N
B [ e~ et —mof ar] < COE[ Y el —
< C(p, f, 9)(mo)'*07, 1)

so it suffices to show that translates of size 0 < s < t can be bounded by s119P For
piecewise linear functions there are two cases, see Fig. 3.

o Ifi e (t" +s5,t"*) then
i () — dix (G — )l = (/DN —ul .
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o If7 € (", 1" + 5) use the triangle inequality to write
e (7)) = die (= )y < e (D) — uillyr + luy = de(F =)y
Explicit formulas for the piecewise linear interpolants on each interval show

e (F) — ullyr + Ul — b7 (7 — )|y
< (" = ully + a2 —uly)(s/T) "<t <1"+s.

Inequality in (21) with m = 1 then gives

T N
E| / () = iate = )11 dr | = Cp)s/OPE[Y wlt =™ ]

n=1

< C(p, f, TP (s/T)? < C(p, f,8)s" TP,

where the last inequality holds since 1 +6p < p when p > 2, and s/t < 1. O

5.2 Compactness

The Prokhorov theorem, stated next, will be used to establish convergence of the
laws of the solutions to the implicit Euler equation (11). The key hypothesis of this
theorem requires a sequence of probability measures {P,}>° ; on a topological space
X endowed with its Borel o -algebra B(X) to be tight (see Definition 2.9).

Theorem 5.5 (Prokhorov) Let X be a topological space with the property that there
exists a countable family of real-valued continuous functions which separates points
of X. Let {P,};2 | be a tight sequence of probability measures on X with its Borel
o-algebra B(X). Then there exist a subsequence {If"nk }ken and a probability measure
P on (X, B(X)) for which ]f”nk =P

If the probability measures in this theorem are the laws of random variables P, =
L(X,) taking valuesin X, and L(X,,,) = Pwe canwrite P = £(X)where X : X — X
is the identity function identified as a random variable on Q= (X, BX), I@).

Below we will set

X =G[0,T; UTNL"0, T; Ulweak X Lq/[O, T U'lyear x L*[0,T; U] x C[0, T,

and the probabilities in the Prokhorov theorem to be the laws of Xy, = (upr, Fur, ghrs
W,). Recall that Wr denotes the piecewise linear interpolant of (6), and L [0, T'; Ulyeak
and L9'[0, T; U "Nweak denote the indicated spaces endowed with the weak topology.
When U is separable and reflexive and 1 < r, g’ < o0, classical results from func-
tional analysis can be used to exhibit a countable family of real-valued functions on
X which separate points.

A convenient way to establish compactness of piecewise constant functions in
G[0, T; U’] is to use the Arzela—Ascoli theorem to show that their corresponding
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piecewise linear interpolants are compact in C[0, T'; U’]. The following lemma makes
this precise, and also shows that the laws concentrate on C[0, T; U'].

Lemma 5.6 Let U be a separable reflexive Banach space, H a Hilbert space, U —
H < U’ be dense embeddings, and (2, F,P) be a probability space. For n =
1,2, ..., let {uil}l'.'=0 be U-valued processes, and define their caglad and piecewise
linear interpolants on [0, T'] by

n—1
up = uSlyo) + ZM;I(I’,;J’TA] and
i=0
[+l g PR

(1) = 5wy + ———ut' for 1€, 1,7,
1 1
A )

where t) = iT /n.
If {L(,)}02  is tight on C[0, T3 U') and {L(u,)}52 is tight on L', , [0, T; U],

then {L(uy)}°° , istighton G[0, T; U'INL" [0, T; U, and if i is any accumulation

n=1 weak

point of {L(up)};2, on G[0, T; U'NN LY, [0, T; U] then

wea

w(C[0, T; U'INL"[0,T; U]) = 1.

Note that the Borel subsets of L"[0, T'; Ul,,eqr and L"[0, T'; U] coincide since U is
separable. This lemma, which we prove in the Appendix, is used to establish tightness
of solutions to the numerical scheme.

Theorem 5.7 Let U be a separable reflexive Banach space, H a Hilbert space, and
U —> H be a compact, dense embedding, and (2, F,P) be a probability space.
Assume that the spaces, data, and increments of the scheme (11) satisfy Assumptions
3.1 and 2.5 with p € (2, 00), and that the initial data {ugr} are bounded in LP (2, H)
and converge in LZ(Q, H) to a limit u as (h,t) — (0,0).

Let up; denote the piecewise constant caglad interpolant of {u},
assume for some 1 < q,r < oo that

N

In—p in time and

L {llupcllLr(@,L710,7;01) th, >0 is bounded.
2. {”Fhf ||LI7(Q’Lq/ [0,T;U']) }h,‘[>0 is bounded.
3. {llgnzlLr(@,Lr10,7; H]) Y o0 is bounded.

Then the laws of {(un<, Fnr, ghe, Wr)}h,r>0 are tight on
X = G[0, T; U'TNL[0, T; Ulyear ¥ LYT0, T: U'lyear % L0, T3 Hlypear % CIO, T1.

In addition,

o If{gnt}n =0 is Cauchy in LP (2, L2[0, T; H)) then the laws {L(gnt)}n.c>0 are
tight on L*[0, T'; H].

o The piecewise linear interpolants {lipc}n =0 are tight in C[0,T;U’'] N
L"[0, T; Ulyeak-
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e [f additionally V < U’ is a separable reflexive Banach space and {upz}p r=0 is
bounded in L? (2, L*[0, T'; V]) for some 1 < s < o0, then the laws {L(up1 }n.r>0
are tight on

G[0, T; U'TN L0, T; Ulyear N L°10, T; Veak-
IfU <> V is compact and 1 <'§ < s, then the laws are tight on
GI0, T; U'TN L0, T; Ulypear N L’[0,T; V.
Proof To establish tightness for the laws we exhibit large compact sets in each of the

factor spaces of X.

e IfU > HthenU <> H <> U’,and for9 > 0
c%?10, T; U'1NL"[0,T; U]l <> C[0, T; U"].
Fix0 <6 <min(1/2 —1/p, 1/g) and let

Ke={i € COP10, T U | Nl 07,0y < 1€ and il lopgq . < 1/€).

Then

L3n)CI0, T; U\ Kl =P [fw € Q | dipr ¢ Ke}]

<Plo e | linclr .0 > 1€ o linel oo . > 1/€)]

Aop Y
=C (””hf Iz Lrio.rivp + line ”L”(Q,coﬁ[o,r;u’])) “

where the last line follows from Chebyshev’s inequality. The hypotheses assumed
upon the data and Theorem 5.3 bound the two norms in the last expression indepen-
dently of # and T which shows L(i1j,;)[K¢] > 1—Ce, and tightness on C[0, T'; U’]
follows.
If U < V then L"[0,T;U] N C%[0,T;U’] <> L"[0,T;V] and the
same argument shows that {£(iij;)}n r=0 are tight in L"[0, T'; V]. The mapping
Upe > upr is continuous on L”[0, T'; V1, so maps compact sets to compact sets,
s0 {L(unc)}n.r>0 is also tight on L"[0, T'; V1.
Ifl <r <sand K C L"[0,T; V] is compact, then K N L*[0, T; V] is
compact in L§[O, T;V]forl <§ < s. Thus if {up}n =0 is also bounded in
LP(2, L°[0, T; V]) the laws are also tight in L§[0, T;V].

e Since U is reflexive and 1 < ¢ < oo the Banach—Alaoglu theorem shows

L7[0,T; U/]strong > LT[0, T; U'lweak-
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Letting K¢ be the closed ball in L‘f/[O, T; U’] centered at the origin with radius
1/€, Chebyshev’s inequality shows

LOEOILT10.T: U\ K] =P [(0 € @ | 1Fucllpig o > 1/e)]

§|”%T”L“9JﬂqQTiﬂD6

Since closed balls in Lq,[O, T; U'] are weakly compact, and || Fj,, ”L!'(Q,Lq’[o,T;U/])
is bounded independently of k, it follows that {L(Fp;)}n.r>0 1S tight in
L1170, T; Ulyea-

The same argument shows {L (i) }n r>0 is tight in L"[0, T'; Ulyeqx, and is also
tightin L*[0, T'; V]yeak When {up;}p r=0 is bounded in L? (2, L*[0, T'; V]). The
previous lemma then shows that the laws of {u;}5.r>0 are tight on G[0, T; U'1N
L"[0, T; Ulypeak-

e The laws of a strongly convergent sequence in L”(2; X) are always tight
and converge weakly to the limit. In particular, if {gnr}n.r>0 is Cauchy in
L*(Q2, L?[0, T; U')), then {£(gnr)}n.r0 are tight and converge weakly to £(g).

e The discrete Wiener process W interpolating {W! flV:O is Holder continuous.
Briefly, from Lemma 2.8 (with H = R and g™ = 1) it follows that

N n 14
B[ Y awr —wemir | =B} | Y sk ]
n=m n=m k=n—m+1
N
<C Y timr)l
n=m

Since p > 2 the Kolmogorov-Centsov Theorem 5.2 bounds the expected value
of the Holder norm of W, with exponent § < min(1/2 — 1/p, 1). Tightness then
follows from the Arzella-Ascolli theorem since C9-? [0, T']is compactly embedded
in C[0, T']. O

5.3 Convergence: Proof of Theorem 3.2

This section establishes convergence along subsequences of solutions of the numerical
scheme (11) to a weak martingale solution of the problem (7) which we write as
du = Fdt 4+ gdW. Convergence is established using the Prokhorov theorem to
construct a measure [P on the product space

Q =G0, T; U1NL'[0,T; Ul x LY[0, T; U'] x L*[0, T; H] x C[0, T},
(22)
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and a filtration for which the projections

u:Q — Cl0,T;UINL[0,T;Ul, F:Q— L7[0,T;U’],
g:Q— L*0,T;U'l, W:Q— C[0,T],

defined by

u(@) = w1, F(®) =a, g@) =dw3, W@ =dw4, with o= (@),w, 03, 04),

(23)

are random variables satisfying (7). To verify that these variables are a solution, inde-
pendence properties of the approximating scheme are used to show that

t
Xt =u@) —u’ — / Fds,
0

is a martingale with respect to the filtration generated by (u, F', g, W). The final step
is to verify that W is a Wiener process and X (1) = fot gdw.

The following lemma, which characterizes when one process is independent of the
filtration generated by another, is useful in this context.

Lemma 5.8 Let {Xt};T=o be topological spaces, {Y(t)}lT=0 be X;-valued Borel measur-
able random variables, and let {F; szo be the filtration given by F; = o (Y (s) : 0 <
s < t). An integrable process {X(t)}tT:0 adapted to this filtration taking values in a
separable Banach space X is a martingale with respect to the filtration if and only if

m n
E|(x0) - x©) [TTTeu(viem) [ =0
i=1j=1
holds for all times 0 < 51 < ... < s, <5 <t =T, all ¢;j € Cp,(R), and for all

Yijyonos Ynj € .Asj, where Ay is a subset of real-valued functions on X for which
o (As) = B(X,) (the Borel o-algebra on Xj).

The Dynkin lemma shows that the criteria in this lemma are equivalent to E[ X (¢) —
X(@s) | Fs1=0.

Example 5.9 In the proof below
X, = GI0, £; U'TN LT[0, £; Ulyeak X LY10, 15 U'luear x L*[0,1; H] x C[0, 1].
A countable set of continuous functions, 4;, generating B(X;) is

b b
0 Fog W) o 2y [ (o) 0)ds 422 [ (P v)ds
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b b
+Z3/ (8(s),v)ds+z4 [ W(s)ds,

fora < bin [0, 7] N Q, v in a dense subset of U, and z1, 22, z3, z4 € {0, 1}.

Proof (of Theorem 3.2)

l. Lemma 5.1 and Theorem 5.3 show that {|lupcllzr(Q,0[0,7:H])Ih,r>0 and
{”ﬁhf”LP(Q,CO‘H[O,T;U’])}h,T>O with0 < 0 < m1n(1/2 — l/p, l/q) are bounded.
2. Let

X =G[0,T; UINL[0, T; Ulpear ¥ LI 10, T; Ulpear x L2[0, T Hlyear x CI0, T1,

and (fZ F ) = (X, B(X)) be the corresponding measurable space endowed with
the Borel o -algebra. Let Phk denote the law of (upk, Frk, ghk, W,) that is

Pue[By x By x B3 x Byl :=P[(unr € B1) A (Fir € B2) A (gnr € B3) A (Wr € By)]
for

By € B(G[0.T: U'|N L"[0, T; U1), By € B(LY[0, T: U')),
B3 € B(L*[0,T; HY), B4 € B(C[0, T)).

Theorem 5.7 shows that the measures {E’)hr}h,wo form a tight family, so by the
IjrokhoroY theorem we may pass to a subsequence (hy, tx) — (0, 0) for which
Pp; v, = P, and Lemma 5.6 shows that

Pl{a. F.g. W) | weclo,T;010L10.T: U1} | =

Below we write Pk = I@hkfk, Uk = Up, g, etc.
3. If {gnr}n.o=0 is tight in L2[0, T; H], set

X=G[0,T; U/] NL[0, T; Ulyear X Lll/[o, T, U/]weak X Lz[oa T;H]xC[0,T],

and, since the Borel subsets of L"[0, T; U] and Lq/[O, T; U'] with the weak and
strong topologies coincide, repeat the argument in the previous step to assert P, =
P with the stronger topology. We show that the equation (12) holds on the support
of P.

Foreach0 <t < T,let X(¢) : X — U’ be the function X (¢)(w) = u(t) —u(0) —
fo F ds where w = (u, F, g, W). We construct a filtration of (€, .7-') for which
X (¢) is a square integrable martingale.

Forv e U and 0 <t < T fixed we first verify that (X (¢), v) is square integrable
on (Q, f', }fl’) and show

/(X(t),u)df@: lim ]E[( —uv /(Fk,v)ds}
X k—o00
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when 0 < gt — 1 < T withng € N, i.e., ug(t) = u;* as in Fig. 2.
To do this, define ¢ : X — R by ¢(u, F, g, W) = (X(¢), v). Since the mapping
u — u(t)isBorelon G[0, T; U], and the coordinate projections ((u, F, g, W)
u, (u, F,g, W) — F,etc.) are continuous, it follows that X (¢), and hence ¢ is
Borel measurable. Set
={@, F,g, W) e X | I, Fr, &, W) = (u, F, g, W)
such that ¢ (. Fe. &, Wi) = ¢(u, F. g, W)}

Claim N has null outer P measure, If"*[N 1=0.

13
Proof e If F, — F in Lq/[O, T; U'lyear it is immediate that / (Fe,v)ds —
0

/ (F,v)ds.

o Ifiiy > uin G[0, T; U'1NL"[0, T; Ulyeqx then
(Ur (), Vg - W), vy = u¢C[0,T;U']

From Lemma 5.6 we conclude Iﬁ’*[N] < P* [{(u F,g,W) | u¢cC[0,T;U"]
NL'[0, T; Ul}] = 0. o

Since
¢ (ups Fis 8k, Wi)| < <2||Mk||L°°[0,T;U’] + 1Fxll o' 10.7. 01 fl/q) lvllu,

and since Lemma 5.1 bounds the p'" moment of the right-hand side with p > 2, it
follows from Lemma 2.10 (with ¢ = ¢) that (X (¢), v) is square integrable and

/N(X(t),v)dlﬁzfgdﬁ’
Q X

t
= lim / dP; = lim E [(uzk — ug, vy —/ (Fi,v) ds:| .
k—o00 0

k=00 Jx
Next, let {]—' (t)} _o be the coarsest filtration on < for which each of the mappings
Q> G[0,1; U'1N L0, T Ulwear % L0, t; U'lwear x L*[0,1; H] x C[0, 1] = X,
given by
(u, F, g, W) — (uljo,n, Fo,n, go.n- Wlo,n),  0=tr=T,
is a measurable map (Q, .7?) — Xy, B(X))).
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Claim For v € U fixed, the real-valued random variable (X(7),v) = (u(t) —
u(0),v)yg — fO(F v) ds is a martingale on (Q,F {f(t)}o<,<T, IP’)

Proof Fix0<s1 <...<sp <s<t<T, ¢ij e Cp(R) andletwlj,...,wnj be
functions in the generating set of B(Xj; ) given in Example 5.9. Thenlet ¢ € Cp(X, R)
be the function

m n
o, F.g. W) =[][]oiWijw. F.g.w)).
i=1j=1
and let vy — v with vy € Uy, . Define ¢, ¢ : X — R to be the functions
((u,F,g, W)= (X(t) — X(s), v)qb and & (u, F,g, W) = (X(t) — X(s), vk)¢.
If
={(u, F,g, W) e X | 3, Fr, gk, Wi) = (u, F, g, W)
such that ¢ (itx, Fi, gk, Wi) - ¢(u, F, g, W)} ,

then, as above, }fD*[N ] = 0 and & and &; have moments of order p > 2. Lemma 2.10
then gives

/(X(t)—X(s),v)cpdfP:/ ¢dP = lim / Cx dPy
Q 9 k—o00 O

t
= lim E | u* —ul* — Fydr,
Jim [(uk uy ‘/A kedr, vi)$

1"k
= lim E |:(uk — uZ“‘ —f Frdr, Uk)¢:|
t

k—o00 mg

Mk 1k
— lim E |:(/ Fidr —/ Fidr, vk)¢:| ,
k— 00 s t

(24)

where 0 < mptp —t < 7 and 0 < mytr — 5 < T since ug(t) = up(ngty) and
ur(s) = ug(myty); see Fig. 2(left).

We verify that each term on the right-hand side vanishes to conclude from
Lemma 5.8 that increments of X are independent and X is a martingale.

Summing each side of the Euler scheme (11) shows

ng .
@i o) = @t v+t Y (Flou) + Z (& vong].

j=mi+1 j=mp+1
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Multiplying this equation by ¢ and rearranging gives

ng

"k . .
E[(u;’k—ufk— f  Fir, vk)¢>i| = > E[(g;*‘,vk)mﬁé,i]
" j=mg+]

ng

= > E[e] " wne] Eig/1=0,

Jj=mi+1

where the last two steps follow since ¢ is F(1"'F) measurable, F(t"*) C F @b
when j > my + 1, and $kj is independent of F (tj _1) with zero average.
The last term in (24) vanishes since F, € L'($2, qu[O, T;U'D)with1 < g < o0,

Mk Mk
E[[ ||Fk||U’dr+f ||Fk||U’d”:|
s t

= E[”Fk”Lq/[O,T;U’]:I <|tmk _S|1/q + [ — t|1/‘1) 0.
O

The arguments used here can be repeated to show that for each v € U the processes

t
W(r), W0 —t, (X(1),v)* — / (g(s),v)*ds, and
0

t
X(0), )W) /0 (g(s), v) ds,

are also real-valued martingales on (€, F, {]? (t)}tho). The Martingale Representation
Theorem 2.6 then shows that W is a real-valued Wiener process and

t t
(@), v) = @, v)+/ (F(s),v)ds—}—/ (& vdw, 0=r=T,
0 0

holds P-a.s. for every v € U. Moreover, since paths of W are continuous, W is also a
Wiener process for the augmentation of {F (t)}o<:<r satisfying the usual conditions,
so (u, F, g, W) is also a weak martingale solution with respect to the augmented
filtration.

Finally, since ug = ux(0), the map u — u(0) is continuous on G[0, T; U], and
the initial data is assumed to converge and has moments of order p > 2, it follows
that £(u) = L(u(0)) on U’

4. Assumption 3.15 was required in the previous step to assert that for each v € U
there existed a sequence vy € Uy,

§u, F, g, W) =(X(#) — X(s),v)¢
= klim (X)) — X(s), vp)p = klim E(u, F,g, W).
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This construction is still possible when the assumption is relaxed to (5) provided
v e U.

5. Theorem 5.7 shows that if {u.}s r~0 is bounded in L*[0, T'; V] then it is also
tight in L°[0, T; V]yeak, and if U <> V then it is also tight in LS[0,T; V]
for 1 < § < s, in which case it is possible to pass to a subsequence for which
L(up,-) = L(u) with the stronger topologies.

6. If Fj; = Zle F}f? and each summand satisfies the second hypothesis of the
theorem then so too does that Fj;. In addition, Theorem 5.7 shows that each
summand is tight in L0, T; U'Nyear (and L0, T: U'] if it is convergent).
Passing to a subsequence for which E(F}E?) = L(FY) we have L(Fj;) =
E(Z,f:l F®) since addition is continuous under weak convergence. O

5.3.1 Infinite-dimensional Wiener process

The existence theory for parabolic SPDE’s of the form (7) extends to the situation
where the noise is a Wiener (resp. cylindrical Wiener) process W in a separable Hilbert
space K. In this situation g takes values in £L(K, H), the continuous linear functions
from K to the pivot space H. Upon introducing an orthonormal basis {e j}‘,?il for K,
SPDE’s with this noise satisfy

t t
(). v) +/ a(u,v)ds = ", v)H+/ (f.v)ds
0 0

o t
+§ /(g,/,v)HdW', veU, (25)
— Jo

j=1

where where g; = g(e;), and W; = (W, e;)g (resp. W; = W(e;)) are standard
real-valued independent Wiener processes. The space X in Theorem 3.2 then has the
form

N

weak

X =G[0,T; U'IN L0, T; Ulwear x LT[0, T; U'lweak X L[0, T; H]
xC[0, TV,

and it is necessary to assume that the limits g; of the approximating sequences g; i+
as (h, ) — (0, 0) satisfy

T

E / |(gj,v)|2ds < oo as.foreveryv e U,
— Jo

j=1

so that the series in (25) converges.
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6 Examples

In this chapter we present three examples that illustrate the applicability of the conver-
gence theory for parabolic systems that exhibit distinctly different structural properties.
In the first instance we consider the incompressible Navier—Stokes equation driven by
multiplicative noise which has the structure of a diffusion equation. The stability esti-
mate for this class of problems follows upon multiplying the equation by the solution
itself. The second example is a gradient flow for which the spatial operator is the
gradient of a (typically non—convex) stored energy function, 7 (#). In the deterministic
setting stability follows upon multiplying the equation by the time derivative of the
solution. However, in the stochastic setting this is not possible, so it is necessary to
multiply the equation by A (u) instead. The final example considers the situation where
A is a maximal monotone operator.

6.1 Structural properties

In this section we review how structural properties of the spatial operators give rise
to specific bounds upon the solution. Following this, we recall a convenient statement
of the Brouwer fixed point theorem which is used ubiquitously in the deterministic
setting to establish existence of solutions to the discrete problems. Since solutions of
the nonlinear problems may not be unique, in the stochastic setting it is necessary to
establish the existence of a measurable selection.

6.1.1 Bounding solutions

Let D C R? be a bounded Lipschitz domain, T > 0, and f € L?[0, T; L?>(D)] be
given. The classical heat equation with Neumann boundary data,

0
ou—Au=f, in(0,T)x D, o =0, (26)

has the structure of both, a classical diffusion equation and a gradient flow. Multiplying
by u and integrating shows

EE”u”LZ(D) + ”VMHLZ(D) = (f7 l/t),

while multiplying by 9;u gives
1d
2 2 —
||8lu||L2(D) + EZHVMHLZ(D) - (fs 8[”)
When a stochastic term is included on the right-hand side of (26), there is a loss of
temporal regularity and the scalar product of d,u and the stochastic term can not be

bounded. Since the spatial regularity is not degraded to the same extent, it is frequently
possible to multiply the equation by the variational derivative of the energy. The energy
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for the heat equation is I (u) = 1/2)|Vul?
81(u)/du = —Au gives

12Dy’ and multiplying equation (26) by

1d 5 2
EE”VMHLZ(D) + ”Au”LZ(D) = _(fa AM)

The second problem that we present in Section 6.3 has this structure as well and,
in addition, the solution takes values in a manifold. In this instance the PDE can be
viewed as an equation on the tangent space so the stochastic term needs to be restricted
appropriately; this results in Stratonovich noise.

The numerical schemes will satisfy an estimate of the form

1 -
1) + 5 e = Wy + Tl < 1@ + 1(fi @) + (877 w08
@7

where the energy /(1) is non—negative, a;_ is (a discrete approximation of) the varia-

tional derivative, and g, - ! may depend upon uzr_l The following mild generalization
of Lemma 4.2 establishes bounds upon the solution. To accommodate examples of
gradient flows, such as the heat equation where |[u||z = |Vu||2(p), the pairing (., )z
is only assumed to be a semi—inner product.

Lemma 6.1 Let (2, F, P) be a probability space and let U — H be an embedding of
a normed linear space into a semi—inner product space H. Suppose that I : U — R
is continuous and satisfies ||u ||%1 < I(u) foru € U. Let Assumptions 2.5 and 4.1 hold,
and inequality (27) be satisfied with random variables for which:

° {fhr}quv | takes values in U’ and {ahr}n | takes values in U.
o {uf t}N 0 takes values in Uy, and is adapted to the filtration {F"
° {ght}n 0 ! takes values in H and is adapted to the filtration {F"}Y n—o» and there

exists a constant C > 0 such that ||g)~ N < Cl(uj, hl/2 +ky " Wwhere ky_" € le
LP(S2) for some p > 2.

}N

Then

” maX I(uh-[) 12 ”L/’(Q) + ”aht”quﬂ(Q L4[0,T;UY)

N p/2l/p
—1,2
(Z Nl — uy nH)
n=1

< co. (1) (110 Pl + 1 i

+lknz lLr0.7)x2)) -

qu /2(9 L4'[0,T;U"])
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Proof (Sketch) Starting from (27), then, upon neglecting the dependence of g upon u,
the estimate

N p/21 VP
2 -1
”12nna<xzv1("2f)l/2””(9)+”‘”””(Z/m/z(sz,Lq[o,T;UD+E (Z Ve =t “%1)
- - n=1

q'/2

12-1/p
L' P ooy T llgz ”L”(Q,L"[O,T;H])>

<C(p) (nl(uﬂr D/pay + £l

follows mutatis mutandis as in the proof of Lemma 4.2. Bounding the last term as

N 1/p
-1
lgnzllLr(@.Lrio,7:HY < lkncllLeo.myxe) +C (E |1 (uj )l/2||€p(g)>

n=1
N—1 1/p
1/2,p
< lknellro.ryxe +C (ZO ol max 100" ||LP(Q)) ,
n=

and noting that the upper bound N was arbitrary shows

n p/2
n pq/2 m m—12
M + ”ahr||L1"7/2(Q,L‘1[0,t”;U]) + ]E <Z ||uh‘[ - uht ”H)
m=1

n—1
0 pq'/2 P Z m
<C(p,T) (M + ”th||LPq’/2(SZ,L‘1/[O,t”;Up]) + ”khr”]‘p(((),tn)xgz) + ™ ) s

m=0

where M" = ||maxo<pu<, I )" )'/?||7, (- The lemma now follows from the discrete

Gronwall inequality. O

6.1.2 Existence and measurability of solutions

Givenw € , solutions of the discrete problems will be established using the following
formulation of Brouwer’s fixed point theorem [37, Proposition 2.1].

Theorem 6.2 Let y : RM — RM be continuous and suppose that there exists R > 0
such that ¥ (w).u > 0 whenever |u| = R. Then there exists u € RM with [u| < R for
which yr(u) = 0.

In the numerical context u is the vector of coefficients representing the solution
uy (w) € Uy for a given basis of Uy, and at each time step ¥ will depend on the

sample point w € €2 implicitly through the stochastic increment, data, and the solution
at the prior time step, i.e.,

Vw =¥ (w0 ©) fi @, g ©). & @)
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In all instances the dependence of ¥ upon w will be F"-measurable, and in this
situation the following lemma shows that it is possible to select an F"-measurable
solution of ¥ (w, u) = 0 for every w € Q.

Lemma 6.3 Let (2, F) be a measurable space,  : Q@ x RM — RM be a mapping
for which

e w > Y(w,u) is F-measurable for everyu € R,
e u— Y (w,u) is continuous for every w € Q.
o Forevery w € Q, there exists u € RY such that ¥ (w, u) = 0.

Then there exists an F-measurable mapping u : Q@ — RY such that ¥ (0, u(w)) = 0
holds for every w € .

Results of this form appear in [11, 16] and are obtained using the following lemma
from [27].

Lemma 6.4 (Kuratowski and Ryll-Nardzewski [27]) Let (2, F) be a measurable
space, Y a complete, separable metric space, and for every w € Q2 let F(w) be a
non-empty closed set in Y such that

[weQ:Flw)NG #W e F (28)

holds for every open set G in Y. Then there exists an F-measurable mapping ¢ : Q2 —
Y such that { (w) € F(w) holds for every w € Q.

Remark 6.5 The hypothesis (28) holds if {w € Q : F(w) N B # @} € F for every
closed ball B in Y since every open set G in a separable metric space is a countable
union of closed balls.

Proof (of Lemma 6.3) Define F(w) = {u € R? : [(w, u)| = 0} for @ € Q. Then
F(w) is non-empty and closed and

{a)EQ:F(a))ﬂB;&@}:{a)eQ:in%lW(a),uN:O}e}'

holds for every closed ball B in RY as w +> infyep |V (w, w)| is F-measurable. The
existence of a measurable solution of v (w, u(w)) then follows from the Kuratowski
Ryll-Nardzewski Lemma 6.4. O

The proof of the Kuratowski Ryll-Nardzewski Lemma is not constructive so it is not
clear that the computed solutions are measurable. If the time step 7 is sufficiently small,
solutions of the nonlinear problem can often be established using the Banach fixed
point theorem. In this situation solutions depend continuously upon the data, and hence
are measurable; however, usually the bound on the time step is prohibitively small and
fixed point iterations converge slowly, so a (quasi) Newton method is employed. If,
for every w € 2, convergence is achieved for a bounded number of iterations, the
solution would depend continuously upon the data, and measurability would follow.
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6.2 Stochastic Navier-Stokes equation

The strong form of the incompressible stochastic Navier—Stokes equations on a
bounded Lipschitz domain D C R3 takes the form

du + ((u.V)u — D) + vp) dt = fdt + g dWw,
div(u) = 0, (29)

with initial and boundary conditions

0
ul,_g=u’,  ulyp=0,
and W an R-valued Wiener process. Here u is the vector-valued velocity of the fluid,
p the pressure, and f and g are vector-valued and D (u) is the symmetric part of the

gradient® as in (13). In the above
g, v, 0) =y (1.x,ult, %, ) (30)

where y : (0,T) x D x R — RY is Caratheodory with linear growth. That is, for
u € Rfixed (¢, x) — y (¢, x, u) is measurable, and for (¢, x) € (0, T) x D fixed u
y (¢, x, u)is continuous, and |y (¢, x, u)| < C|u|+k(t, x) wherek € LP[0, T; L*>(D)]
with p > 4.

To pose these equations in the abstract setting introduced in Sect. 3 let

U=HID)Y, H=L*D), Up={ueU: diviu)=0ae.inD}, (31)

and consider the weak statement of (29) for which u takes values in L2[0, T'; Up] and
satisfies

t
.o+ [ @m0+ 0w, vo | ds
0
1 13
=@+ [ Fovds+ [ wpaw. ve s,
0 0

where (., .) denotes an L? pairing on D. Restricting the test functions to be in the
space of divergence-free functions eliminates the pressure which is necessary since
even in the deterministic setting the temporal regularity of p is very low [28].

To motivate the numerical scheme, recall that in the deterministic setting the natural
stability estimate is found upon taking the dot product of the equation (29) with the
solution and integrating by parts to obtain

1d

5 2l + (Vo) 4+l = (£,

3 The symmetric part of the velocity gradient is denoted as D (u) in fluid mechanics. The distinction between
D(u) and the domain D C RY will always be clear by both notation and context.
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where [lully = [IDu)l12(p) is equivalent to the usual norm on U. The key step is
to observe that the cubic term (which for large data could not be dominated by the
quadratic terms) is skew symmetric; specifically, integration by parts shows

((M.V)u, v) = — (u, (u.V)v) + (div(u) u, v) , u,vel. 32)

It follows that ((#.V)u,u) = 0 when u € Up, so bounds upon the solution in
L®°[0,T; HIN LZ[O, T; U] follow as for the heat equation.

In general, it is difficult to construct subspaces of the divergence-free space Uy
with good approximation properties, so in a numerical context a velocity and pressure
pair are constructed; (up, pp) € Vp x P, with V), C U and P, C LZ(D)/R. The
divergence-free condition is then approximated by requiring u;, to take values in the
“discretely divergence-free subspace” Uj;, C V}, defined by

Up ={up € Vi | (div(up),qn) =0, gn € Pp}. (33)

Note that U, ¢ Uy, and in order to guarantee that functions u € Uy can be well-
approximated by functions uj, € Uy, the pair (V},, Pj) is required to satisfy the discrete
inf-sup (Ladyzhenskaya—Babuska—Brezzi) condition [4]: there exists a constantc¢ > 0
independent of / such that

(Pn. div(vn))

> cllpnllr2(py/r> pn € Pp. (34)
mevie 1Vl 2 Dy

We now come back to (29), and a corresponding discretization. Letting t = T /N be
a time step and {S;’},’l\lzl be stochastic increments, for eachn = 1,2,..., N and all
w € Q2 we let (uzf(a)), Phe (a))) € V), x Py satisfy

@, — 7" v + (2/2) ((u;’”.V)uzr, uh) —(t/2) (uzr, W!.V), vh)

+1 (D(uzt), Vvh) —t(pf divoy) = T(f%, o) + (gh7 " vn)ER, vn € Vi,
(35)

(div(uy,),qn) =0, gqn € Py,

where

"

¢l x, w) = ! y (t X u a))) dt. (36)
ht k] T k] k] ht k]

tn—1

The second equation is simply the requirement that u} _(w) € Uy, and it is immediate
that the term involving the pressure vanishes when v, € Uj,. Equation (32) was used
to formulate an approximation of the convective derivative that is skew symmetric
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when div (MZ'[) may not vanish. Note too that the convective derivative (u}_.V) could
be lagged to (qu_l .V) to give a linearly implicit scheme.

The methodology introduced in Sect. 6.1.2 is used to establish a (measurable)
solution of the discrete scheme (35). Given a basis for Uy, an element u;,(w) € Uy,
is identified with an element u(w) of RM where M = dim(Uy). With o € € fixed,
and identifying an element v;, € U, with a vector of coefficients v € RM, the Riesz
theorem is used to construct ¥ : RM — RM satisfying

Y. i= =i ) + (2/2) (@ Voun i) = (2/2) (un, @ V), w1 )

z (D(wh), vw,) — (o) — (&) )", v eRM,

Fixing w € , and setting v, = u,(w) then leads to

1 ¥
v =3 (el + o = w1 = ' 1)
Fellunllyy = T(fieun) = (857 un)&7
1 _
> 5 (el = N 1) + s

= (s + g o lgget ) Nunlo,

and it is clear that this is non—negative whenever

min (l 1 Nan o ) = max (s e 1Ll + g o g7 1/7)

Existence of a pressure then follows from the inf—sup condition.
To bound the solutions, set v, = u;’n (w) in the discrete weak statement (35) and
complete the square (as in (16)) to get

A/l I + /2N, — iy M7 + T||'4hr||U
= (/2N I + T i) + (g ' uf 8L, (37)

which, due to the skew symmetry of the nonlinear term, is identical in form to the
corresponding equation (17) for the heat equation.

The following theorem establishes convergence of solutions to the numerical
scheme (35) to a weak martingale solution of the stochastic Navier—Stokes equation
(29).

Theorem 6.6 Fix T > 0, and let D C R be a bounded Lipschitz domain. Let U =
HO1 (D)S, H = LZ(D)3, Uy C U be the divergence-free subspace, and let (2, F, P)
be a probability space. Let Assumptions 3.1, and 2.5 hold with parameter 2p > 4. Let
v =T /N with N € Ndenote a time step, and let {(V},, Py)}h=0 C U x Lz(D)/R be
finite-dimensional subspaces satisfying:
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e For each (v,q) € U x L*(D)/R there exists a sequence {(vy, qn)}ln=0 with
(v, qn) € Vi x Py such that (v, qn) — (v, q) as h — O.

e The restriction of the orthogonal projection Qj, : H — Vy, to U is stable. That is,
there exists C > 0 independent of h such that || Qnpully < Cllullu.

o The discrete inf-sup condition (34) holds with a constant ¢ > 0 independent of
h > 0. Denote the discretely divergence-free subspace by U, = {up, € Vj |
(div(up), qn) =0, gn € Py}

Let {upr}n.r>0 be a sequence of solutions of (35) with data satisfying

1 {u2,}h,f>o is bounded in L* (2, H) and converges in L>(2, H).

2. {fuctnc>0 is bounded in sz(Q, L2[0, T; U'l) and converges in L?
(2, L2[0, T: U'D.

3. gne is given by Eq. (36) withy : (0, T) x D x R — R? Caratheodory with linear
growth, i.e., |y (t,x,u)| < Clu| + k(t, x) with k € L2r[0, T; L*(D)].

Denote the discrete Wiener process with increments {5?}2;1 by WT, and write
(A(w), v) = (D(u), w) +(1/2) ((u.V)u, u) — 1,2 (u w.v), v) .

Thela there exist a probability space (§2, .7:", ]f”), a random variable (u, (f,a), g, W)
on Q with values in (X, B(X)) with

X = G[0, T; U'1 N L*[0, T; Ulwear x (L*3[0, T; U']
x LY3[0, T; U'lyear) x L?[0, T; H] x C[O, T1,

and a subsequence (ty, hy) — (0, 0) for which the
Lt Frirr AWR)), gy W) = L, (f,a), g, W) =P

In addition, I@[div(u) =0] =1, }f”[a = A(u)] = 1, and there exists a filtration
{F(t)}o<i<T satisfying the usual conditions for which (u, f, g, W) is adapted and W
is a real-valued Wiener process for which

t

W), v)y +/ ((u.V)u, V) + (D(u),Vv)) ds
0

t t
= @, v)H+/ (f, v)ds+/ (gw),v)dW, v e Up,
0 0

where g(u)(t, x, w) = y(t, x, u(t, x, )).
Proof Lemma 6.1 is first used to bound the solutions of the numerical scheme. Equation

(37) establishes the bounds needed at each time step, and using the structural properties
of y give

g ez = € (I 2oy +K2) - where k2 = (1/ VDKl gt mcr2oyy- (38)
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Lemma 6.1 with parameters 2p and ¢ = g’ = 2 then shows

||’4hr||L2p(Q,L0<>[0,T;H]) + ||Mhr||L2p(Q,L2[0,T;U])

0
<C (”ul/n”LzP(Q,H) + ”fhr”LZp(Q’LZ[()’T;U]’) + ||k||L2P[0,T;L2(D)]) :

We now verify that {(unc, (frr, AUnc)), &hes Wf)}h,‘[>0 satisfies the hypotheses
of Theorem 3.2 with parameters r = 2, g = 8, and ¢’ = 8/7.

1. The embedding HY(D) < L%D) is first used to verify |ull3py =
172, 172

Cllull " llull;~- Then
[(A@), )] = (lullw) vllo + A/DullL3pyllullvlviizep)
+(1/2)||’4||L3(D)||u||L6(D)||U||U7

so that

1/2 3/2
TAG) Iy < lully + Cllull 1l

Repeated application of Holder’s inequality then shows

AR e, 4300, 7:017) < lunellLe@ 2430, ;01
1/2 3/2
+C||M]“- ”LZI’(Q,LOO[O,T;H]) ||u/’lf “LZI’(Q,LZ[O,T;U])'

The bounds upon uy,; and embedding L*/3[0, T'; U'] — L¥/7[0, T'; U'] then show
| AGun)l e, L8710, ;077 1S also bounded.

2. Writing FJ'. = fi — A(u}},) we have (F}'.,ul) = (f%, ul) — |u} 1%, and
the Cauchy-Schwarz inequality gives

ICEG s wplor@,nr0,my) < Wiellpe 2p0.7:01) 1ne e @, 210,70

2
+||th ”LP(Q,Lz[O,T;U]) .

3. Equation (38), and the bounds upon {uj¢}n >0 show that {gnc}n.-~0 Will be
bounded in L7 (2, L?P[0, T; H]) provided {k;};~0 is bounded in L7 (0, T)
(note that & is deterministic). This follows from repeated applications of Holder’s
inequality,

5 N ] m V4 N m 5
||k,||L’;p(0’T):ZT<;/I 1||k(z>||%,> SZ/, k@)1 dr
n=1

n— n—
n=1

— kN??
- ”k”Lzl’[O,T;H] .

4. The initial data u© satisfies the properties assumed in Theorem 3.2 by hypothesis.
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It follows that upon passing to a sub-sequence (hi, 7x) — O there exist a filtered
probability space (Q,FF (t)}[ —o» P), arandom variable (u, F, g, W) with values
in X for which W is a standard Wiener process, such that

Ltnyoes igres AWings)s Shirer W) = L, (f,a), g, W) =

and
t t

w®), vy = @, vy +/ (f —a,v)ds +/ (g, vypdW, wvelUy0=<t=<T.
0 0

Forqg € L2[O, T; L2(D)] fixed, the function

T
W, (f.a), g, W) > ‘/ (ivG). q)ds| A1
0

is continuous and bounded on X. Letting g € L2[0, T; Py, 1be chosenso that gy — ¢

it follows that
A 1} = lim E [ A 1}
k—00

. T
E H/ (div(u), q)
0
T
= klim E H/ div(up,«), q)| A 1:| =0,
—00 0

whence I@’[div(u) = 0] = 1. Finally, Example 3.4 shows that (a, v) = (D(u), Vv) +
1/2)((u.V)u, v) — (1/2)(u, (u.V)v) almost surely on the support of P.

To verify that g(¢, x, w) = y (¢, x, u(t, x, ) (we write g = y (u)) on the support
of }fl’, note that the map u(¢, x) — y (¢, x, u(t, x)) is continuous from L2[0,T; H]to
itself, so if v € L2[0, T; H] is fixed

T
/0 div(up,z), q)

E [|(V(M) — g V)20, m| A 1] = kll)n;oE [|(V(“hkrk) — 8z V120,73 11| A 1] .

For the numerical scheme g, (w) is the orthogonal projection of y (up (w)) onto the
subspace of functions in L2[0, T; H] which are piecewise constant in time. Thus if
ve € L2[0, T: H] is piecewise constant in time and vy — v we have

E [\(V(u) — & V)20, A 1] = kll)n;oE [|(V(”hkrk) — 8y VO 220,72 11| A 1]
=0.
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6.3 Harmonic heat flow

The stochastic harmonic heat flow equation on a domain D C R? is the vector-valued
equation

du+ (—Au+ru)dt = fdi + @ x y)odW, with constraint u € S,

and initial and boundary data u|;—o = u” and du/dn|yp = 0. Here A is a Lagrange
multiplier dual to the constraint |u| = 1, and

uxy)odW=>A/2)(u xy) xydt+ (uxy)dwW

denotes the Stratonovich integral. In order to preserve the constraint the noise term
is selected to be tangent to u € S?, and in order to eliminate a significant amount of
technical overhead we will assume that the datum y € R is independent of x € D.
The numerical analysis of the spatially dependent data (and operator-valued colored
noise) is undertaken in [1] for the stochastic Landau—Lifshitz—Gilbert equation.

The analysis of the harmonic heat flow equation is complicated by the fact that
solutions may exhibit singularities. In this situation essentially nothing is known about
the structure of the Lagrange multiplier, and this gap in the theory plagues both the
construction and analysis of numerical schemes. For this reason the constraint is usu-
ally approximated using a penalty scheme and this is the approach considered here.
Specifically, we consider numerical approximations of the equation

du + (—Au n D¢(u)) di = fdi+ uxy)odW, (39)

where ¢ (1) = (1/2¢)(Ju|>—1)* with e > 0. The drift term on the left is the variational
derivative of the energy

I(u):/ l|vu|2arx+q>(u),
D2

and in the deterministic case bounds upon the solution independent of the penalty
constant € follow upon taking the product of the equation with either u; or —Au +
D¢ (u) to obtain

d
lete 12y + 1@ =(fup), or

d
1) + | =Au+ Do)}z ) = (. =D+ D).

When the stochastic term is present, we derive an analog of the second estimate.

However, in a numerical context where uj,(w) € U, C U = H' (D)3, the function
—Aup(w) + ¢(uh (a))) ¢ U}, is not available as a test function. For this reason we will
use a mixed method where a = —Au + D¢ (u) is introduced as an additional variable.

@ Springer



Stoch PDE: Anal Comp

Letting T = T/N with N € N be a time step and f;, >~ f(nt), we approximate
solutions of (39) by (u} (), ajl,(w)) € Uy x Uy,

- —1/2
(e — o) + (@ o) = T o) + (w52 yovn ) & 40)

(@t b = (Vi V) + (1) (i P+ L P = 22 b))

for all (v, by) € U x Uy, where uzr_l/z = (1/2)(uj,, + uzr_l) and & are stochastic

increments satisfying Assumption 2.5. This scheme was constructed so that:

e The approximation of D¢ (u) = (2/€)(|u |2 —1)u in (41) inherits a discrete version
of the identity (D¢ (u), u;) = d¢/dt,

— —1/2 — _
(1fe) (Quye P+l P =20y 2y =) = 9 ) — o,

This is essential in order to obtain bounds independent of e.
e Since D¢ (u) is parallel to u it follows that (D¢ (u), u x y) = 0. The discrete

approximation of D¢ (u) is parallel to uzr_l/
n—1/2 n
Uy, Xy of %-r .

Note too thatuzzl/z(a)) xy € Up,soisadmissible as test function, and (Vu, V(ux
y)) = 0 when u € U; both following since g(x) = y € R? was taken to be
independent of x.

% andis perpendicular to the coefficient

Fixing w € Q, selecting the test functions in (40)—(41) to be

— —-1/2
(Vn, by) = (aZ,, ul . —ul' Tl (g 2 % )/)%’f) ()

and using these structural properties shows

1 1 _

SVl Za ) + 10 GGy + S IV W = 6 DIIE2 ) + Tl 172
1 _ _

= IV g+ 16 1)+ (el )

+ (Vape, VG X)) & 42)

Lemma 6.1 with U = H = LZ(D)3 then establishes bounds upon the gradient of the
solution independent of €; an additional calculation then establishes a bound upon the
(spatial) average of the solution, and the Poincare inequality then bounds the solution
itself.

Lemma 6.7 Let D C R? be a bounded Lipschitz domain, set U = H! (D)3 and H =
3 .

L2(D)’,andlet I : U — R be the function I (u) = (l/2)(||Vu||iz(D)+||¢(u)||L1(D))

where ¢(u) = (1/(2€))(lu|> — 1), with € > 0 fixed. Let (2, F,P) be a probability

space.
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Suppose that the Assumptions 3.1, and 2.5 with parameter p > 2 hold, and that
{u) _} is bounded in LP(Q2, U), and { fu} is bounded in L?(2, L*[0, T; H1). Then
there exists a sequence {(uj,_, aZT)}nzl of Uy, x Up-valued random variables adapted
to {F' ”}VILVZO which satisfy (40)—(41) and

N r/2
. 2
() E| max (IVuhf + 10 @i0l)1e,) + (Z IV Gy, — >||H>
n=1

N p/2
+ (Zrﬂaﬁ,ﬂ%)

n=1

1/p

1/2
=C (||VU21||LP(Q,H) + ||¢(M2‘[)||L/p/2(QyL](D)) + ||fhr||Lp(gz,L2[(),T;H])) .

N p/21V/p
i) E| max [u} |’ up, —ul,
i) B | max fluj ]l + (Z; e — he ||H>

n=

1/2
= C (W ler@.0) + MWD g 11y + Wil oot -

Proof Theorem 6.2 will be used to establish the existence of a solution to the scheme
by solving for the variable du(w) = uj_(w) — uzr_l (w). Inductively assume that the
Up,-valued random variable uzr_l (w) is given and use the Riesz theorem to construct
the solution operator a;, : U, — Uy, of equation (41) with u} = uzr_l + du. Upon
introducing a basis for Uy, the Riesz theorem on RM with M = dim(U},) guarantees
the existence of a continuous function i : RM _ RM which, for each w € £,
satisfies

¥ (Su).v = ((Su +rapu) — Tff — ((814/2 T x y) £n, vh)H, veRM,

where Su, v € RM denote the vectors of coefficients of Uj,-valued functions du(w)
and vy,. Using equation (41) we find

(an (@), 6u) = (VCou +uj ). Vou) +lg6u+up o)
—lé L p)
= 5 (193t + 19w+ B — 19 1)
+lp Gu + uh Dl oy — e DLy
Zeros of ¥ (.) then exist since (6u X y, éu) = 0, so
¥ (Su).8u = [|sull?; + 3||V8u||%, - %nku +ulp DG+ Tle Gu+uf Dl

— (! XV,5u>HE?—f(f;f‘,,8u)— Va1 = Tlg i Dl
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is non—negative whenever l|ull? 12(D) + r||V8u||i2 D) is sufficiently large. Equation
(42) and the measurable selection theorem Lemma 6.3 then establish the hypothesis
of Lemma 6.1 from which estimate (i) in the lemma follows.

To establish estimate (ii), let i}, = (1/|D]) fQ ujy_ dx denote the spatial average.
For w € Q fixed, on selecting the test function in (40) to be v, = un 12 (w) and
summing gives

n
_ _ - 1/2
i > = 1, 1>+ (/10D Y vt —ap )
m=1
" 12 / g 1/2
_ _m—1/2\2
< lif), 1> + (1/|D]) <Zr||fh";—az",||%,> <Zr|D|( s )
m=1 m=1
< =0 |2 _ TD 1/2 —m 1< <N
< iy " + 1 fre — anell 20,7, (TIDD /7 max i |, <=n<N.
0<m=<n

It readily follows that
ngrlnai(N |ﬁ’;,1f|||LP(Q) <C(p,T/|DJ) <||L_i2t||LP(Q) + I fre — Clhr”Lp(Q,LZ[o,T;H])) .

Next, select the test function in (40) to be v, = it} (w) to obtain

T
|Mhr| +§|”hr_”hr P +ﬁ| hel?

- L /., .
|D| (fhr airznr - MZ‘L" MZ‘L') + m <MZ‘[’ ul;n x V) Ef

Lemma 6.1 with H = U = R? then shows

1/p

r/2
. . ale
||II<T’11a<XN lith e, 1y + Nlinellr@.020.7y) + E (Z |ty — gy | )

=con.n)(

-0 -
|th||LP(Q,H) + I fhe — ane — Mhr||Lp(Q,L2[o,T;H])> .

Estimate (ii) in the lemma now follows from the bounds upon a; and i, obtained
above and the Poincare inequality. O

To cast the above scheme into the setting of Theorem 3.2, set
Flo= i —ar + 1200wl —uj;) xy el and gl =ul ! x y, 43)
so that the equation (40) becomes
Wh, — i o =T (F v + (gl v uEr, vy € Up.
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The following lemma bounds the last term of F},;, which is the discrete analog of the
Stratonovich correction.

Lemma 6.8 Under the hypothesis of Lemma 6.7 with parameter p > 4

1
N 47 1/8
2) —12
I F ||L8/3(Q,L4/3[0,T;H]) <E (Z ||MZT - ”Zr ”H) )

where F, Ig) denotes the piecewise constant function in time taking values (1/27)(ujy . —
—1 _
up =y x y E%on ("1 M),

Proof First compute

N
2)4/3 4/3
2 1 = (r1/20% Y el = g2

n=1

N 23 /N
<cr'i (Z lucf, — ||H> (Dsﬁ“)
n=I n=1

1/3

The stochastic increments satisfy E [|${’|4] < Ct? when p > 4, and will cancel the
factor of T71/3;

(2),,8/3 _ 2),,8/3
”F ||L8/3(Q,L4/3[O,T;H]) =E [llF ||L4/3 [0,T; H]]

N 4/3
< Ct PR (Z luf), — > ||H) (ZIE?I“)
n=1 n=1
411/3 N —2/3

E [Z 7
n=1 .

2/37]

F /N
—2/3 —1,2
< Ct7*PE (Zﬂuzr—uzr ||H>
L n=1
4 1/3

N
< CT*’E (Zuuz, ujy ||H> :
n=1

which completes the proof. O

Theorem 6.9 Fix T > 0 and let D C R3 be a bounded Lipschitz domain, U =
Hl(D)3, H = L2(D)3, and let (2, F,P) be a probability space. Let the Assump-
tions 3.1, and 2.5 hold with p = 8 moments. Let Tt = T /N with N € N denote a time
step, and let {Up}n~0 C U be finite dimensional subspaces satisfying:

e Foreachu € U there exists a sequence {(up)}n=o withuy € Uy, such that up, — u
ash — 0.
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o The restriction of the orthogonal projection P, : H — Uy, to U is stable. That is,
there exists C > 0 independent of h such that || Pyul|ly < Cllully.

Let {(upz, ant)}n,z>0 denote the solution of (40)—(41) with data satisfying

1 {Mgt}h,wo is bounded in L¥(2, U) and converges to a limit u® in L*(Q, U) as
(h,t) — 0.

2. {fut}he>0 is bounded in L3, L2[0, T; H]) and converges to a limit f in
L33(Q2, L*3[0, T: H)) as (h, T) — 0.

Denote the discrete Wiener process with increments {S;’}ﬁ/: 1 by Wi, and let
Flo=f —ar + 20w, —uj; Y xye'  and gl =ulT x .

Thefl there exist a probability space (Q, F , If") and a random variable (u, F, g, W)
on Q with values in (X, B(X)) with

X = G[0, T; U'1N L*0, T; Ulyear N L*[0, T; L*(D)*]
x LY310, T; U'lyear x L*[0, T; H] x C[0, T1,

and a subsequence (ti, hy) — (0,0) for which the laws of {(uhkrk, Fuio 8 s
W,k)};:i] converge to the law of (u, F, g, W),

Ac(uhkrk’ Fhkrka 8hytys er) = Lu, F,g,W).

In addition, there exists a filtration (F (t)Yo<i<T satisfying the usual conditions for
which (u, f, g, W) is adapted and W is a real-valued Wiener process for which

t t
(u(r),v)=(u°,v)+/ (F, v)ds+/ Wy, 0gdW, veH (D), @44)
0 0
where
(F.v) = f = (Vu, Vo) = (Dg(), v) = (1/2) (ux y) x y.v) . @49)

Proof We verify that {(uh,, Fue, ghe, W,)} b0 satisfy the hypothesis of Theo-
rem 3.2 with parameters r = ¢ = 4, ¢’ = 4/3, p = 8/3, and L*[0,T; V] =
L*[0, T; L*(D)?] in Statement 3.2 of the theorem.

Note first that [|¢ ()l 1(p) < C||u||‘z4(D) < Cllull}; since H'(D) < L*(D).
Then under the hypotheses assumed upon the data

||¢(M21)||L4/3(Q,L1(D)) = C””gr“im/—‘(n,w = C||”2f||28(Q,U) < oo
1. Lemma 6.7 bounds {u}5.z=0 in L3(R, L*®[0, T; U]) — L*(Q, L*[0, T; U)).
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2. Lemma 6.7 bounds {ancin.c>0 in L3
(2, L*[0,T; H]) — L83(Q, L*3[0, T; U’]). Combining this with the bound
in Lemma 6.8 shows {Fj,; }5,r~0 is bounded in L33 (2, L*310, T: U']).

3. Since L*[0, T: UY = L*3[0, T; U’] it is immediate that (Fj,;, us;) is bounded
in L¥3(Q, LY(0, T)).

4. The embedding U = Hl(D)3 s L4(D)3 is compact, and {upr}pn.r>0 is
bounded in LS(Q, L®[0,T;U]) — L4[0, T; L4(D)3], so from Statement 5 of
Theorem 3.2 it follows that upon passing to a subsequence L(up;) = L(u) on
L*[0, T; L*(D)3].

5. Bounds upon {up;}pc~0 immediately bound gy = wup, x y in L¥3(Q,
L8/3[0, T; H]). In addition, it is immediate that £(gj,;) = £(g) in L*[0, T; H]
when L(up.) = L) on L*[0, T; L*(D)3] — L2[0, T; H].

It follows that upon passing to a sub—sequence (A, 7x) — (0, 0) there exist a filtered

probability space, (fz, F AF®)}o<t<T, P), and arandom variable (u, F, g, W) taking
values in X for which

Ltngoes Fryres 8hprgr Winre) = L, F, g, W),

where W is a standard Wiener process, and equation (44) is satisfied.
To show that F takes the form shown in (45), write Fp; = fir + F,EP + F,g) with

T/t T/t
1 2 _
(FYv) =Y —t(ap, vh) and (F2  v) = (1/2) Yl — ") x y, o) €7,
n=l1 n=1

where v? is the average of v € L*[0,T; U] on ((n — )7, nt). Since each sum-
mand is bounded in L8/3(Q, LA3[0, T; U’]) we may assume (fj¢, F,E?, Fh(f)) =
(f, FO,F@)yon LW30, T; U, sothat F = f+ F + F@.

Let AD : L*[0, T; Ulyeax N L*[0, T; L*[0, T; L*(D)] — L*¥3[0,T; U’'] be
characterized by

T
(A @), v) = /0 (Vu, Vv) + (D¢ (u), v) ds

T
:/ (Vu, Vo) + (2/€)((u?® — Du, v) ds.
0

The map is continuous, and if v € L*[0, T; U] then {(A(l)(uhf), V) }h.r>0 1s bounded
in L*3(€2) and the extended Portmanteau Lemma 2.10 shows

E[1A® @, ] = tim E[IAV @), ]| = lim E %m (40, vz

n=1

’
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T/t

where we write uy = up,y,, and vy, is the piecewise constant interpolant of {v7, },~ "

Tk
We then compute

T/t
B4 — FO )] = tim B | 7| (af — Do) v) — (va, 901

n=1

T/w
= li E ( n2 n—12_2 ’1*1/2_2 n2_1 n’ n)
Jim E | (ze/€) Z] (g + ™ 1P = 2)u (g = Du, vf,
n=
B T/t
=1 ]E 12( n2 l’l*]2_2 nfl_n’n)
Jim E | (ze/€) Z}( /(P ™ 1P = 2) ™" = ), w7,
n=

=12 2
S (A ARy

|

Bounding the right-hand side using Holder’s inequality, and the embedding U —
L%(D) give

E[|(a® ) = FOV, v)]]

T/t
: n n—1 ny2 n—1)2 n
<(C/e) Jim E |:ka||'4 —u" M2y (e 136y + 16" 156 ) 1V, ||Ls(0>}

n=1
T/ 1/2
. —142 2
<(C/e) Jim E| 3wl —u" o, | lukllGag a0 o 10,70y

n=1

= lim O(/%) =0
k— 00

where the last line follows from the estimate in Lemma 6.7 on the norm of the differ-
ences.

To identify the Stratonovich term, define A@ . L4[O, T; L4[O, T; L4(D)] —
L4310, T; U'] by

T
(AP ), v) = (1/2)/ ((u X ¥) X ¥, v) ds velL*0,T; U]
0
Again this operator is continuous, and the extended Portmanteau Lemma 2.10 shows

E[|F® = a®w,v|] = lim E[|(F? - 42 @), v)]

T/t
. ~1
= lim B | (1/2)| 3 (@™ =) x i — (6 x ) x v v}

n=1
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Using the discrete scheme (40) to rewrite the first term gives

T/t
i [|(F<2> — AD ), v)|] = lim E (1/2)’ S - ap)usrn
n=1

_( n= 1/2(5 quk) X ¥),y X v?) H
T/

= lim E a2 Y ((f - apyusn - /2" - uf)

n=1

xy &+ (E)? —w) <y, y x v )H

Each of the three summands on the right vanishes in the limit. The first term is bounded
using Holder’s inequality and the bounds assumed upon the moments of the stochastic
increments,

T/t

(5 = ap)mny x o)
n=1

< I/ — akll 2@, 210, 7:22(D))

T/n 1/4

E| D wED*| Iolsorimn

n=1
< 1 fe = akll 2. 210,720y T TO

vl 2410, 7: 24 (D))-

To show that the second term vanishes we use the bound on the differences u"~! — u"

from Lemma 6.7,

T/t
EHZ( ) <y €%y x )| = 1P
T/w 1 T/
E[Z lluf =t — ”Z”iz(u)] [Z(Sk) ] vl L410,7: 24 (D)1
n=1 n=1

T/ 1/2

-1 2
<IyPE| Y ™" = ufl7ap,
(T vl 0,724 (o) -

The final term is bounded as

T/t

[]Z(uk € —n) x v,y xof)

]
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T/t 1
2 2 2712
<yl ||ukI|L4<Q,L4[O,T;L4(D>1)E[Z((-’31?) —Tk)] vllL4g0,7; 24Dy

n=1

2 12
< ¥1” lukll L4, L410.1: L4 D)) € (T k) / vl 2410.7:4(D))»

where the final line follows from the properties the stochastic increments,

E [((&?)2 - rk)z} =E[)" - 2m@? + | =E[ @] - = e,

6.4 Monotone operators

The canonical example of a maximally monotone operator is the ¢ Laplacian, A :
U — U’, characterized by

(A(u),v) = / [Vu|9">Vu.Vvdx, u,veU,
D

defined on the Sobolev space
U=W,9(D)={ueLi(D) | Vue LYD)" and ulsp = 0},

with D c R a bounded domain with Lipschitz boundary. In this section we consider
the stochastic version of evolution equations taking the form

du+ A@)dt = fdi +gdW,  u(0) =u’, (46)

with A : U — U’ satisfying the following assumptions.

Assumption 6.10 U is a separable reflexive Banach space and H is a Hilbert space
with U <> H <> U’, and there exist constants C, ¢ > 0 and ¢ € (1, o) such that

1. Monotone: (A(v) — A(u),v —u) > Oforallu,v € U.
2. Demicontinuous: A : Ugrong — Ul/ueak is continuous.

3. Bounded: ||A(u)|yr < C(1 + ”””111171) forallu € U.
4. Coercive: (A(u), u) > cllu||}, forallu € U.

Theorem 6.11 Let U be a separable reflexive Banach space, H a Hilbert space, U —
— H be a compact, dense embedding, and let (2, F,P) be a probability space.
Let 1 < q < oo and the operators of the abstract difference scheme (9) and data
satisfy Assumptions 6.10 and 3.1 respectively and let the stochastic increments satisfy
Assumption 2.5 with p > 4. Denote the discrete Wiener process with increments
{é{"}%zl by Wf and let {upr}n >0 be a sequence of solutions of the corresponding
implicit Euler scheme (9) with data satisfying:
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1. {ugt} is bounded in L? (2, H) and converges in LZ(Q, H)ash — 0.

2. {fne} is bounded in Lp‘//z(Q, L‘/[O, T; U')) and converges as T, h — O.

3. {gne} is bounded in LP (2, LP[0, T; H]) and converges in L>(2, L?[0, T; H])
ast,h — 0.

Let

X = G[0,T; U1N L0, T; Ulyear x L710,T; U']
xLI[0, T; U'lyear x L2[0, T; H] x C[0, T].

Then there exist a probability space (S2, F, IP’) and a random variable (u, f,a, g, W)
on Q with values in (X, B(X)) for which the laws of{uhr, fne, Atung), 8hr» W )}
converge to the law of (u, f,a, g, W),

L(iine, fues Aune), ghe, We) = L, fra, 8, W).

In addition, Plu € C[0,T:U'1NL®[0,T; H]] = Pla = A()] = 1, and there
exists a filtration {F (t)}o<;<T satisfying the usual conditions for which (u, f, g, W)
is adapted and W is a real-valued Wiener process for which

' ! !
(u(t),v)H—f—/ (A(u),v)ds:(uo,v)y+/ f, v)ds—i—/ (g,v)dW, vel.
0 0 0

In the previous examples the proof of consistency used the property that the principle
part of the operator A : U — U’ was linear. For monotone operators this is no longer
the case and the following lemmas provide the properties required to establish the
assertion Iﬁ’[a = A(u)]in the proof of Theorem 6.11. The first result is used to establish
consistency in the deterministic setting [37, Lemmas II1.2.1 and I11.4.2].

Lemma6.12 Let A : U — U’ be monotone, demicontinuous, and bounded (i.e.,
bounded sets map to bounded sets).

o Ifu,—uinU and A(u,)—a in U' and lim sup,,_, o (A(un), un) < (a, u), then
a = A(u).

o If A satisfies Assumptions 6.10, then so too does its realization A : LY[0, T; U] —
LY'[0, T; U'] given by

T
(-A(M),v)=/0 (A(u(t), v(t)) dt.

The following lemma is the analog of this lemma for random variables. In the proof
of Theorem 6.11 this lemma will be used with Banach space Y = LY[0, T'; U].

Lemma 6.13 (Identification) Let U be a separable reflexive Banach space and A :
U — U’ be monotone, demicontinuous and bounded. Let (2, P, F) be a probability
triple and {u,};° | be random variables with values in U satisfying:

o L(uy, A(uy)) = Lu,a) in Upear x U’

weak*
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e sup, E [||Mn||‘£, + IIA(un)II‘ZY/;,] < 00 for some s > 1.
e liminf,_ o0 E[(A(un), un)] < El[(a, u)].
Then L(u,a)la = A(uw)] = 1.

We postpone the proof of this lemma until the end of this section.

Proof (of Theorem 6.11) Writing a(u, v) = (A(u), v), we consider the numerical
approximation of solutions to equation (46) using the scheme (9) with data (10) from
Section 3. Selecting the test function v, = u}, _in the discrete scheme (9), the coercivity
hypothesis gives the bound

/2™ 13 + A/2) " — a5 + et a1 < (/21" 13,
+T(fiur )+ G u ) e (47)

It follows from Lemma 6.1 that
~ q/2
” max uhr”LP(Q,H) + ”uhT”qu/Z(Q L4[0,T;U))
= ) (W ler@.mn + 1l Ly e oo o + 180 o r2t0.mm) ) -

Granted bounds upon the data (u°, f, g), this estimate establishes the hypotheses of
Theorem 3.2 with F; = frr — A(upr) = F(l) + F(z) (and moment parameter
min(pq /2, pq’'/2) > 2), so that, upon passing to a subsequence there exist a filtered
probability space (€, F, {f(t)}0<,<T, P) and a random variable (u, f, a, g, W) with
values in X for which L(upz, fie, Ane), ghe, th) = L(u, f,a, g, W) and

t
(), v) = @’ v) +/ (f(s) —a(s),v)ds
0
t
+/ (g(s),v)gdW(s), 0<tr<T,vel.
0

Since A : U — U’ satisfies Assumptions 2.15, uniqueness in law holds for solutions
of (46), so that upon showing a = A(u) it will follow that it whole sequence converges
as asserted in the statement of the theorem.

Lemma 6.13 with s = pg/2 is used to verify that a = A(u). Since A has (g — 1)
growth it follows that

2 2
la@lre =€ (L1l )

Thens > 1 and s’ < pqg’/2 when ¢ > 1 and p > 2, so the growth hypothesis

of Lemma 6.13 is satisfied. The third hypothesis is established by showing that the
continuous and discrete pairings satisfy

~ T ~
E [/ (@, u)ds} = E[1/2) (IO} - lu(D)I})
0
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T

+ / (o + /20l ds] (48)

0
T
E [ / (Aune), Mhr)dS} < E[(72) (I 13 = Il 1)
0

T

+ /0 (e o) + 1/ Igne 1) ds} (49)

and to then show that the limit on the right-hand side of the second equation is bounded
by the right-hand side of the first.
To verify equation (48), recall that Ito’s formula, Theorem 2.14, shows

N 5 T
B[ /2 u(m1;] =IE[<1/2>||M(0)||%L,+/O (¢f =@+ A/2)ll}) ds] ,

which is precisely equation (48).
To verify equation (49), select the test function v, = uj,_ in the discrete scheme (9)
to get

(1/2) [l 117 +(1/2)|IMZT —uh b+ (A, )
= (/D) luy F + @l 6" + (ghy ' up)E™

Summing this identity and independence of the increments, I[-E[(ghr Uy haen =o,
shows

N
E[Z(l/z)nuﬁ,n%,+<1/2>||u,” wp g+ f (Anr), Mhr)ds:|

—E[<1/2>||uh,||ﬂ+2< h,,uh,>+2<gh, N7 "—1>H5"].

n=1

Equation (49) follows upon bounding the last term as

N
[Dghf ,uhr—u”‘mé”} 2 [Z ||H<s)}

N
E : —12
n=1

and recalling that the variance of the increments is the time step, [£ [|| 8hr ||2 &™) ]

E[lgh 137 ]

@ Springer



Stoch PDE: Anal Comp

To pass to the limit on the right of (49), recall that Example 2.12 shows that, under
the hypotheses of the theorem,

B[] = tim E[1uf 15| and E [l ] < im B [1ad13].
h,7—0 h,t—0
where N = T /t. The function

T
(. foa,g W) > fo (Fou) + (1)) gl ds

is continuous on X and the numerical approximation of each term has moments with
modulus strictly greater than one, so

T T
hlifofo (e wne) + (1/2) I gne I ds = /0 (f,w) + (1/2)lgl7 ds -
We finish this section with the proof of Lemma 6.13.

Proof (of Lemma 6.13) Since U is separable and reflexive it follows that I/’ is also
separable, and if u# is a Borel measurable random variable with values in U/ then
A(u) is a Borel measurable random variable in I/’ since A is demi—continuous. The
separability of I/ and U’ also implies that

BUear X Upeq) = BU x U') = BU) @ BU).

Define X = Uyeak XU, ;> denote by PP the law of (u, a)onB(X),andlet By, ..., By,

be Borel sets in X such that
[?’[E)B] U~--UaBk] =0.

Fix vy, ..., vy € U and define
k
f@) =) 15,
j=1

Then f : X — Usirong and A(f) : X — Z/ls’tmng are uniformly bounded on X and

continuous with respect to sequences z, — z where z belongs to X\ (3 B1U- - -Ud By);
a set of P-measure one. In particular, by the extended Portmanteau Lemma 2.10,

Jim B[ (Awn). £, Aw)) | = (a. . )] (50)
Jim B[ (AC @, A i) | = B[ (A @ an.u)] 6D
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Tim B[ (A G, A@)), f s Awa)) | =B [ (A @), fw )] 52

despite A not being weakly continuous. By monotonicity,
E [ (Awn) = A Gty A, 00 = f W, Awa))) | 2 0

s0, by the upper semi-continuity assumption on {E [ (A(u,), u,)]} and (50)—(52),

B [(a — A, @), u— fu, a))] > 0. (53)
Now By = {B € B(X) : ]f”(BB) = 0} is an algebra such that o (By) = B(X), thus, if
By, ..., By belong to B(X), then there exist BY, ..., B,Z’ in By with n € N such that
k k .
fu(2) = Z lB;t (@v; = f(2) = Z 13}. (@)v;, P-almost surely.
j=1 j=1

Consequently, (53) holds for every Borel simple function f. Demi-continuity of A
then implies that (53) holds for every Borel measurable bounded function f, which
then extends (53) to f € LY[(X, B(X), }fl’); U] by a cut-off argument. In particular, if
& : X — U is Borel measurable and bounded, then applying f = m; +t£ to (53) and
letting t — 0, we get

E [(a — Au), &(u, a))] =0
by demi-continuity of \A. In particular, Pla = Au)] = 1. O
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A Laws and random variables

Classical probability is well developed for random variables taking values in Polish
(complete separable metric) spaces; however, the weak topologies of Banach space
that arise for problems involving partial differential operators are not metrizable. In
this appendix extensions of the classical results to the current setting are presented.
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A.1 Portmanteau theorem for non-metrizable spaces

The following proof is a generalization of the proof of the mapping theorem in [2,
Theorem 2.7] which admits sequences of functions which may not be continuous but
may, for example, be sequentially continuous or lower semi—continuous.

Proof (of Lemma 2.10) To prove the first assertion, define vy = Pr(¢x € -) and
v =P(g € -). Fore > 0, let C, be a compact subset* of X’ such that P (Cy) > 1 —¢
and let V be a closed set in R. Then

limsup v (V) < e +1limsupPr([¢r € VINCe) <e+ P U[{k eVlincC,

k—o00 k— 00 k>n

holds by the Portmanteau theorem for every n > 1, hence

limsup (V) <& +P ﬂU[;kevmcs <e+ P eV)+PN),

k—00 n>1k>n

thus vy = v by the Portmanteau theorem.
For the second assertion, let C, be a compact set as above. Then

limsupPr([¢ <t1NCe) <P([¢ <t1NCy)

k—o00

by the Portmanteau theorem. So lim infy_, oo Px[¢ > t] > P[¢ > ] and

0
/;dIP’:/ P[g>t]dt5nminf/
X 0 k—oo Jo

by the Fatou lemma. O

e¢]

Pl¢ > t]dt = liminf/ ¢ dPy
k—oo Jx

A.2 Proof of Lemma 5.6
LemmaA.l Let Z = C[0,T; U'Tor G[0, T; U'], R € (0, 00) and define
Mr={ueZNL"[0,T; Ulyear : lullzrio,r;v1 < R}.

Then Mg is closed and metrizable. In particular

o If F is a compact in Z then F N Mg is a compact in Z N L"[0, T; Ulyeak-
o If Fis a compactin Z N L"[0, T; Ulyear then F is a compact in Z and there
exists R > 0 such that F € Mg.

4 Note that compacts subsets of X’ are metrizable.
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Proof Closed balls of separable reflexive Banach spaces (here L"[0, T'; U]), equipped
with the weak topology, are metrizable and intersections of metric spaces is also a
metric space. O

Proof (of Lemma 5.6) Let us consider the modulus of continuity (see (6.2) in [12,
Section 3.6])

w(u, §) =inf{sup{|\u(t)—u(x)||Ur DSt €(sj,sj41], 0 < j <m} | min(sjq1 —5;) > 5},
J

and observe that w(u,,§) =0if§ < T /n and
w(uy, 8) <2m(iy,, T /n) +m(iy,, 28) < 3m(i,,28) if § > T/n,
where m is the standard modulus of continuity in C[0, T'; U’]. In particular,
w(uy, 8) < 3m(i,,28) §€(0,T).
Also, Rg(u,) € Rg(i1,). Hence, tightness of L(ii,) in C[0, T; U’] implies tightness

of L(uy) in G[0, T; U']. If w is the accumulation probability measure then there exists
a subsequence ny such that

o L(up) = pninG[0, T; U'INL[0, T; Ulyeaks
o L(up,,fiy) = 60in G[0, T; U'INL"[0, T; Ulyear x CI0, T; U'].

Then p is the first marginal of 6, and
de(un, ity) < llup — tpllppo,r:v < m@", T /n),
S0

1= klim L(py, tip) {(x,y) :dx,y) <} <0{(x,y):dx,y) <¢e}, &>0,

by the Portmanteau theorem. Hence (V) = 1 where V = {(x, y) : x = y} and

u(C[0, T; U'TNL'[0, T; Ulyear)
=0(C[0, T; UINL[0, T; Ulyear x CI0, T; U]
=0(C[0, T; UINL0, T; Ulyear x CIO, T; U'1NV)
=0(G[0, T; U'TNL"[0,T; Ulyear X CI0, T; U'TNV) = 1. a

A.3 Proof of Theorems 2.17 and 2.18

We adopt the context of Section 2.3.2; specifically, U is a separable Banach space,
H is a Hilbert space, and U < H <> U’ are dense embeddings, and write X| =
Cl0, T; U'TN L"[0, T; Ulweak-
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The proof Theorems will 2.17 and 2.18 follow from the following two results
for random variables taking values in topological spaces. We start with a lemma on
existence of a regular version of a random probability measure.

LemmaA.2 Let X be atopological space such that there exist real continuous functions
h, : X — R and, for every xo,x1 € X distinct, there exists n € N satisfying
hy, (x0) # hy(x1). Let (H, H, 1) be a probability space,

1. rg : H — [0, 1] be H-measurable for every B € B(X),

2. prp=0=1Lpu@rx=1=1,

3. w(rpy+rp, +rp,+--- =rp) = 1 whenever By, By, B2, ... are pair-wise disjoint
Borel sets in X and B denotes their union,

4. u(rs = 1) = 1 for some o-compact set S in X.

Then there exists

1. Rp: H — [0, 1] which is H-measurable for every B € B(X),
2. B+ Rp(h) is a Borel probability measure supported in S, for every h € H,
3. u(rg = Rp) = 1 forevery B € B(X).

Proof Existence of regular versions of random probability measures is well know for
Polish spaces. Use the functions {4, } to construct an injective mapping F : X — Z
for a suitable Polish space Z. If C is a compact set in X then F|C : C — F[C]is a
homeomorphism. Hence F|S : S — F[S]and (F|S)—-1 : F[S] — S are Borel mea-
surable. Denote by K a regular version of the random probability measure r -1 47(h)
forAeB(Z)andh € H, i.e.,

1. K4 : H— [0, 1] is H-measurable for every A € B(Z),
2. A+ K4(h) is a Borel probability measure for every h € H,
3. W(Kp =rp-1p4)) = Lforevery A € B(Z),

and define Up(h) = KFrpnsj(h) for B € B(X) and h € H. Then

1. Up : H — [0, 1] is H-measurable for every B € B(X),
2. B+ Up(h) is a Borel measure for every h € H,
3. w(Up =rp) = 1forevery B € B(X).

Now we define Kg(h) = Ug(h)forh € [Us = 1]and Kp(h) = 85(B) forh ¢ [Us =
1]. O

Proposition A.3 Let Assumption 2.15 hold and 6 be a Borel probability measure on
C[0, T; U']. Then there exists a Borel measurable mapping

ko : C[0,T; U] = X

with a range in a o -compact set, and with the following property: If (u, V) is a solution
of (8) on a probability space (2, F,P) and L(V) = 6 then

Plu=ky(V)]=1.
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Proof The proof follows the argument of the Yamada-Watanabe theorem. Let Y =
C[Q, T; U’.] and assume that (u', V') is a solution of (8) on a probability space
(Q, F', Py with L(V') = 6. Then

BXp) ® BX1) @ B(Y) = BX; x X; xY),
BXp) @ B(Y) =BX; xY), BXp®BX) =DB(X; xXp)

because

{u e Xyt lullLro,r;uy < n}
is separable and metrizable for every n € N. In particular, L(u’, V), i =0,1are
Borel probability measures on X; x Y. If Q is a Borel set in X then L(u*, V')(Q X -)

is absolutely continuous with respect to 6. So, by Lemma A.2, there exists R’ :
Y x B(X;) — [0, 1] such that

1. Ri(, Q).: Y — [0, 1] is Borel measurable for every Q € B(X1),
2. QO — R'(y, Q) is a Borel probability measure supported in S’ for every y € Y

and
L', VHYQ xJ) = /J R'(y, @)dO(y), QeBXy), JeBY), i=0,1.
Define a Borel probability measure

P*(L) = fy(RS ® R)(LM)dO(y)., L eBX; x X xY).

and random variables Ul(a,b, c) = a, Uz(a,b, ¢) = band V(a,b,c) = c on
X; x X x Y. Then

L', v)y=Lw® v, LW’ v)y=rLw' vh
SO
P* |:U’(t)=V(t)—/ A(U’(s))dsi| =1, te[0,T], i=0,1
0
and, by the uniqueness of the deterministic equation, we obtain that
prlut=u']=1.
Hence, if we denote by D the diagonal in X; x X, we get

1=P*(D xY) = /(RS ® R})(D)db ().
Y
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In particular (R_(V) ® R;)(D) = 1 forevery y € M € B(Y) where (M) = 1. So there
exists a unique k(y) € X such that R?, = R; = Oy (y) forevery y € M. Set k(y) = x

for y ¢ M where x € X is arbitrary. Now k : Y — X is Borel measurable with the
range in a o-compact set in X since
(yeY:k(y) e ByNM={yeY:Ry,B)=1}NM,
and
L', VHN) =0y e Y: (k(),») € N, N eBEX; xY).

In particular,

Pl =k(Vhl=1, i=0,]1. O
Proof (of Theorem 2.17) Proposition A.3 yields that

L@, VO = Lke(V), V) = Lke(V1), V) = L', V1

where 6 := L(VO) = £(V1). o
Proof (of Theorem 2.18) We apply Proposition A.3 with & = L(V) and u = kg(V).
To prove that u isN(}',V’O)-adapted lett € (0, T]anddefine A = 7/T € (0, 1], us (1) =
u(rt), Va(t) = V(ar) and Vy (1) = V(At) for 1 € [0, T], and 0; := L(V) = L(V)).
Then (i1, Vy) solve

du =dV — LMA(u) dt

since {w(A-) : w € S} is o-compact in X; when w +— w(A-) is continuous from X;
to X. If we define u; := kg, (V) then

du; =dV, — AA(uy)dt a.s.
But we also have that
du(r) =dVy, — AAu((r-))dt as.
so Assumption 2.15 yields that u; (T) = u(AT) = u(r) a.s. Now u; = kg, (V3) is

f}/k’o—measurable and .7-"}/'”’0 = F)/0. Sou(r) is F)-"-measurable. o
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