4, The function f(z) =1/ ¥z = z~1/4 is continuous, positive, and decreasing on 1, 00), so the Integral Test applies.

t
I - V4dr = ¢1_if§° f: e YV4dr = tliglo [%33/4] = tllx&(gtSM — _g.) 00, 50 3.0, 1/ {/n diverges.

8. The function flz) = T+ 2 14

T+1

is conti ‘s
Integral Test applies. z+1 1nuous, positive, and decreasing on [1 00), 50 th
) s SO the

/ f(x)dz—hm/<

/ z+2 Tt 2o
L Z71 1s divergent and the series Z nt2
+

diverges by the Test for Divergence.

)dz: lim[z-l-ln + =
z+ D) = 5
( i tllm(t+ln(t+1)‘1—ln2)—oos

is divergent. NOTE: lim 2 =1 i
i » 80 the given serjes

1 ! is continuous, positive, and decreasing on [2,00), so the

18. The function f(z) = e = @=27 +

. -1 !l -
Integral Test applies. / f(z)dz = hm / flz)dz = hm / m dz = tll.’& [tan™ ' (z — 2
converges. Of course this means

1
. — -1 K _
:1-‘}{.10[“11 1t —2) — tan 0]=§—0—§ so the series E —I TS

that —————— converges too.
Z —4n+5 8

l_:zsﬂi < 0forz > 2.50 f is decrems¥
T

2. f(z) = Ln_g:_ is continuous and positive for £ > 2, and flx)=
z
o t © lnn <= lnn X T
/ T 4z = lim [—l—r‘x—‘”- - ﬂ by parts] 2 1. Thus, 3 =7 = D_ 7 OMES by the loscp™
2 2

n=1 n=2

27. Clearly the series cannot converge if p > —2, because then 11m n{l1+ n?)P # 0. Also,if p=—1 the series
2)P is continuous,

diverges (see Exercise 17). So assume p < —1,p+# —1. Then f(:z;) =z(l+z

positive, and eventually decreasing on [1, 00), and we can use the Integral Test.

o 1 P 1+£)7! P

/ z(1 4 2%)Pdz = Jim [% . L—%—}—] = lim % ( p+)1 - pi T This limit exists and is finite
1 — 00 —_

o p+1<0 & p<-150 the series converges whenever p < —1.

2

§ ———— 2
n3+4 fOralln>1so§:
"2, n3 ¥ 4 converges by comparison with l f’j 1
§ 7=
oy nd

because it is a constant multiple of 3

\

convergent p-series (p = 3 > 1 ) » Which converges

2
wiz-l__ 2
3nt 1 < m < L _ 11 00 n2 1
3nt EE con
bec 3n4 +1 verges by compari
n :‘;SC 1is a constant multiple of a convergent peon with Z 32 Which converges
which is good enough. Prseries (p =2 > 1). The terms of
~ S O] the given series are positive for
1 1 1 — 1
16 —=<—==—5 T i i
~ 11 < = a2 so ; =11 converges by comparison with the convergent p-series Z T
Vv =1
(p=3>1) "

3
I
s -
s>
IA

1 2
n‘;-l-] .....

oaverges also b Lforn > 2, 50 since 3~ -2
¥ the Comparison Tes;, ,§1 nz Converges (p =2 > 1), - nl

n=1 n"



" n;( - 1( )—o+’§2( 1" 1(h‘").b,,_I’L>0forn>2 and if f(z) =

then f(z) = 1=

) <o forz > e 50 {bn} is eventually decreasing. Also
lim b, = IL" im 128
el et T S im Y

=0,s i
S 0 the series converges by the Altemating Series Test

¢
ll Z (_l)n 7r)
R cos{ — hm cos ) = = i
( ( cos(O) 1,50 nll’r{.lo(—l)” cos(I) does not exist ang the series dj
the Test for Divergence, " —

24. The series Z( 1)n+1 —7 satisfies (i) of the Alternating Series Test because -(—_:1? < 14 and
n=1 y n

iy oy 1
(ii) nlingo o= 0, so the series is convergent. Now bs = 1/5* = 0.0016 > 0.001 and
be = 1/6* ~ 0.00077 < 0.001, so by the Alternating Series Estimation Theorem, n = 5.

6 6
8 = m = 0.000 023, so

32 Ifp >0,

({1/n*} is decreasing) and im 0, so the series converges by the Alternating
“—0Q

P S

n—
Series Test. If p < 0, lim (—13’,— does not exist, so the series diverges by the Test for Divergence. Thus,

n—oo
= (-1
>

n=1

converges < p> 0.

p—1 -
A Let f (z) = (In ) . Then f' (z) = (In ) zgp Inz) <0ifz > €” so f is eventually decreasing for every p.

D
Clearly lim (h‘:)

n—oo

= 0if p <0, and if p > O we can apply I'Hospital’s Rule [p + 1] times to get a limit of 0 as

well. So the series converges for all p (by the Alternating Series Test).



