## Topics on MCMC and on Counting

(a) Hardness: 71, 70, 8].
(b) Mixing: [36, 63], 6], 13], 40, 49, 68].
(c) Volume: [26], 7], 20], 50, [42], 12], 46], 48], [61], 43].
(d) Permanent: 38 .
(e) Linear Extensions of a Partial Order: [10].
(f) Contingency tables: 21, 55].
(g) Ising and Potts Models: [37, [31, [32, 60], [14].
(h) Hardness of approximation: [18, 65], 66], 56].
(i) Satisfiability: 44.
(j) Reliability: 41.
(k) Graph coloring: [35], [71], [22], [23], [24, [19], [54], 45], [34, [62], [11].
(1) Knapsack: [15], 67, [30.
(m) Deterministic Counting: [4, [72], [64, [57, [51], 47], 6], [27], [5], 52], [28].
(n) Matroids: 4], 17, [25, [29, 39, [1].
(o) Dense graphs: [2], 3], 18].
(p) Local Lemma and Counting: [33], [53].
(q) Coupling from the past: [59.
(r) Censoring Lemma: 58]
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