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PUBLICATIONS


Michael Tait and Craig Timmons. Orthogonal polarity graphs and Sidon sets. To appear in *Journal of Graph Theory*. 
This thesis studies problems in extremal graph theory, combinatorial number theory, and finite incidence geometry, and the interplay between these three areas.

The first topic is the study of the Turán number for $C_4$. Füredi showed that $C_4$-free graphs with $\text{ex}(n,C_4)$ edges are intimately related to polarity graphs of projective planes. We prove a general theorem about dense subgraphs in a wide class of polarity graphs, and as a result give the best-known lower bounds for $\text{ex}(n,C_4)$ for many values of $n$. We also study the chromatic and independence numbers of polarity graphs, with special emphasis on the graph $ER_q$.

Next we study Sidon sets on graphs by considering what sets of integers may look like when certain pairs of them are restricted from having the same product. Other generalizations of Sidon sets are considered as well.

We then use $C_4$-free graphs to prove theorems related to solvability of equations. Given an algebraic structure $R$ and a subset $A \subset R$, define the sum set and product set of $A$ to be $A + A = \{a + b : a, b \in A\}$ and $A \cdot A = \{a \cdot b : a, b \in A\}$ respectively. Showing under what conditions at least one of $|A + A|$ or $|A \cdot A|$ is large has a long history of study that continues to the present day. Using spectral properties of the bipartite incidence graph of a projective plane, we deduce that nontrivial sum-product estimates hold in the setting where $R$ is a finite quasifield. Several related results are obtained.
Finally, we consider a classical question in finite incidence geometry: what is the subplane structure of a projective plane? A conjecture widely attributed to Neumann is that all non-Desarguesian projective planes contain a Fano subplane. By studying the structural properties of polarity graphs of a projective plane, we show that any plane of even order $n$ which admits a polarity such that the corresponding polarity graph has exactly $n+1$ loops must contain a Fano subplane. The number of planes of order up to $n$ which our theorem applies to is not bounded above by any polynomial in $n$. 
1

Introduction

“It is often forcefully stated that combinatorics is a collection of problems, which may be interesting in themselves but are not linked and do not constitute a theory.”

– László Lovász, Combinatorial Problems and Exercises

This thesis studies the interplay between graph theory, additive combinatorics, and finite incidence geometry. Questions in extremal graph theory ask to optimize some graph parameter subject to a constraint. A fundamental question in this area is to maximize the number of edges in a graph or hypergraph which is not allowed to contain fixed forbidden subgraphs. These questions are called Turán-type problems and are a cornerstone in extremal combinatorics. Starting from the question of maximizing the number of edges in a $C_4$-free graph, we branch into the field of additive combinatorics. This field, also called combinatorial number theory, asks to deduce combinatorial properties of a set when the only information one knows is the size of the set. The use of various graphs coming from projective planes will be central in our study of both areas. We also go the opposite direction and study a question about the subplane structure of a projective plane from the perspective of graph theory.

We now briefly describe the main results given in the thesis. Each chapter will contain its own introduction containing definitions, historical background, and motivation for the problems it contains.
1.1 Polarity graphs and the Turán number for $C_4$

Given a fixed graph $H$, the Turán number of $H$ is denoted by $\text{ex}(n, H)$ and is the maximum number of edges in a simple $n$-vertex graph that does not contain $H$ as a subgraph. In Chapter 2, we give the best-known lower bounds on the Turán number $\text{ex}(n, C_4)$ for many values of $n$ by proving a general theorem that guarantees subgraphs in certain polarity graphs that contain many edges.

Estimating Turán numbers of various graphs (or more generally: for various families of hypergraphs) is one of the most important topics in combinatorics, as most questions in extremal combinatorics can be phrased as a Turán problems with the appropriate families of excluded graphs. As such, these problems have a rich history of study (cf [39, 56, 76]), an incomplete version of which is given in the introduction of Chapter 2.

The connection between the Turán number for $C_4$ and graphs coming from projective planes is well-known. We prove a general theorem, given in Chapter 2, that gives the best-known lower bounds for $\text{ex}(n, C_4)$ for many values of $n$ by manipulating various polarity graphs. One particular case of this theorem gives the following corollary, improving a result of the author and Timmons [80] and disproving a conjecture of Abreu, Balbuena, and Labbate [1].

**Theorem.** If $q$ is a prime power, then

$$\text{ex}(q^2 - q - 2, C_4) \geq \frac{1}{2}q^3 - q^2 + \frac{3}{2}q - O\left(q^{1/2}\right).$$

From here, we study properties of polarity graphs without Turán numbers in mind. One polarity graph of particular interest is the graph $E_R_q$. If $q$ is a prime power, the vertices of $E_R_q$ are the one-dimensional subspaces of a three-dimensional vector space over $\mathbb{F}_q$, and two distinct subspaces are adjacent if they are orthogonal to each other. The graph $E_R_q$ has been studied in a variety of settings, some of which are described in Chapter 3. In Chapter 3, we study the chromatic number of $E_R_q$. In particular, we prove the following theorem, which is best possible up to the constant 2.

**Theorem.** If $q = p^{2r}$ where $p$ is an odd prime and $r \geq 1$ is an integer, then

$$\chi(E_R_q) \leq 2q^{1/2} + O\left(q^{1/2}/\log q\right).$$
In Chapter 4, we extend this theorem to a more general setting, studying the chromatic and independence numbers of a large family of polarity graphs that includes $E R_q$.

### 1.2 Sidon sets and sum-product estimates

Given a monoid $R$ and a subset $A \subset R$, $A$ is called a *Sidon set* if for $a, b, c, d \in A$,

$$a + b = c + d$$

(1.1)

implies that $\{a, b\} = \{c, d\}$. Sidon sets and their generalizations have been studied in hundreds of research articles, and some background is given in Chapter 5. We study a generalization of Sidon sets to graphs. A Sidon set is a set where *all* pairs are required to have distinct sums. By introducing a graph, one can prescribe which pairs must have distinct sums. We study this generalization to graphs where $R$ is the integers under multiplication. That is, we are studying sets of integers where prescribed pairs of products must be distinct. A coloring $\chi$ of a graph $G$ is called *product-injective* if $\chi(u) \cdot \chi(v) \neq \chi(x) \cdot \chi(y)$ for distinct edges $uv, xy \in E(G)$. Let $P(G)$ denote the smallest integer $N$ such that there is a product-injective coloring $\chi : V(G) \to [N]$. Let $P(n, d)$ represent the maximum possible value of $P(G)$ over all $n$-vertex graphs $G$ of maximum degree at most $d$. We prove the following theorem in Chapter 5:

**Theorem.** There exists constant $a, b > 0$ such that $P(n, d) \sim n$ if $d \leq n^{1/2}(\log n)^{-a}$ and $P(n, d) \sim n \log n$ if $d \geq n^{1/2}(\log n)^b$.

Sidon sets are sets where the *sum set* $A + A := \{a + b : a, b \in A\}$ is as large as it possibly could be. What if one asks for a set $A$ with a small sum set? If $A \subset \mathbb{Z}$, then if $A$ is an arithmetic progression it has as small a sum set as possible. However, in this case the *product set* of $A$, $A \cdot A = \{a \cdot b : a, b \in A\}$ is very large. Erdős and Szemerédi showed that in general, if $A$ is a subset of the integers, than either $A + A$ or $A \cdot A$ is large [33]. Heuristically, a set cannot look like both an arithmetic progression and a geometric progression at the same time. Numerous
analogs of this theorem have been proven in other algebraic settings, which we discuss in Chapter 6. We expand this active research area by proving that such a sum-product estimate holds in the setting of a finite quasifield. The takeaway of our theorem is that one does not require associativity of multiplication to have a nontrivial sum-product estimate.

**Theorem.** Let $Q$ be a finite quasifield with $q$ elements and $A \subset Q \setminus \{0\}$. There is a positive constant $c$ such that the following hold.

If $q^{1/2} \ll |A| < q^{2/3}$, then

$$\max\{|A + A|, |A \cdot A|\} \geq c \frac{|A|^2}{q^{1/2}}.$$  

If $q^{2/3} \leq |A| \ll q$, then

$$\max\{|A + A|, |A \cdot A|\} \geq c(q|A|)^{1/2}.$$  

We prove several results of similar flavor in Chapter 6 concerning the solvability of various equations over a finite quasifield.

### 1.3 Subplanes of projective planes

A fundamental question in incidence geometry is about the subplane structure of projective planes. There are relatively few results concerning when a projective plane of order $k$ is a subplane of a projective plane of order $n$. Neumann [67] found Fano subplanes in certain Hall planes, which led to the conjecture that every finite non-Desarguesian plane contains $PG(2, 2)$ as a subplane (this conjecture is widely attributed to Neumann, though it does not appear in her work). We prove the following.

**Theorem.** Let $\Pi$ be a finite projective plane of even order which admits an orthogonal polarity. Then $\Pi$ contains a Fano subplane.

The number of projective planes of order less than $n$ which our theorem applies to is not bounded above by any polynomial in $n$. 
1.4 Frequently used notation

- **Interval notation:** For real numbers \( y \geq x \geq 1 \), we use the notation \( [x] = \{1, 2, \ldots, [x]\} \) and \( [x, y] = \{[x], \ldots, [y]\} \).

- **Asymptotic notation:** Let \( f, g : \mathbb{Z}^+ \to \mathbb{R} \). We write \( f = O(g) \) if there exists a constant \( M \) and \( n_0 \) such that for \( n \geq n_0 \),
  \[
  f(n) \leq Mg(n).
  \]
  We write \( f = o(g) \) if
  \[
  \lim_{n \to \infty} \frac{f(n)}{g(n)} = 0.
  \]
  We write \( f \sim g \) if
  \[
  \lim_{n \to \infty} \frac{f(n)}{g(n)} = 1.
  \]
  We write \( f = \Omega(g) \) if \( g = O(f) \) and \( f \ll g \) if \( f = o(g) \). We write \( f = \Theta(g) \) if \( f = O(g) \) and \( g = O(f) \).

- **Probabilistic notation:** If \( (A_n)_{n \in \mathbb{N}} \) is a sequence of events in a probability space, then we say \( A_n \) occurs asymptotically almost surely as \( n \to \infty \) if
  \[
  \lim_{n \to \infty} P(A_n) = 1.
  \]
  If \( X \) is a random variable we write \( \mathbb{E}(X) \) for the expectation of \( X \). Let the Erdős-Rényi random graph, \( G_{n,p} \), be a graph chosen uniformly from the probability space \( G_{n,p} \) where edges of \( K_n \) are present in \( G_{n,p} \) independently with probability \( p \).

- **Graph notation:** Let \( F \) and \( G \) be graphs and \( S, T \subset V(G) \). We use \( \chi(G) \) and \( \alpha(G) \) to denote the chromatic and independence numbers of \( G \) respectively. \( G[S] \) will denote the graph induced by the set \( S \). \( e(S) \) will denote the number of edges induced by \( S \), ie \( e(S) = |E(G[S])| \). \( e(S, T) \) will denote the number of edges with one endpoint in \( S \) and one endpoint in \( T \). \( \Delta(G) \) will denote the maximum degree of \( G \). \( C_4 \) is the cycle on 4 vertices and \( ER_q \) is the Erdős-Rényi orthogonal polarity graph of order \( q^2 + q + 1 \). The Turán number for \( F \) is denoted by \( \text{ex}(n, F) \).

- **Algebraic notation:** For \( q \) a prime power \( \mathbb{F}_q \) denotes the field with \( q \) elements and \( \mathbb{F}_q^* \) denotes the multiplicative group of \( \mathbb{F}_q \). \( \mathbb{F}_q^k \) will denote either
the $k$-fold direct product of $\mathbb{F}_q$ or a $k$-dimensional vector space over $\mathbb{F}_q$, and the meaning will be clear from context. $\mathbb{F}_q[X]$ denotes the polynomial ring in one indeterminate over $\mathbb{F}_q$. 
2 Quadrilateral-free graphs

"Furthermore it is typically easy to verify at least one of the properties in a class, thereby establishing that all the properties in the class hold."

– Fan Chung and Ron Graham [22]

2.1 Introduction

Let $F$ be a graph. Recall that a graph $G$ is said to be $F$-free if $G$ does not contain $F$ as a subgraph, and that $\text{ex}(n, F)$ denotes the Turán number of $F$, which is the maximum number of edges in an $n$-vertex $F$-free graph. Write $\text{Ex}(n, F)$ for the family of $n$-vertex graphs that are $F$-free and have $\text{ex}(n, F)$ edges. Graphs in the family $\text{Ex}(n, F)$ are called extremal graphs. Determining $\text{ex}(n, F)$ for different graphs $F$ is one of the most well-studied problems in extremal graph theory. A case of particular interest is when $F = C_4$, the cycle on four vertices. A well known result of Kővari, Sós, and Turán [57] implies that $\text{ex}(n, C_4) \leq \frac{1}{2}n^{3/2} + \frac{1}{2}n$. Brown [15], and Erdős, Rényi, and Sós [32] proved that $\text{ex}(q^2 + q + 1, C_4) \geq \frac{1}{2}q(q + 1)^2$ whenever $q$ is a power of a prime. It follows that $\text{ex}(n, C_4) = \frac{1}{2}n^{3/2} + o(n^{3/2})$. For more on Turán numbers of bipartite graphs, we recommend the survey of Füredi and Simonovits [39].

The $C_4$-free graphs constructed in [15] and [32] are examples of polarity graphs. To define these graphs, we introduce some ideas from finite geometry. Let $\mathcal{P}$ and
\( \mathcal{L} \) be disjoint, finite sets, and let \( \mathcal{I} \subset \mathcal{P} \times \mathcal{L} \). We call the triple \((\mathcal{P}, \mathcal{L}, \mathcal{I})\) a finite geometry. The elements of \( \mathcal{P} \) are called points, and the elements of \( \mathcal{L} \) are called lines. A polarity of the geometry is a bijection from \( \mathcal{P} \cup \mathcal{L} \) to \( \mathcal{P} \cup \mathcal{L} \) that sends points to lines, sends lines to points, is an involution, and respects the incidence structure. Given a finite geometry \((\mathcal{P}, \mathcal{L}, \mathcal{I})\) and a polarity \( \pi \), the polarity graph \( G_\pi \) is the graph with vertex set \( V(G_\pi) = \mathcal{P} \) and edge set

\[
E(G_\pi) = \{ \{ p, q \} : p, q \in \mathcal{P}, (p, \pi(q)) \in \mathcal{I} \}.
\]

Note that \( G_\pi \) will have loops if there is a point \( p \) such that \((p, \pi(p)) \in \mathcal{I}\). Such a point is called an absolute point. We will work with polarity graphs that have loops, and graphs obtained from polarity graphs by removing the loops. A case of particular interest is when the geometry is the Desarguesian projective plane \( \text{PG}(2,q) \). For a prime power \( q \), this is the plane obtained by considering the one-dimensional subspaces of \( \mathbb{F}_q^3 \) as points, the two-dimensional subspaces as lines, and incidence is defined by inclusion. A polarity of \( \text{PG}(2,q) \) is given by sending points and lines to their orthogonal complements. The polarity graph obtained from \( \text{PG}(2,q) \) with this polarity is often called the Erdős-Rényi orthogonal polarity graph and is denoted \( \text{ER}_q \). This is the graph that was constructed in [15, 32] and we recommend [8] for a detailed study of this graph. We will study \( \text{ER}_q \) in more detail in Chapter 3.

The main theorem of the chapter will apply to \( \text{ER}_q \) as well as to other polarity graphs that come from projective planes that contain an oval. An oval in a projective plane of order \( q \) is a set of \( q + 1 \) points, no three of which are collinear. It is known that \( \text{PG}(2,q) \) always contains ovals. One example is the set of \( q + 1 \) points

\[
\{(1, t, t^2) : t \in \mathbb{F}_q \} \cup \{(0, 1, 0)\}
\]

which form an oval in \( \text{PG}(2,q) \). There are also non-Desaurgesian planes that contain ovals. We now state the main theorem of this chapter.

**Theorem 2.1.1.** Let \( \Pi \) be a projective plane of order \( q \) that contains an oval and has a polarity \( \pi \). If \( m \in \{1, 2, \ldots, q + 1\} \), then the polarity graph \( G_\pi \) contains a
subgraph on at most \( m + \binom{m}{2} \) vertices that has at least

\[
2\binom{m}{2} + \frac{m^4}{8q} - O\left(\frac{m^4}{q^{3/2}} + m\right)
\]

edges.

Theorem 2.1.1 allows us to obtain the best-known lower bounds for \( \text{ex}(n, C_4) \) for certain values of \( n \) by taking the graph \( ER_q \) and removing a small subgraph that has many edges. All of the best lower bounds in the current literature are obtained using this technique (see [1, 35, 80]). An open conjecture of McCuaig is that any graph in \( \text{Ex}(n, C_4) \) is an induced subgraph of some orthogonal polarity graph (cf [37]). For \( q \geq 15 \) a prime power, Füredi [38] proved that any graph in \( \text{Ex}(q^2 + q + 1, C_4) \) is an orthogonal polarity graph of some projective plane of order \( q \). For some recent progress on this problem, see [35]. By considering certain induced subgraphs of \( ER_q \), Abreu, Balbuena, and Labbate [1] proved that

\[
\text{ex}(q^2 - q - 2, C_4) \geq \frac{1}{2}q^3 - q^2
\]

whenever \( q \) is a power of 2. They conjectured that this lower bound is best possible. Using Theorem 2.1.1, we answer their conjecture in the negative.

**Corollary 2.1.2.** If \( q \) is a prime power, then

\[
\text{ex}(q^2 - q - 2, C_4) \geq \frac{1}{2}q^3 - q^2 + \frac{3}{2}q - O\left(q^{1/2}\right).
\]

Corollary 2.1.2 also improves the main result of [80]. In Section 2.2 we give some necessary background on projective planes and polarity graphs. We prove Theorem 2.1.1 and Corollary 2.1.2 in Section 2.3. We finish this chapter with some concluding remarks in Section 2.4.

### 2.2 Preliminaries

Let \( \Pi = (\mathcal{P}, \mathcal{L}, \mathcal{I}) \) be a finite projective plane of order \( q \). A \( k \)-arc is a set of \( k \) points in \( \Pi \) such that no three of the points are collinear. It is known that \( k \leq q + 1 \) when \( q \) is odd, and \( k \leq q + 2 \) when \( q \) is even. A line \( l \in \mathcal{L} \) is called exterior, tangent,
or *secant* if it intersects the $k$-arc in 0, 1, or 2 points, respectively. A $k$-arc has exactly $(\frac{q}{2}) + \binom{q+2-k}{2}$ exterior lines, $k(q+2-k)$ tangents, and $\binom{k}{2}$ secants (see [28], page 147). A $(q+1)$-arc is called an *oval* and in the plane $PG(2,q)$, ovals always exist (see [28], Ch 1). The next lemma is known (cf [52], Ch 12). A short proof is included for completeness.

**Lemma 2.2.1.** Let $G$ be a polarity graph obtained from a projective plane of order $q$. If $A$ is the adjacency matrix of $G$, then the eigenvalues of $A$ are $q+1$ and $\pm \sqrt{q}$.

**Proof.** In a projective plane, every pair of points is contained in a unique line. Therefore, in a polarity graph, there is a unique path of length 2 between any pair of vertices (this path may include a loop). This means that $(A^2)_{ij} = 1$ whenever $i \neq j$. Since any point is on exactly $q+1$ lines, every vertex of $G$ has degree exactly $q+1$ where loops add 1 to the degree of a vertex. The diagonal entries of $A^2$ are all $q+1$ thus,

$$A^2 = J + qI.$$  

The eigenvalues of $J + qI$ are $(q+1)^2$ with multiplicity 1, and $q$ with multiplicity $q^2 + q$. \hfill \square

We remark here that the multiplicity of $q+1$ is 1 and the multiplicities of $\pm \sqrt{q}$ are such that the sum of the eigenvalues is the trace of $A$, which is the number of absolute points of $G$. This implies that given two polarity graphs from projective planes of order $q$, if they have the same number of absolute points, then they are cospectral. Since not all polarity graphs with the same number of absolute points are isomorphic, this gives examples of graphs that are not determined by their spectrum, which may be of independent interest. For more information about determining graphs by their spectrum, see [84].

The next result is a consequence of Lemma 2.2.1 and the so-called Expander Mixing Lemma (cf [3] or [20]). We provide a proof which uses some basic ideas from linear algebra.

**Lemma 2.2.2.** Let $G$ be a polarity graph of a projective plane of order $q$, and let $S$ be a subset of $V(G)$. Let $e(S)$ denote the number of edges in $S$, possibly including
loops. Then

\[ e(S) \geq \frac{(q + 1)|S|^2}{2(q^2 + q + 1)} - \frac{\sqrt{q}|S|}{2}. \]

**Proof.** Let \( A \) be the adjacency matrix of \( G \) and let \( n = q^2 + q + 1 \). Let \( \{x_i\} \) be an orthonormal set of eigenvectors of \( A \). Since \( A \) has constant row sum, \( x_1 = \frac{1}{\sqrt{n}} 1 \) and \( \lambda_1 = q + 1 \). By Lemma 2.2.1, the other eigenvalues of \( A \) are all \( \pm \sqrt{q} \).

Now let \( S \) be a subset of \( V(G) \) and let \( 1_S \) be the characteristic vector for \( S \). Let \( \hat{e}(S) \) denote the number of non-loop edges of \( S \) and \( l(S) \) denote the number of loops in \( S \). Then

\[ 1_S^T A 1_S = \sum_{i,j \in S} A_{ij} = 2\hat{e}(S) + l(S). \tag{2.1} \]

Next we give a spectral decomposition of \( 1_S \):

\[ 1_S = \sum_{i=1}^{n} \langle 1_S, x_i \rangle x_i. \]

Noting that \( \langle 1_S, x_1 \rangle = \frac{|S|}{\sqrt{n}} \) and expanding (2.1), we see that

\[ 2\hat{e}(S) + l(S) = \sum_{i=1}^{n} \langle 1_S, x_i \rangle^2 \lambda_i = \frac{(q + 1)|S|^2}{n} + \sum_{i=2}^{n} \langle 1_S, x_i \rangle^2 \lambda_i. \]

Therefore,

\[ \left| 2\hat{e}(S) + l(S) - \frac{(q + 1)|S|^2}{n} \right| \leq \sum_{i=2}^{n} \left| \langle 1_S, x_i \rangle^2 \lambda_i \right| \leq \sqrt{q} \sum_{i=2}^{n} \langle 1_S, x_i \rangle^2 \leq \sqrt{q}|S|. \]

Since \( e(S) = \hat{e}(S) + l(S) \) and \( l(S) \geq 0 \), rearranging gives the result.

Note that Lemma 2.2.2 does not give us any information when \( |S| = O(q) \).

**2.3 Proof of Theorem 2.1.1 and Corollary 2.1.2**

In this section we prove Theorem 2.1.1 and Corollary 2.1.2.
Proof of Theorem 2.1.1. Let $\Pi$ be a finite projective plane of order $q$ that contains an oval $H$. Let $\pi$ be a polarity of $\Pi$ and let $G$ be the corresponding polarity graph. We omit the subscript $\pi$ for notational convenience. For $v \in V(G)$, write $\Gamma(v)$ for the set of neighbors of $v$ in $G$. Given $S \subset H$, let

$$Y_S = \{v \in V(G) : |\Gamma(v) \cap S| = 2\}$$

and $X_S = Y_S \setminus S$. Since $H$ is an oval, the number of secants to $H$ is $\binom{q+1}{2}$. Thus, for any pair of distinct vertices $s_i, s_j \in H$, there is a unique vertex $t_{i,j} \in Y_H$ such that $t_{i,j}$ is adjacent to both $s_i$ and $s_j$. The vertex $t_{i,j}$ corresponds to the unique secant that intersects $H$ at $s_i$ and $s_j$. Further, the only neighbors of $t_{i,j}$ in $H$ are $s_i$ and $s_j$ and so

$$|Y_S| = \binom{|S|}{2}$$

for any $S \subset H$. This implies

$$|S| + |X_S| \geq |Y_S| = \binom{|S|}{2}. \quad (2.2)$$

When $S = H$, we get that $|X_H| \geq \binom{q+1}{2} - (q + 1)$ so by Lemma 2.2.2,

$$e(G[X_H]) \geq \frac{q^3}{8} - O\left(\frac{q^{5/2}}{2}\right). \quad (2.3)$$

Let $m \in \{1, 2, \ldots, q + 1\}$. Choose $S \subset H$ uniformly at random from the set of all subsets of $H$ of size $m$. If $e(S, X_S)$ is the number of edges with one endpoint in $S$ and the other in $X_S$, then using (2.2),

$$e(S, X_S) = 2|X_S| \geq 2 \left(\binom{|S|}{2}\right) - 2|S| = 2 \left(\frac{m}{2}\right) - 2m. \quad (2.4)$$

If $e = uv \in E(G[X_H])$, then the at most four vertices in $(\Gamma(u) \cap H) \cup (\Gamma(v) \cap H)$ must be chosen in $S$ in order to have $e \in E(G[X_S])$. Therefore,

$$P(e \in E(G[X_S])) \geq \frac{\binom{q-3}{m-4}}{\binom{q+1}{m}} = \frac{m(m-1)(m-2)(m-3)}{(q + 1)q(q-1)(q-2)} \geq \frac{m(m-1)(m-2)(m-3)}{q^4}.$$  

By (2.3) and linearity of expectation,

$$\mathbb{E}(e(G[X_S])) \geq \frac{m(m-1)(m-2)(m-3)}{8q} - O\left(\frac{m^4}{q^{3/2}}\right). \quad (2.5)$$
Combining (2.4) and (2.5), we see that there is a choice of $S \subset H$ with $|S| = m$ and

$$e(G[S \cup X_S]) \geq 2{m \choose 2} + \frac{m(m-1)(m-2)(m-3)}{8q} - O\left(\frac{m^4}{q^{3/2}} + m\right).$$

Lastly, observe $|S \cup X_S| \leq |S| + |Y_S| = m + \binom{m}{2}$.

Now we use Theorem 2.1.1 to prove Corollary 2.1.2. We first prove a simple inequality that expresses the number of edges of an induced subgraph of a polarity graph in terms of the removed set of vertices.

Let $G$ be a polarity graph of a projective plane of order $q$ and let $X \subset V(G)$. The number of edges in the graph $G \setminus X$ is

$$e(G) - e(X) - e(X, X^c)$$

where $e(X)$ includes counting loops in $G$. Since

$$e(X) + e(X, X^c) = \sum_{x \in X} d(x) - e(X) \leq (q + 1)|X| - e(X),$$

we have

$$e(G \setminus X) \geq e(G) - (q + 1)|X| + e(X). \quad (2.6)$$

**Proof of Corollary 2.1.2.** Let $q$ be a prime power and $ER_q$ be the Erdős-Rényi orthogonal polarity graph. It is known that this graph has $\frac{1}{2}q(q+1)^2$ edges. Let $m$ be the largest integer satisfying $m + \binom{m}{2} \leq 2q + 3$. Then $m = \lfloor \sqrt{4q + 25/4} - 1/2 \rfloor$ and

$$2{m \choose 2} + \frac{m(m-1)(m-2)(m-3)}{q^4} = 6q - O(q^{1/2}).$$

By Theorem 2.1.1, there is a set $S \subset V(ER_q)$ with $|S| = m + \binom{m}{2}$ such that $S$ induces a subgraph with at least $6q - O(q^{1/2})$ edges. Let $X = S \cup S'$ where $S'$ is an arbitrarily chosen set of $2q + 3 - |S|$ vertices disjoint from $S$. Then by (2.6),

$$e(ER_q \setminus X) \geq \frac{1}{2}q(q+1)^3 - (q + 1)(2q + 3) + 6q - O(q^{1/2}) = \frac{1}{2}q^3 - q^2 + \frac{3}{2}q - O\left(q^{1/2}\right).$$

Since $ER_q$ is $C_4$-free, we have

$$\text{ex}(q^2 - q - 2, C_4) \geq \frac{1}{2}q^3 - q^2 + \frac{3}{2}q - O\left(q^{1/2}\right).$$
2.4 Concluding remarks

There are two special circumstances in which one can improve Theorem 2.1.1. Each indicates the difficulty of finding exact values for the parameter \( \text{ex}(n,C_4) \).

- The first situation is when \( q \) is a square. In this case, \( \mathbb{F}_q \) contains the subfield \( \mathbb{F}_{\sqrt{q}} \) and this subfield may be used to find small graphs that contain many edges. For instance \( ER_q \) contains a subgraph \( F \) that is isomorphic to \( ER_{\sqrt{q}} \). One can choose \( m = \sqrt{q} + 1 \) and let \( S \) be the set of absolute points in \( F \). These \( m \) vertices will also be absolute points in \( ER_q \) and thus are contained in an oval (the absolute points of an orthogonal polarity of \( PG(2,q) \) form an oval when \( q \) is odd). If we then consider the \( \binom{m}{2} \) vertices in \( Y_S \), these will be the vertices in \( F \) that are adjacent to the absolute points of \( F \). The set \( Y_S \) induces a \( \frac{1}{2}(\sqrt{q} - 1) \)-regular graph in \( F \) (see [8]). The set \( X = S \cup Y_S \) will span roughly \( \frac{q^3}{8} \) edges which is much larger than the linear in \( q \) lower bound provided by Theorem 2.1.1 when \( m = \sqrt{q} + 1 \).

- The second situation is when \( q \) is a power of 2 and \( q - 1 \) is prime. Assume that this is the case and consider \( ER_{q-1} \). Let \( F \) be a subgraph of \( ER_{q-1} \) obtained by deleting three vertices of degree \( q - 1 \). The number of vertices of \( F \) is \( (q - 3) + q - 3 = q^2 - q - 2 \), and the number of edges of \( F \) is at least \( \frac{1}{2}q^3 - \frac{1}{2}q^2 - 3q + 3 \). This is better than the result of Corollary 2.1.2 by a factor of about \( \frac{1}{2}q^2 \). A prime of the form \( 2^m - 1 \) with \( m \in \mathbb{N} \) is known as a Mersenne Prime. It has been conjectured that there are infinitely many such primes, but this is a difficult open problem.

In [80], Sidon sets are used to construct \( C_4 \)-free graphs. For a prime power \( q \), these graphs have \( q^2 - 1 \) vertices, and \( \frac{1}{2}q^3 - q + \frac{1}{2} \) edges when \( q \) is odd, and \( \frac{1}{2}q^3 - q \) edges when \( q \) is even. These graphs have a degree sequence similar to the degree sequence of an orthogonal polarity graph and it seemed possible that these graphs could be extremal. However, Theorem 2.1.1 can be applied to show

\[
\text{ex}(q^2 - 1, C_4) \geq \frac{1}{2}q^3 - O(\sqrt{q}),
\]

which shows that the graphs constructed in [80] are not extremal.
Chapter 2 is a version of material appearing in “Small dense subgraphs of polarity graphs and the extremal number for the 4-cycle, *Australasian Journal of Combinatorics*, 63(1), (2015), 107–114, co-authored with Craig Timmons. The author was the primary investigator and author of this paper.
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Coloring $ER_q$

"Beautiful graphs are rare.”

– László Babai and Péter Frankl

3.1 Introduction

In Chapter 2, we gave a geometric description of adjacency in $ER_q$. We now give an algebraic description that will be more suitable for our purposes in this chapter. Let $q$ be a prime power and let $V$ be a 3-dimensional vector space over $\mathbb{F}_q$. Let $PG(2, q)$ be the projective geometry whose points are the 1-dimensional subspaces of $V$ and whose lines are the 2-dimensional subspaces of $V$. Recall that $ER_q$ is the graph whose vertices are the points of $PG(2, q)$. Distinct vertices $(x_0, x_1, x_2)$ and $(y_0, y_1, y_2)$ are adjacent if and only if $x_0y_0 + x_1y_1 + x_2y_2 = 0$. One obtains an isomorphic graph if the equation for adjacency is $x_2y_0 + x_0y_2 = x_1y_1$ (see [65]) and it is this definition of $ER_q$ that we will use.

In Chapter 2, we saw that the graph $ER_q$ plays an important role in the study of the Turán number for $C_4$. Later these same graphs were used to solve other extremal problems in a variety of areas such as Ramsey theory [6, 21, 58], hypergraph Turán theory [60], and even the Cops and Robbers game on graphs [11]. We remark that graphs without short cycles are related to LDPC codes (cf [64]).
Because of its important place in extremal graph theory, many researchers have studied the graph $ER_q$ as an interesting graph in its own right. Parsons [69] determined the automorphism group of $ER_q$ and obtained several other results. In particular, Parsons showed that for $q \equiv 1 \pmod{4}$, $ER_q$ contains a $\frac{1}{2}(q + 1)$-regular graph on $\binom{q}{2}$ vertices with girth 5. This construction gives one of the best known lower bounds on the maximum number of edges in an $n$-vertex graph with girth 5. It is still an open problem to determine this maximum, and for more on this problem, see [2]; especially their Conjecture 1.7 and the discussion preceding it.

Bachratý and Širáň [8] reproved several of the results of [69] and we recommend [8] for a good introduction to the graph $ER_q$. They also used $ER_q$ to construct vertex-transitive graphs with diameter two.

Benny Sudakov posed the question of determining the independence number of $ER_q$ (see [90]), and it has since been investigated in several papers. Mubayi and Williford [65] proved that if $p$ is a prime, $n \geq 1$ is an integer, and $q = p^n$, then

$$\alpha(ER_q) \geq \begin{cases} 
\frac{1}{2}q^{3/2} + \frac{1}{2}q + 1 & \text{if } p \text{ is odd and } n \text{ is even}, \\
\frac{120q^{3/2}}{73\sqrt{73}} & \text{if } p \text{ is odd and } n \text{ is odd}, \\
\frac{q^{3/2}}{2\sqrt{2}} & \text{if } p = 2 \text{ and } n \text{ is odd}, \\
q^{3/2} - q + q^{1/2} & \text{if } p = 2 \text{ and } n \text{ is even}.
\end{cases}$$

An upper bound on the independence number of $ER_q$ may be obtained by eigenvalue techniques by the well-known Hoffman Ratio Bound.

**Theorem 3.1.1** (Hoffman [50]). Let $G$ be a $d$-regular graph on $n$ vertices and $\lambda_n$ be the smallest eigenvalue of its adjacency matrix. Then

$$\alpha(G) \leq n \frac{-\lambda_n}{d - \lambda_n}.$$ 

As the graph $ER_q$ with loops on the absolute points is regular, Hoffman’s theorem may be applied to obtain $\alpha(ER_q) \leq q^{3/2} + q^{1/2} + 1$. Therefore, the order of magnitude of $\alpha(ER_q)$ is $q^{3/2}$. Godsil and Newman refined the upper bound obtained from Hoffman’s bound in [42]. Their result was then improved using the Lovász theta function in [26]. When $q$ is even, Hobart and Williford [49] used coherent configurations to provide upper bounds for the independence number of
general orthogonal polarity graphs. When $q$ is an even square, the known upper bound and lower bound for $\alpha(ER_q)$ differ by at most 1. In the case when $p$ is odd or when $p = 2$ and $n$ is odd, it is still an open problem to determine an asymptotic formula for $\alpha(ER_q)$.

Since the independence number has been well-studied and its order of magnitude is known, it is natural to investigate the chromatic number of $ER_q$ which is closely related to $\alpha(ER_q)$. Let $q$ be any prime power. Then $ER_q$ has $q^2 + q + 1$ vertices and $\alpha(ER_q) = \Theta(q^{3/2})$, and so a lower bound for $\chi(ER_q)$ is $\frac{q^2 + q + 1}{\alpha(ER_q)} \geq q^{1/2}$. One may ask whether this lower bound actually gives the right order of magnitude of $\chi(ER_q)$. We confirm this for $q$ being an even power of an odd prime.

**Theorem 3.1.2.** If $q = p^{2r}$ where $p$ is an odd prime and $r \geq 1$ is an integer, then

$$\chi(ER_q) \leq 2q^{1/2} + O\left(q^{1/2}/\log q\right).$$

This upper bound is within a factor of 2 of the lower bound $\chi(ER_q) \geq \frac{q^2 + q + 1}{\alpha(ER_q)} \geq q^{1/2}$. Any improvement in the coefficient of $q^{1/2}$ would give an improvement to the best known lower bound on the independence number of $ER_q$ from [65]. The lower order term $O(q^{1/2}/\log q)$ is obtained using probabilistic methods [5] and while the implied constant is absolute, we have not made an effort to compute it. By using Brooks’ Theorem instead of the result of [5], we obtain the upper bound $\chi(ER_q) \leq 4q^{1/2} + 1$ for all $q = p^{2r}$ where $r \geq 1$ is an integer and $p$ is an odd prime.

When $q$ is not an even power, we first prove the following general theorem.

**Theorem 3.1.3.** Let $q$ be an odd power of an odd prime and let $r \geq 1$ be an integer. If there is a $\mu \in \mathbb{F}_q$ such that $x^{2r+1} - \mu$ is irreducible in $\mathbb{F}_q[x]$, then

$$\chi(ER_{q^{2r+1}}) \leq \frac{2r + 5}{3} q^{\frac{4r}{3} + 1} + (2r + 1) q^{r+1} + 1.$$

Given an odd integer $2r + 1 \geq 3$, there are infinitely many primes $p$ for which there is a $\mu \in \mathbb{F}_q$ such that $x^{2r+1} - \mu \in \mathbb{F}_q[x]$ is irreducible (see Section 3.5 for more details), where $q$ is an arbitrary odd power of $p$. Our method can also be used to prove that if $q$ is a power of any odd prime, then

$$\chi(ER_{q^3}) \leq 6q^2 + 1.$$
Here we do not need the existence of an irreducible polynomial $x^3 - \mu \in \mathbb{F}_q[x]$. For $q$ an odd power of an odd prime, we have the following corollary.

**Corollary 3.1.4.** Let $q = p^s$ for an odd prime $p$ and an odd integer $s \geq 3$. If $t > 1$ is the smallest divisor of $s$ such that $x^t - \mu$ is irreducible in $\mathbb{F}_{p^{s/t}}[x]$ for some $\mu \in \mathbb{F}_{p^{s/t}}$, then

$$\chi(ER_q) \leq \frac{t + 4}{3}p^{(2t+1)/3t} + tp^{(t+1)/2} + 1.$$

We encountered difficulties in extending this upper bound to the general case. In particular, when $p$ is a prime, we have not been able to improve the upper bound $\chi(ER_p) = O(p/\log p)$ which is obtained by applying the main result of [5].

**Conjecture 3.1.5.** Let $p$ be an odd prime. For any integer $r \geq 0$,

$$\chi(ER_{p^{2r+1}}) = O(p^{r+1/2}).$$

Instead of working with $ER_q$, we work with a related graph that is a bit more suitable for our computations.

**Definition 3.1.6.** Let $q$ be a power of an odd prime and $A = \{(a, a^2) : a \in \mathbb{F}_q\}$. Let $G_q$ be the graph with vertex set $\mathbb{F}_q \times \mathbb{F}_q$, and distinct vertices $(x_1, x_2)$ and $(y_1, y_2)$ are adjacent if and only if

$$(x_1, x_2) + (y_1, y_2) \in A.$$

Let $G_q^\circ$ be the graph obtained from $G_q$ by adding loops to all vertices $(x_1, x_2)$ for which $(x_1, x_2) + (x_1, x_2) \in A$. Vinh [87] proved that the graph $G_q^\circ$ is a $(q^2, q, \sqrt{2q})$-graph. Recall an $(n, d, \lambda)$ graph is an $n$-vertex $d$-regular graph whose second eigenvalue $\max\{|\lambda_2|, |\lambda_n|\}$ is at most $\lambda$. Vinh used the fact that $G_q^\circ$ is a $(q^2, q, \sqrt{2q})$-graph to count solutions to $x_1 + x_2 = (x_3 + x_4)^2$ where $(x_1, x_3) \subset B$, $(x_2, x_4) \subset C$, and $B, C \subset \mathbb{F}_q^2$. For similar results that are obtained using techniques from combinatorial number theory, see [24]. We prove that $G_q$ is isomorphic to an induced subgraph of the Erdős-Rényi orthogonal polarity graph.

**Theorem 3.1.7.** If $q$ is a power of an odd prime, then the graph $G_q$ is isomorphic to an induced subgraph of $ER_q$. 

In the course of proving Theorem 3.1.7 we will show how to obtain \( ER_q \) from \( G_q \) by adding vertices and edges to \( G_q \). This will allow us to translate upper bounds on \( \chi(G_q) \) to upper bounds on \( \chi(ER_q) \).

In addition to finding a proper coloring of \( ER_q \), we also investigate proper colorings of small subgraphs of \( ER_q \). In particular, we obtain the following result concerning small subgraphs of \( ER_q \) that are not 3-colorable.

**Theorem 3.1.8.** If \( q \) is sufficiently large, then \( ER_q \) contains a subgraph \( H \) with at most 36 vertices and \( \chi(H) \geq 4 \).

Let \( C^r \) be the family of graphs with chromatic number \( r \), and \( C^r_k \) be the family of graphs with at most \( k \) vertices and chromatic number \( r \). Theorem 3.1.8 is motivated by the following problem of Allen, Keevash, Sudakov, and Verstraëte [2].

**Problem 3.1.9** (Allen, et al. [2]). Let \( F \) be a family of bipartite graphs. Determine if there is an integer \( k \) such that

\[
\text{ex}(n, F \cup C^r_k) \sim \text{ex}(n, F \cup C^r).
\]

When considering Problem 3.1.9, a question that arises is if every extremal \( F \)-free \( n \)-vertex graph (here \( n \) is tending to infinity) must contain some member of \( C^r_k \)? In other words, does forbidding \( C^r_k \) actually have an effect on extremal \( F \)-free graphs. By Theorem 3.1.8, one cannot take \( ER_q \) to obtain a lower bound on the Turán number \( \text{ex}(n, \{C_4\} \cup C^3_k) \) for \( k \geq 36 \) without modifying \( ER_q \) in some way. It seems likely that for any integer \( r \geq 5 \), there exists integers \( q_r \) and \( f(r) \) such that for any \( q \geq q_r \), the graph \( ER_q \) contains a subgraph with at most \( f(r) \) vertices and chromatic number at least \( r \).

In Section 3.2 we prove Theorem 3.1.7. In Section 3.3 we prove Theorems 3.1.2 and 3.1.3. In Section 3.4 we prove Theorem 3.1.8. Section 3.5 contains some concluding remarks.
3.2 Proof of Theorem 3.1.7

Let $q$ be a power of an odd prime power and $A = \{(a, a^2) : a \in \mathbb{F}_q\}$. Let $\mathbb{F}_q = \{b_1, \ldots, b_q\}$ and assume that $b_q = 0$. Let $F = \{b_q\} \times \mathbb{F}_q$. Then $F$ is a subgroup of $\mathbb{F}_q^2$ and we let

$$F_i = F + (b_i, 0)$$

be the cosets of $F$ where $F_q = F$. Add new vertices $z_1, \ldots, z_q, y$ to $G_q$. Make $z_i$ adjacent to all vertices in $F_i$, and make $y$ adjacent to each $z_i$. Call this graph $H_q$. Observe that $G_q$ is an induced subgraph of $H_q$. We define an isomorphism $\phi$ from $H_q$ to $ER_q$ as follows.

1. For any $b_j \in \mathbb{F}_q$, let $\phi((0, b_j)) = (1, 0, 2^{-1}b_j)$.

2. For any $b_i, b_j \in \mathbb{F}_q$ with $b_i \neq 0$, let $\phi((b_i, b_j)) = (1, b_i, 2^{-1}(b_j - b_i^2))$.

3. Let $\phi(y) = (0, 0, 1)$ and $\phi(z_i) = (0, 1, b_i)$ for $1 \leq i \leq q$.

We will show that $\phi$ is an isomorphism by considering the different types of vertices in $H_q$. Recall that the rule for adjacency in $ER_q$ is that $(x_0, x_1, x_2)$ is adjacent to $(y_0, y_1, y_2)$ if and only if $x_0 y_2 + x_2 y_0 = x_1 y_1$.

**Case 1**: Vertices of type $(0, b_j)$.

Let $b_j \in \mathbb{F}_q$. In $H_q$, the neighborhood of $(0, b_j)$ is $\{z_q\} \cup \{(x, x^2 - b_j) : x \in \mathbb{F}_q\}$. In $ER_q$, the neighborhood of $(1, 0, 2^{-1}b_j)$ is

$$\{(0, 1, 0)\} \cup \{(1, x, -2^{-1}b_j) : x \in \mathbb{F}_q\}. \quad (3.1)$$

By definition, $\phi((0, -b_j)) = (1, 0, -2^{-1}b_j)$ and for $x \neq 0$,

$$\phi((x, x^2 - b_j)) = (1, x, 2^{-1}(x^2 - b_j - x^2)) = (1, x, -2^{-1}b_j).$$

This shows that (3.1) coincides with the set

$$\{\phi(z_q)\} \cup \{\phi((x, x^2 - b_j)) : x \in \mathbb{F}_q\}.$$
Case 2: Vertices of type \((b_i, b_j)\) with \(b_i \neq 0\).

Let \(b_i, b_j \in \mathbb{F}_q\) with \(b_i \neq 0\). In \(H_q\), the neighborhood of \((b_i, b_j)\) is
\[
\{z_i\} \cup \{(x - b_i, x^2 - b_j) : x \in \mathbb{F}_q\}.
\]

In \(ER_q\), the neighborhood of \((1, b_i, 2^{-1}(b_j - b_i^2))\) is
\[
\{(0, 1, b_i)\} \cup \{(1, x, xb_i - 2^{-1}(b_j - b_i^2)) : x \in \mathbb{F}_q\}.
\] (3.2)

We have \(\phi(z_i) = (0, 1, b_i)\) and
\[
\phi((b_i - b_i, b_i^2 - b_j)) = (1, 0, -2^{-1}(b_j - b_i^2)).
\]

For \(y \neq b_i\),
\[
\phi((y - b_i, y^2 - b_j)) = (1, y - b_i, 2^{-1}(y^2 - b_j - (y - b_i)^2))
\]
\[
= (1, y - b_i, yb_i - 2^{-1}(b_j + b_i^2)).
\]

If we take \(x = y - b_i\) in (3.2), we obtain
\[
(1, y - b_i, yb_i - 2^{-1}(b_j + b_i^2))
\]
using the fact that \(2^{-1} - 1 = -2^{-1}\). We conclude that for any \(b_i, b_j \in \mathbb{F}_q\) with \(b_i \neq 0\), \((b_i, b_j)\) is adjacent to \(u\) in \(H_q\) if and only if \(\phi((b_i, b_j))\) is adjacent to \(\phi(u)\) in \(ER_q\).

Case 3: Vertices of type \(z_i\).

Let \(1 \leq i \leq q\) and consider \(z_i\). The neighborhood of \(z_i\) is \(\{y\} \cup \{(b_i, x) : x \in \mathbb{F}_q\}\).

In \(ER_q\), the neighborhood of \((0, 1, b_i)\) is
\[
\{(0, 0, 1)\} \cup \{(1, b_i, x) : x \in \mathbb{F}_q\} = \{\phi(y)\} \cup \{(1, b_i, x) : x \in \mathbb{F}_q\}.
\]

If \(i = q\), then \(\phi((0, y)) = (1, 0, 2^{-1}y)\). If \(i \neq q\), then \(\phi((b_i, y)) = (1, b_i, 2^{-1}(y - b_i^2))\).

As \(y\) ranges over \(\mathbb{F}_q\), we obtain \((1, b_i, x)\) for all \(x \in \mathbb{F}_q\).

We have not checked the neighborhood condition for \(y \in V(H_q)\) but since we have considered all other vertices, this is not necessary.
3.3 Proof of Theorems 3.1.2 and 3.1.3

Throughout this section $p$ is an odd prime and $q$ is a power of $p$. The set $\mathbb{F}_q^*$ consisting of the nonzero elements of $\mathbb{F}_q$ can be partitioned into two sets $\mathbb{F}_q^+$ and $\mathbb{F}_q^-$ where

$$a \in \mathbb{F}_q^+ \text{ if and only if } -a \in \mathbb{F}_q^-.$$ 

Observe that the vertices $(x_1, x_2)$ and $(y_1, y_2)$ are adjacent in $G_q$ if and only if $x_1 + y_1 = a$ and $x_2 + y_2 = a^2$ for some $a \in \mathbb{F}_q$. This is equivalent to $(x_1 + y_1)^2 = x_2 + y_2$. It is often this relation that we will use in our calculations.

**Lemma 3.3.1.** (i) If $\mathbb{F}_{q^2} = \{a\theta + b : a, b \in \mathbb{F}_q\}$ for some $\theta \in \mathbb{F}_q \setminus \mathbb{F}_q$, then both

$$\{(x, y\theta + z) : x, z \in \mathbb{F}_q, y \in \mathbb{F}_q^+\} \text{ and } \{(x, y\theta + z) : x, z \in \mathbb{F}_q, y \in \mathbb{F}_q^-\}$$

are independent sets in $G_q$.

(ii) If $t \geq 3$ is odd and $\mathbb{F}_{q^t} = \{a_0 + \cdots + a_{t-1} \theta^{t-1} : a_i \in \mathbb{F}_q\}$ for some $\theta \in \mathbb{F}_{q^t}$, then both

$$\{(x_0 + \cdots + x_{(t-3)/2} \theta^{(t-3)/2}, y_0 + \cdots + y_{t-1}) : x_i, y_j \in \mathbb{F}_q, y_{t-1} \in \mathbb{F}_q^+\}$$

and

$$\{(x_0 + \cdots + x_{(t-3)/2} \theta^{(t-3)/2}, y_0 + \cdots + y_{t-1}) : x_i, y_j \in \mathbb{F}_q, y_{t-1} \in \mathbb{F}_q^-\}$$

are independent sets in $G_q$.

**Proof.** We prove the first case of (i) as the proofs of the remaining statements are very similar. Suppose $(x_1, y_1\theta + z_1)$ and $(x_2, y_2\theta + z_2)$ are vertices in $G_q$ with $x_1, x_2, z_1, z_2 \in \mathbb{F}_q$ and $y_1, y_2 \in \mathbb{F}_q^+$. Then $(x_1 + x_2)^2 \in \mathbb{F}_q$ but $(y_1 + y_2)\theta + (z_1 + z_2) \notin \mathbb{F}_q$ since $y_1 + y_2 \neq 0$. Therefore, the vertices $(x_1, y_1\theta + z_1)$ and $(x_2, y_2\theta + z_2)$ are not adjacent. \qed

**Lemma 3.3.2.** For any $k \in \mathbb{F}_q^*$, the maps $\psi_k, \phi_k : V(G_q) \to V(G_q)$ given by

$$\psi_k((x, y)) = (x + k, y + 4kx + 2k^2) \text{ and } \phi_k((x, y)) = (kx, k^2y)$$

are automorphisms of $G_q$. 

Proof. Let $k \in \mathbb{F}_q^*$. Suppose $(x_1, x_2)$ is adjacent to $(y_1, y_2)$ so that $(x_1 + y_1)^2 = x_2 + y_2$. In this case,

$$(x_1 + k + y_1 + k)^2 = (x_1 + y_1)^2 + 4kx_1 + 4ky_1 + 4k^2$$

$$= (x_2 + 4kx_1 + 2k^2) + (y_2 + 4ky_1 + 2k^2).$$

This shows that $(x_1 + k, x_2 + 4kx_1 + 2k^2)$ is adjacent to $(y_1 + k, y_2 + 4ky_1 + 2k^2)$. Conversely, if $(x_1 + k, x_2 + 4kx_1 + 2k^2)$ is adjacent to $(y_1 + k, y_2 + 4ky_1 + 2k^2)$, then it must be the case that $(x_1 + y_1)^2 = x_2 + y_2$ and so $(x_1, y_1)$ is adjacent to $(x_2, y_2)$.

To show that $\phi_k$ is an isomorphism it is enough to observe that $(x_1 + y_1)^2 = x_2 + y_2$ is equivalent to $(kx_1 + ky_1)^2 = k^2x_2 + k^2y_2$. \qed

### 3.3.1 $q$ a square

In this subsection we prove the following.

**Theorem 3.3.3.** Let $q$ be a power of an odd prime. The chromatic number of $G_{q^2}$ satisfies

$$\chi(G_{q^2}) \leq 2q + O(q/ \log q).$$

**Proof.** Let $\theta$ be a root of an irreducible quadratic polynomial in $\mathbb{F}_q[x]$ so that $\mathbb{F}_{q^2} = \{a\theta + b : a, b, \in \mathbb{F}_q\}$. Assume that $\theta^2 = \mu_1\theta + \mu_0$ where $\mu_0, \mu_1 \in \mathbb{F}_q$. Let $I^+ = \{(x, y\theta + z) : x, z \in \mathbb{F}_q, y \in \mathbb{F}_q^+\}$, $I^- = \{(x, y\theta + z) : x, z \in \mathbb{F}_q, y \in \mathbb{F}_q^-\}$, and $J = I^+ \cup I^-$. By Lemma 3.3.1, $J$ is the union of two independent sets and so $\chi(G_{q^2}[J]) \leq 2$. Let

$$S = \bigcup_{k \in \mathbb{F}_q} \psi_{k\theta}(J).$$

By Lemma 3.3.2, each $\psi_{k\theta}$ is an isomorphism and so $\chi(G_{q^2}[S]) \leq 2q$. Let $X = V(G_{q^2}) \setminus S$. Since $\mathbb{F}_q^+ \cup \mathbb{F}_q^- = \mathbb{F}_q^*$, we can write

$$S = \{(x + k\theta, y\theta + z + 4k\theta x + 2k^2\theta^2) : x, k, y, z \in \mathbb{F}_q, y \neq 0\}.$$

Given a vertex $(s, t) \in V(G_{q^2})$, say with $s = s_0 + s_1\theta$ and $t = t_0 + t_1\theta$, we can take $x = s_0$ and $k = s_1$ to obtain

$$\{(s_0 + s_1\theta, y\theta + z + 4s_1s_0\theta + 2s_1^2(\mu_1\theta + \mu_0)) : y, z \in \mathbb{F}_q, y \neq 0\} \subset S.$$
The second coordinate in the above subset of \( S \) simplifies to
\[
(z + 2s^2\mu_0) + (y + 4s_1s_0 + 2s_1^2\mu_1)\theta.
\]
We can choose \( z = t_0 - 2s_1^2\mu_0 \) and as long as \( t_1 \neq 4s_1s_0 + 2s_1^2\mu_1 \), we can take \( y = t_1 - 4s_1s_0 - 2s_1^2\mu_1 \). Otherwise, \( t_1 = 4s_1s_0 + 2s_1^2\mu_1 \) and so
\[
X = \{(s_0 + s_1\theta, t_0 + (4s_1s_0 + 2s_1^2\mu_1)\theta) : s_0, s_1, t_0 \in \mathbb{F}_q\}.
\]
Partition \( X \) into \( q \) sets \( X_s \) where \( s \in \mathbb{F}_q \) and
\[
X_s = \{(s\theta + s_2, (2s^2\mu_1 + 4ss_2)\theta + t_2 : s_2, t_2 \in \mathbb{F}_q\}.
\]

**Claim 1:** For any \( s \in \mathbb{F}_q \), \( \Delta(G_{q^r}[X_s]) \leq q \).

Let \( s \in \mathbb{F}_q \). A pair of vertices
\[
(s\theta + s_2, (2s^2\mu_1 + 4ss_2)\theta + t_2) \text{ and } (s\theta + u_2, (2s^2\mu_1 + 4su_2)\theta + v_2),
\]
both in \( X_s \), are adjacent if and only if \( 4s^2\mu_2 + (s_2 + u_2)^2 = t_2 + v_2 \). If \( s_2 \) and \( t_2 \) are fixed, then there are \( q \) choices for \( u_2 \) and once \( u_2 \) is fixed, \( v_2 \) is determined. Therefore, the maximum degree of \( G_{q^r}[X_s] \) is \( q \).

**Claim 2:** \( \Delta(G_{q^r}[X]) \leq 2q - 1 \).

By Claim 1, a vertex in \( X_s \) has at most \( q \) other neighbors in \( X_s \). Let \( s, t \in \mathbb{F}_q \) where \( s \neq t \). The vertex \( (s\theta + s_2, (2s^2\mu_1 + 4ss_2)\theta + t_2) \in X_s \) is adjacent to the vertex \( (t\theta + u_2, (2t^2\mu_1 + 4tu_2)\theta + v_2) \in X_t \) if and only if
\[
\mu_1(s^2 + 2st + t^2) + 2(s + t)s_2 + 2(s + t)u_2 = \mu_1(2s^2 + 2t^2) + 4ss_2 + 4tu_2 \quad (3.3)
\]
and
\[
(s + t)^2\mu_0 + (s_2 + u_2)^2 = t_2 + v_2. \quad (3.4)
\]
Equation (3.3) can be rewritten as
\[
\mu_1(s - t)^2 = 2(t - s)s_2 + 2(s - t)u_2. \quad (3.5)
\]
Thus if \( s_2 \) and \( t_2 \) are fixed, then (3.5) and (3.4) determine \( u_2 \) and \( v_2 \) since \( 2(s - t) \neq 0 \). This shows that a vertex in \( X_s \) has exactly one neighbor in \( X_t \) whenever \( s \neq t \). Namely, given the vertex \( (s\theta + s_2, (2s^2\mu_1 + 4ss_2)\theta + t_2) \in X_s \), its unique neighbor in \( X_t \) where \( t \neq s \) is \( (t\theta + u_2, (2t^2\mu_1 + 4tu_2)\theta + v_2) \) where
We conclude that a vertex $x \in X$ has at most $q$ neighbors in $X_s$ when $x \in X_s$, and one neighbor in each $X_t$ for $t \neq s$. Since $X = \bigcup_{s \in \mathbb{F}_q} X_s$, we have proved Claim 2.

Alon, Krivelevich, and Sudakov [5] proved that any graph with maximum degree $d$ with the property that the neighborhood of every vertex contains at most $d^2/f$ edges has chromatic number at most $c(d/\log f)$ where $c$ is an absolute constant. A $C_4$-free graph with maximum degree $d$ has the property that the neighborhood of every vertex contains at most $d/2$ edges. Applying the result of [5] to $G_{q^2}[X]$, we obtain $\chi(G_{q^2}[X]) = O(q/\log q)$. Combining this coloring with our coloring of $S$, we obtain a proper coloring of $G_{q^2}$ with $2q + O(q/\log q)$ colors. \(\square\)

To obtain a coloring of $ER_{q^2} \cong H_{q^2}$, we only need one additional color for the vertices $z_1, \ldots, z_{q^2}, y$. The vertices $z_1, \ldots, z_{q^2}$ form an independent set in $H_{q^2}$ and so we use one new color on these vertices. The vertex $y$ has no neighbors in $G_{q^2}$ and so we may use any one of the $2q + O(q/\log q)$ colors used to $G_{q^2}$ to color $y$. This proves Theorem 3.1.2.

### 3.3.2 $q$ not a square

In this subsection we prove the following result.

**Theorem 3.3.4.** Let $q$ be a power of an odd prime. If $r \geq 1$ and for some $\mu \in \mathbb{F}_q^*$, the polynomial $x^{2r+1} - \mu \in \mathbb{F}_q[x]$ is irreducible, then

$$\chi(G_{q^r}) \leq \frac{2r + 5}{3} q^{4r+1} + (2r + 1) q^{r+1}.$$ 

**Proof.** Suppose there is a $\mu \in \mathbb{F}_q^*$ such that the polynomial $x^t - \mu \in \mathbb{F}_q[x]$ is irreducible. Let $\theta$ be a root of $x^t - \mu$ in an extension field of $\mathbb{F}_q$. We may view $\theta$ as an element of $\mathbb{F}_{q^r}$ and $\{1, \theta, \ldots, \theta^{2r}\}$ is a basis for $\mathbb{F}_{q^r}$ over $\mathbb{F}_q$. For $2r+1 \leq l \leq 6r+3$,

$$\theta^l = \begin{cases} 
\mu \theta^{l-2r-1} & \text{if } 2r + 1 \leq l < 4r + 2, \\
\mu^2 \theta^{l-4r-2} & \text{if } 4r + 2 \leq l < 6r + 3.
\end{cases}$$

This identity will be used frequently throughout this subsection. Define

$$I^+ = \{(x_0 + x_1 \theta + \cdots + x_{r-1} \theta^{r-1}, y_0 + \cdots + y_{2r} \theta^{2r}) : x_i, y_j \in \mathbb{F}_q, y_{2r} \in \mathbb{F}_q^+\}$$
and

\[ I^+ = \{(x_0 + x_1\theta + \cdots + x_{r-1}\theta^{r-1}, y_0 + \cdots + y_{2r}\theta^{2r}) : x_i, y_j \in \mathbb{F}_q, y_{2r} \in \mathbb{F}_q^* \}. \]

By Lemma 3.3.1, both \( I^+ \) and \( I^- \) are independent sets. Let \( J = I^+ \cup I^- \). Since \( J \) is the union of two independent sets, \( \chi(G_{q'}[J]) \leq 2 \). For \( k \in \mathbb{F}_{q'} \), the map \( \psi_k((x, y)) = (x + k, y + 4kx + 2k^2) \) is an isomorphism of \( G_{q'} \) by Lemma 3.3.2. Let

\[ S = \bigcup_{(x_r, \ldots, x_{2r}) \in \mathbb{F}_q^{r+1}} \psi_{x_r, \theta^r + \cdots + x_{2r}, \theta^{2r}}(J). \]

We properly color the vertices of \( S \) with at most \( 2q^{r+1} \) colors. Let \( X = \mathbb{F}_{q'}^2 \setminus S \).

It remains to color the vertices in \( X \). To do this, we will proceed as follows. By Lemma 3.3.2, for any \( k \in \mathbb{F}_{q'}^* \), the map \( \phi_k((x, y)) = (kx, k^2y) \) is an isomorphism of \( G_{q'} \). Let \( 1 \leq l \leq 2r \) and consider \( \phi_{q'}(X) \). Let \( Y_l = S \cap \phi_{q'}(X) \). The graph \( G_{q'}[Y_l] \) is isomorphic to a subgraph of \( G_{q'}[S] \). We have shown that \( \chi(G_{q'}[S]) \leq 2q^{r+1} \) and so \( \chi(G_{q'}[Y_l]) \leq 2q^{r+1} \) for any \( 1 \leq l \leq 2r \). Therefore, we can properly color the vertices in

\[ \phi_{q'}^{-1}(Y_l) = \phi_{q'}^{-1}(S) \cap X \]

with at most \( 2q^{r+1} \) colors. This gives a proper coloring that uses at most \((2r + 1)2q^{r+1}\) colors. The only vertices that have not been colored are those that are in the set

\[ Z := X \cap \phi_{q'}(X) \cap \phi_{q^2}(X) \cap \cdots \cap \phi_{q^{2r}}(X). \]

We are now going to show that if \((s_0 + \cdots + s_{2r}\theta^{2r}, t_0 + \cdots + t_{2r}\theta^{2r}) \in Z\), then each \( t_i \) is determined by \( s_0, \ldots, s_{2r} \). This will allow us to prove an upper bound on the maximum degree of \( G_{q'}[Z] \) and we can then color \( G_{q'}[Z] \) by applying Brooks’ Theorem.

We will use the following notation for the rest of this subsection. If \( s \in \mathbb{F}_{q'} \), then \( s_0, \ldots, s_{2r} \) will be the coefficients of \( s \) in the unique representation \( s = s_0 + s_1\theta + \cdots + s_{2r}\theta^{2r} \) where \( s_i \in \mathbb{F}_q \). Given a \( 2r + 1 \)-tuple \((z_0, z_1, \ldots, z_{2r}) \in \mathbb{F}_{q'}^{2r+1} \), define

\[ \alpha(z_0, z_1, \ldots, z_{2r}) = 2z_2^2 + 4 \sum_{j=0}^{r-1} z_j z_{2r-j}. \]
Claim 1: If \((s_0 + \cdots + s_{2r}, \theta^{2r}, t_0 + \cdots + t_{2r}) \in X\), then

\[
t_{2r} = \alpha(s_0, s_1, \ldots, s_{2r}).
\]

Proof of Claim 1. A vertex in \(S\) is of the form

\[
(x_0 + \cdots + x_{r-1} \theta^{r-1} + x_r \theta^r + \cdots + x_{2r} \theta^{2r}, y_0 + \cdots + y_{2r} \theta^{2r} + 4(x_r \theta^r + \cdots + x_{2r} \theta^{2r})^2)
\]

for some \(x_i, y_j \in \mathbb{F}_q\), and \(y_{2r} \in \mathbb{F}_q^+ \cup \mathbb{F}_q^- = \mathbb{F}_q^*\). The coefficient of \(\theta^{2r}\) in the second coordinate is

\[
y_{2r} + 2x_r^2 + 4 \sum_{j=0}^{r-1} x_j x_{2r-j}.
\]

Thus, given any vertex \((s, t) \in \mathbb{F}_q^2\), we have that \((s, t) \in S\) unless

\[
t_{2r} = 2s_r^2 + \sum_{j=0}^{r-1} s_j s_{2r-j}.
\]

Claim 2: If \(1 \leq l \leq 2r\) and \((s, t) \in X \cap \phi_{\theta^l}(X)\), then

\[
t_{2l-1} = \mu \alpha(s_l, s_{l+1}, \ldots, s_{2r}, \mu^{-1}s_0, \ldots, \mu^{-1}s_{l-1}) \quad \text{if} \quad 1 \leq l \leq r,
\]

and

\[
t_{2l-2r-2} = \mu^2 \alpha(s_l, s_{l+1}, \ldots, s_{2r}, \mu^{-1}s_0, \ldots, \mu^{-1}s_{l-1}) \quad \text{if} \quad r + 1 \leq l \leq 2r.
\]

Proof of Claim 2. Suppose \((s, t) \in X \cap \phi_{\theta^l}(X)\). There is an \((x, y) \in X\) such that \((s, t) = \phi_{\theta^l}((x, y))\). From the equation \((s, t) = (\theta^l x, \theta^{2l} y)\) we obtain by equating coefficients of \(\theta^0, \theta^1, \ldots, \theta^{2r}\) in the first component,

\[
x_i = s_{i+l} \quad \text{for} \quad 0 \leq i \leq 2r - l \quad \text{and} \quad \mu x_i = s_{i-2r+l-1} \quad \text{for} \quad 2r - l + 1 \leq i \leq 2r. \tag{3.6}
\]

If \(1 \leq l \leq r\), then we obtain \(t_{2l-1} = \mu y_{2r}\) by considering the coefficient of \(\theta^{2l-1}\) in the second component. Similarly, if \(r + 1 \leq l \leq 2r\), we obtain \(t_{2l-2r-2} = \mu^2 y_{2r}\) by
considering the coefficient of $\theta^{2l-2r-2}$ in the second component. Since $(x, y) \in X$, we have by Claim 1 that

$$y_{2r} = \alpha(x_0, x_1, \ldots, x_{2r}). \quad (3.7)$$

Using (3.6), we can solve for the $x_i$’s in terms of the $s_j$’s and then substitute into (3.7) to complete the proof of Claim 2.

For $0 \leq k \leq 2r$, let

$$U_k = \{\{i, j\} \subset \{0, 1, \ldots, 2r\} : i + j \equiv k(\text{mod } 2r + 1)\}.$$ 

Given $\{i, j\} \subset \{0, 1, \ldots, 2r\}$, let

$$\mu_{\{i, j\}} = \begin{cases} 1 & \text{if } 1 \leq i + j \leq 2r, \\ \mu & \text{if } 2r + 1 \leq i + j \leq 4r - 1. \end{cases}$$

Claim 3: Suppose $(s, t) \in \mathbb{Z}$. If $1 \leq l \leq r$, then

$$t_{2l-1} = 2\mu s_{l+r}^2 + 4 \sum_{\{i, j\} \in U_{2l-1}} \mu_{\{i, j\}} s_i s_j.$$ 

If $0 \leq l \leq r - 1$, then

$$t_{2l} = 2s_l^2 + 4 \sum_{\{i, j\} \in U_{2l}} \mu_{\{i, j\}} s_i s_j.$$ 

Proof of Claim 3. First suppose $1 \leq l \leq r$. By Claim 2,

$$t_{2l-1} = \mu \alpha(s_l, s_{l+1}, \ldots, s_{2r}, \mu^{-1}s_0, \ldots, \mu^{-1}s_{l-1}).$$

Using the definition of $\alpha$, we get that

$$t_{2l-1} = \mu(2s_{l+r}^2 + 4(s_l\mu^{-1}s_{l-1} + s_{l+1}\mu^{-1}s_{l-2} + \cdots + s_{2l-1}\mu^{-1}s_0 \\
+ s_{2l}s_{2r} + \cdots + s_{l+r-1}s_{l+r+1}))$$

$$= 2\mu s_{l+r}^2 + 4 \sum_{\{i, j\} \in U_{2l-1}} \mu_{\{i, j\}} s_i s_j.$$ 

Assume now that $0 \leq l \leq r - 1$. By Claim 2,

$$t_{2l} = \mu^2 \alpha(s_{l+r+1}, s_{l+r+2}, \ldots, s_{2r}, \mu^{-1}s_0, \ldots, \mu^{-1}s_{l+r}).$$

We can now proceed as before using the definition of $\alpha$. \qed
Claim 4: Let \( s, x \in \mathbb{F}_{q^t} \). If \( 0 \leq l \leq 2r \), then the coefficient of \( \theta^l \) in \((s + x)^2\) is

\[
(s_{l/2} + x_{l/2})^2 + 2 \sum_{\{i,j\} \in U_l} \mu_{\{i,j\}}(s_i + x_i)(s_j + x_j) \text{ if } l \text{ is even,}
\]

and

\[
\mu(s_{r+l/2+1/2} + x_{r+l/2+1/2})^2 + 2 \sum_{\{i,j\} \in U_l} \mu_{\{i,j\}}(s_i + x_i)(s_j + x_j) \text{ if } l \text{ is odd.}
\]

Proof of Claim 4. Consider

\[
(s + x)^2 = \sum_{i=0}^{2r} (s_i + x_i)^2 \theta^{2i} + 2 \sum_{0 \leq i < j \leq 2r} (s_i + x_i)(s_j + x_j) \theta^{i+j}.
\]

The claim follows from the definitions of \( \mu_{\{i,j\}}, U_l \), and the identity \( \theta^{2r+k} = \mu \theta^{k-1} \) for \( 1 \leq k \leq 2r \).

Claim 5: If \((s,t),(x,y) \in \mathbb{Z}\) and \((s + x)^2 = t + y\), then

\[
\mu(s_{l+r} - x_{l+r})^2 + 2 \sum_{\{i,j\} \in U_{2l-1}} \mu_{\{i,j\}}(s_i - x_i)(s_j - x_j) = 0 \text{ for } 1 \leq l \leq r,
\]

and

\[
(s_l - x_l)^2 + 2 \sum_{\{i,j\} \in U_{2l}} \mu_{\{i,j\}}(s_i - x_i)(s_j - x_j) = 0 \text{ for } 0 \leq l \leq r.
\]

Proof of Claim 5. By Claim 4, equating coefficients of \(1, \theta, \ldots, \theta^{2r}\) in the equation \((s + x)^2 = t + y\) gives

\[
t_{2l-1} + y_{2l-1} = \mu(s_{l+r} + x_{l+r})^2 + 2 \sum_{\{i,j\} \in U_{2l-1}} \mu_{\{i,j\}}(s_i + x_i)(s_j + x_j) \text{ if } 1 \leq l \leq r,
\]

and

\[
t_{2l} + y_{2l} = (s_l + x_l)^2 + 2 \sum_{\{i,j\} \in U_{2l}} \mu_{\{i,j\}}(s_i + x_i)(s_j + x_j) \text{ if } 0 \leq l \leq r.
\]

Now we apply Claim 3 to \( t_{2l-1} \) and \( y_{2l-1} \). This gives

\[
2\mu(s_{l+r}^2 + x_{l+r}^2) + 4 \sum_{\{i,j\} \in U_{2l-1}} \mu_{\{i,j\}}(s_is_j + x_ix_j) =
\]

\[
\mu(s_{l+r} + x_{l+r})^2 + 2 \sum_{\{i,j\} \in U_{2l-1}} \mu_{\{i,j\}}(s_i + x_i)(s_j + x_j)
\]
for $1 \leq l \leq r$. This can be rewritten as

$$\mu(s_{l+r} - x_{l+r})^2 + 2 \sum_{\{i,j\} \in U_{2l-1}} \mu_{\{i,j\}}(s_i - x_i)(s_j - x_j) = 0.$$ 

A similar application of Claim 3 (and Claim 1 in the case of $t_{2r}$ and $y_{2r}$) gives

$$(s_l - x_l)^2 + 2 \sum_{\{i,j\} \in U_{2l}} \mu_{\{i,j\}}(s_i - x_i)(s_j - x_j) = 0$$

for $0 \leq l \leq r$. □

We are now ready to find an upper bound on the maximum degree of the subgraph of $G_q$ induced by $Z$. Fix a vertex $(s, t) \in Z$. Suppose $(x, y)$ is a neighbor of $(s, t)$ with $(x, y) \in Z$. By Claim 5, $(x_0, \ldots, x_{2r}) \in \mathbb{F}_q^{2r+1}$ is a solution to the system

$$\mu(s_{l+r} - x_{l+r})^2 + 2 \sum_{\{i,j\} \in U_{2l-1}} \mu_{\{i,j\}}(s_i - x_i)(s_j - x_j) = 0 \text{ for } 1 \leq l \leq r,$$

and

$$(s_l - x_l)^2 + 2 \sum_{\{i,j\} \in U_{2l}} \mu_{\{i,j\}}(s_i - x_i)(s_j - x_j) = 0 \text{ for } 0 \leq l \leq r.$$ 

If we set $z_i = s_i - x_i$ for $0 \leq i \leq 2r$, then we see that we have a solution to the following system of $2r+1$ homogeneous quadratic equations in the $2r+1$ unknowns $z_0, \ldots, z_{2r+1}$:

$$\mu z_{l+r}^2 + 2 \sum_{\{i,j\} \in U_{2l-1}} \mu_{\{i,j\}} z_i z_j = 0 \text{ for } 1 \leq l \leq r,$$

and

$$z_l^2 + 2 \sum_{\{i,j\} \in U_{2l}} \mu_{\{i,j\}} z_i z_j = 0 \text{ for } 0 \leq l \leq r.$$ 

**Lemma 3.3.5.** The number of solutions $(z_0, \ldots, z_{2r}) \in \mathbb{F}_q^{2r+1}$ to the above system of $2r+1$ homogeneous quadratic equations is at most

$$\frac{2r + 5}{3} q^{4r+1}.$$ 

**Proof.** Let $m$ be the largest integer such that $m \leq \frac{2(r+1)}{3}$. If there is set $T$ of size $m$ such that each $z_i$ in the set $\{z_i : i \in T\}$ either is zero or is determined uniquely
by the $z_j$’s in the set $\{z_j: j \in \{0, 1, \ldots, 2r\} \setminus T\}$, then there are at most $q^{2r+1-m}$ solutions. We will show there are at most $(m+1)$ choices for the index set $T$ which implies that we have at most $(m+1)q^{2r+1-m}$ solutions in total.

Let $A$ be the $2(r - m + 1) \times m$ matrix with entries in $\mathbb{F}_q$, where for $1 \leq i \leq 2(r - m + 1)$ and $1 \leq j \leq m$, the $(i, j)$ entry of $A$ is the coefficient of $z_{j-1}$ in the equation

$$
\mu z_{m+i+(i-1)/2}^2 + 2 \sum_{\{k,l\} \in U_{2(m+(i-1)/2)-1}^2} \mu_{k,l} z_k z_l = 0
$$

if $i$ is odd, and the coefficient of $z_{j-1}$ in the equation

$$
z_{m+(i-2)/2}^2 + 2 \sum_{\{k,l\} \in U_{2(m+(i-2)/2)}^2} \mu_{k,l} z_k z_l = 0
$$

if $i$ is even. If $A$ is the matrix formed in this way, then one check that

$$
A = \begin{pmatrix}
z_{2m-1} & z_{2m-2} & z_{2m-3} & \cdots & z_m \\
z_{2m} & z_{2m-1} & z_{2m-2} & \cdots & z_{m+1} \\
z_{2m+1} & z_{2m} & z_{2m-1} & \cdots & z_{m+2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
z_{2r} & z_{2r-1} & z_{2r-2} & \cdots & z_{2r-m+1}
\end{pmatrix}
$$

As $m \leq \frac{2(r+1)}{3}$, we have $2(r - m + 1) \geq m$. Let $x = (z_0, z_1, \ldots, z_{m-1})^T$ and

$$
b_i = \begin{cases}
-2^{-1} \mu z_{m+i+(i-1)/2} - \sum_{\{k,l\} \in U_{2(m+(i-1)/2)-1}^2} \mu_{k,l} z_k z_l & \text{if } i \text{ is odd} \\
-2^{-1} z_{m+(i-2)/2} - \sum_{\{k,l\} \in U_{2(m+(i-2)/2)}^2} \mu_{k,l} z_k z_l & \text{if } i \text{ is even}
\end{cases}
$$

for $1 \leq i \leq 2(r - m + 1)$. Let $b = (b_1, b_2, \ldots, b_{2(r-m+1)})^T$.

We next show an upper bound $m+1$ for the possible choices for the index set $T$. Let $r_i$ be the $i$-th row of $A$ so that

$$
r_i = (z_{2m+1+(i-1)}, z_{2m+2+(i-1)}, z_{2m+3+(i-1)}, \ldots, z_{m+(i-1)}).
$$

If $r_1 = 0$, then we take $T = \{m, m+1, \ldots, 2m-1\}$. We assume $r_1 \neq 0$ for the rest of the proof of the lemma.

Claim: If $i \geq 1$ and $r_{i+1} \in \text{Span}_{\mathbb{F}_q} \{r_1, \ldots, r_i\}$, then

$$
z_{m+i+j} \in \text{Span}_{\mathbb{F}_q} \{z_m, z_{m+1}, \ldots, z_{m+i-1}\} \text{ for } j = 0, 1, \ldots, m-1.
$$
Proof of Claim. We prove the claim by induction on \( j \). Suppose

\[
    r_{i+1} = \alpha_1 r_1 + \cdots + \alpha_i r_i
\]

for some \( \alpha_j \in \mathbb{F}_q \). By considering the last coordinate, we get that

\[
    z_{m+i} = \sum_{j=1}^{i} \alpha_j z_{m+(j-1)} \in \text{Span}_{\mathbb{F}_q} \{z_m, \ldots, z_{m+i-1}\}
\]

establishing the base case \( j = 0 \). If \( z_{m+i+j_0} \in \text{Span}_{\mathbb{F}_q} \{z_m, \ldots, z_{m+i-1}\} \) for \( 0 \leq j_0 \leq m - 2 \), then by (3.8),

\[
    z_{m+i+j_0+1} = \sum_{j=1}^{i} \alpha_j z_{m+j_0+1+(j-1)} = \alpha_i z_{m+i+j_0} + \sum_{j=1}^{i-1} \alpha_j z_{m+j+j_0}.
\]

By the inductive hypothesis, this is in \( \text{Span}_{\mathbb{F}_q} \{z_m, \ldots, z_{m+i-1}\} \).

By the Claim, if there is an \( i \in \{1, 2, \ldots, m - 1\} \) such that

\[
    r_{i+1} \in \text{Span}_{\mathbb{F}_q} \{r_1, \ldots, r_i\},
\]

then there exist \( m \) \( z \)'s that are uniquely determined by the other \( z \)'s and we can take \( T = \{z_{m+i}, z_{m+i+1}, \ldots, z_{2m+i-1}\} \). Otherwise, \( r_1, \ldots, r_m \) are linearly independent which implies that the rank of \( A \) is at least \( m \). It is at this step where we need \( m \leq \frac{2(r+1)}{3} \) as we require the number of rows of \( A \), which is \( 2(r - m + 1) \), to be at least \( m \). Since the rank of \( A \) is at least \( m \), there is at most one solution \( x \) to \( Ax = b \). In this case we take \( T = \{0, 1, \ldots, m - 1\} \) and each of \( \{z_0, z_1, \ldots, z_{m-1}\} \) is determined by \( \{z_m, z_{m+1}, \ldots, z_{2r}\} \).

Altogether, we have at most

\[
    (m + 1)q^{\frac{4r}{3} - 1} \leq \frac{2r + 5}{3}q^{\frac{4r}{3} + 1}
\]

solutions which proves the lemma.

By Lemma 3.3.5, the maximum degree of \( G_q[Z] \) is at most \( \frac{2r+5}{3}q^{\frac{4r}{3}+1} \). Therefore,

\[
    \chi(G_q) \leq \frac{2r + 5}{3}q^{\frac{4r}{3}+1} + (2r + 1)q^{r+1}
\]
We obtain a coloring of $ER_{q^t}$ from a coloring of $G_{q^t}$ as before. We use one new color on the vertices $z_1, \ldots, z_t$, and then give $y$ any color that is used on $G_{q^t}$. This gives a coloring of $ER_{q^t}$ that uses at most $\frac{2r+5}{3}q^{r+1} + (2r+1)q^{r+1} + 1$ colors which proves Theorem 3.1.3.

### 3.4 Proof of Theorem 3.1.8

The following lemma is easily proved using the definition of adjacency in $G_q$.

**Lemma 3.4.1.** Suppose $\alpha_i, \alpha_j, \alpha_k$ are distinct elements of $\mathbb{F}_q$ such that

\[
\alpha_i + \alpha_j = a^2, \alpha_j + \alpha_k = b^2, \text{ and } \alpha_k + \alpha_i = c^2
\]

for some $a, b, c \in \mathbb{F}_q$. If $x + y = a$, $y + z = b$, and $z + x = c$, then

\[
\{(x, \alpha_i), (y, \alpha_j), (z, \alpha_k)\}
\]

induces a triangle in $G_q$.

Given an odd prime power $q$, let $\chi : \mathbb{F}_q \to \{0, \pm1\}$ be the quadratic character on $\mathbb{F}_q$. That is, $\chi(0) = 0$, $\chi(a) = 1$ if $a$ is a nonzero square in $\mathbb{F}_q$, and $\chi(a) = -1$ otherwise. For the next lemma, we require some results on finite fields (see Chapter 5 of [61]).

**Proposition 3.4.2.** Let $q$ be an odd prime and $f(x) = a_2x^2 + a_1x + a_0 \in \mathbb{F}_q[x]$ where $a_2 \neq 0$. If $a_1^2 - 4a_0a_2 \neq 0$, then

\[
\sum_{c \in \mathbb{F}_q} \chi(f(c)) = -\chi(a_2).
\]

**Proposition 3.4.3** (Weil). If $f(x) \in \mathbb{F}_q[x]$ is a degree $d \geq 1$ polynomial that is not the square of another polynomial, then

\[
\left| \sum_{x \in \mathbb{F}_q} \chi(f(x)) \right| \leq (d - 1)\sqrt{q}.
\]
Lemma 3.4.4. If \( q > 487 \) is a power of an odd prime, then there are elements \( \alpha_1, \ldots, \alpha_5 \in \mathbb{F}_q^* \) such that \( \alpha_1, \ldots, \alpha_5 \) are all distinct, and
\[
\chi(\alpha_i + \alpha_j) = 1
\]
for \( 1 \leq i < j \leq 5 \).

Proof. Choose \( \alpha_1 \in \mathbb{F}_q^* \) arbitrarily. There are \( \frac{q-1}{2} \) nonzero squares in \( \mathbb{F}_q^* \) so we can easily find an \( \alpha_2 \in \mathbb{F}_q \setminus \{0, \alpha_1\} \) such that \( \chi(\alpha_1 + \alpha_2) = 1 \). Observe that this implies \( \alpha_2 \neq -\alpha_1 \) otherwise \( \chi(\alpha_1 + \alpha_2) = 0 \). Assume that we have chosen \( \alpha_1, \ldots, \alpha_k \in \mathbb{F}_q^* \) so that \( \alpha_1, \ldots, \alpha_k \) are all distinct and
\[
\chi(\alpha_i + \alpha_j) = 1
\]
for \( 1 \leq i < j \leq k \). Let
\[
f(x) = \prod_{i=1}^{k} (1 + \chi(\alpha_i + x))
\]
and \( X = \{ \beta \in \mathbb{F}_q : f(\beta) = 2^k \} \). If \( \beta \in \mathbb{F}_q \) and \( f(\beta) > 0 \), then \( \chi(\alpha_i + \beta) \in \{0, 1\} \) for \( 1 \leq i \leq k \). We have \( \chi(\alpha_i + \beta) = 0 \) if and only if \( \beta = -\alpha_i \). Therefore, there are at most \( k \) distinct \( \beta \)’s in \( \mathbb{F}_q \) such that \( 0 < f(\beta) < 2^k \) which implies
\[
2^k|X| + k2^{k-1} \geq \sum_{x \in \mathbb{F}_q} f(x) = q + \sum_{\emptyset \neq S \subseteq [k]} \sum_{x \in \mathbb{F}_q} \chi \left( \prod_{\alpha \in S} (x + \alpha) \right).
\]
For any \( i \in [k] \), \( \sum_{x \in \mathbb{F}_q} \chi(\alpha_i + x) = 0 \). For any \( 1 \leq i < j \leq k \),
\[
\sum_{x \in \mathbb{F}_q} \chi(x^2 + (\alpha_i + \alpha_j)x + \alpha_i \alpha_j) = -1
\]
by Proposition 3.4.2. When \( k = 2 \), if \( \frac{q-3-3\cdot2^2}{2^3} \geq 3 + 1 \), then \( |X| \geq 4 \) and we can choose an \( \alpha_3 \in \mathbb{F}_q \setminus \{0, \alpha_1, \alpha_2\} \) that has the desired properties. When \( k \in \{3, 4\} \), we use Weyl’s inequality to obtain a lower bound on \( |X| \). Observe that since \( \alpha_1, \ldots, \alpha_k \) are distinct, no product \( (x+\alpha_{i_1}) \cdots (x+\alpha_{i_t}) \) for \( 1 \leq i_1 < \cdots < i_t \leq k \) is the square of a polynomial in \( \mathbb{F}_q[x] \). By Weyl’s inequality, for any \( 1 \leq i_1 < \cdots < i_t \leq k \),
\[
\left| \sum_{x \in \mathbb{F}_q} \chi((x+\alpha_{i_1}) \cdots (x+\alpha_{i_t})) \right| \leq t\sqrt{q}.
\]
The hypothesis on \( q \) implies that \( q \) is large enough so that \( |X| \geq 5 \) when \( k = 3 \), and \( |X| \geq 6 \) when \( k = 4 \). Therefore, we can inductively choose \( \alpha_4 \) and \( \alpha_5 \) so that \( \alpha_1, \ldots, \alpha_5 \) satisfy all of the required properties.

Choose elements \( \alpha_1, \ldots, \alpha_5 \in \mathbb{F}_q^* \) satisfying the properties of Lemma 3.4.4. Let

\[
\alpha_i + \alpha_j = a_{i,j}^2
\]

for \( 1 \leq i < j \leq 5 \). Since \( \alpha_i \neq -\alpha_j \), no \( a_{i,j} \)'s is zero. For \( 1 \leq i < j < k \leq 5 \), let \( x_{i,j,k}, y_{i,j,k}, \) and \( z_{i,j,k} \) be any elements of \( \mathbb{F}_q \) that satisfy

\[
x_{i,j,k} + y_{i,j,k} = a_{i,j}, \quad y_{i,j,k} + z_{i,j,k} = a_{j,k}, \quad \text{and} \quad z_{i,j,k} + x_{i,j,k} = a_{i,k}.
\]

Then the vertices \( (x_{i,j,k}, \alpha_i) \), \( (y_{i,j,k}, \alpha_j) \), and \( (z_{i,j,k}, \alpha_k) \) form a triangle in \( G_q \) and this holds for any \( 1 \leq i < j < k \leq 5 \).

Now we use these triangles, which are in \( G_q \), together with the new vertices \( z_1, \ldots, z_q, y \) that are added to \( G_q \) to from \( H_q \cong ER_q \) to obtain a subgraph with chromatic number at least four. For \( 1 \leq i \leq 5 \), the vertex \( z_{\alpha_i} \) is adjacent to all vertices of the form \( (x, \alpha_i) \). The vertex \( y \) is adjacent to each \( z_i \). Consider the subgraph \( H_q \) whose vertices are \( y, z_{\alpha_1}, \ldots, z_{\alpha_5} \) together with all \( (x_{i,j,k}, \alpha_i), (y_{i,j,k}, \alpha_j), \) and \( (z_{i,j,k}, \alpha_k) \) for \( 1 \leq i < j < k \leq 5 \). Suppose we have a proper 3-coloring of this subgraph, say with colors 1, 2, and 3. If the color 1 is given to three distinct vertices \( z_{\alpha_i} \)'s, say \( z_{\alpha_i}, z_{\alpha_j}, \) and \( z_{\alpha_k}, \) then only colors 2 and 3 may be used on the triangle whose vertices are \( (x_{i,j,k}, \alpha_i), (y_{i,j,k}, \alpha_j), \) and \( (z_{i,j,k}, \alpha_k) \). Therefore, all three colors must be used to color the vertices in the set \( \{z_{\alpha_1}, \ldots, z_{\alpha_5}\} \) but then no color may be used on \( y \). The number of vertices in this subgraph is at most \( 1 + 5 + \binom{5}{3} \cdot 3 = 36 \).

### 3.5 Concluding remarks on coloring \( ER_q \)

The upper bounds of Theorems 3.3.4 and 3.1.3 can be improved for large \( q \) by applying the main result of [5] to the graph \( G_{q'} [Z] \) instead of using Brooks’ Theorem. We have chosen to use Brooks’ Theorem as then there is no issue of
how large the implicit constant is, and because we believe that the upper bound should be closer to $O(q^{t/2})$.

Using a similar argument as the one used to prove Theorem 3.1.3, we can prove the following.

**Theorem 3.5.1.** If $q$ is a power of an odd prime, then

$$\chi(G_{q^3}) \leq 6q^2.$$  

A consequence is that $\chi(ER_{q^3}) \leq 6q^2 + 1$ whenever $q$ is a power of an odd prime. Unfortunately, we were not able to extend this bound to the general case. In the $q^3$ case, one can explicitly compute the relations satisfied by vertices in $X$ (see Section 3.3.2) and then use these equations to bound the maximum degree of $G_{q^3}[X]$. Dealing with the set $X$ is one of the main obstacles in our approach.

We remark that if one could improve the bound in Lemma 3.3.5, it would improve our result in Theorem 3.1.3. It seems likely that Lemma 3.3.5 could be strengthened enough to improve the bound in Theorem 3.1.3 all the way down to

$$\chi(ER_{q^{2r+1}}) \leq (2r + 1 + o(1))q^{r+1}.$$  

Perhaps this can be done using techniques from algebraic geometry.

The conditions on $q$ for which there exists an irreducible polynomial $x^t - \mu \in \mathbb{F}_q[x]$ are known (see Theorem 3.75 of [61]). Let $q$ be a power of an odd prime and let $t \geq 3$ be an odd integer. Let $\text{ord}(\mu, q)$ be the order of $\mu$ in group $\mathbb{F}_q^*$. Then $x^t - \mu \in \mathbb{F}_q[x]$ is irreducible if and only if each prime factor of $t$ divides $\text{ord}(\mu, q)$ but does not divide $\frac{q-1}{\text{ord}(\mu, q)}$. Since $\mathbb{F}_q^*$ is cyclic, for any divisor $d$ of $q - 1$, there is an element $a \in \mathbb{F}_q^*$ with $\text{ord}(a, q) = d$. As long as $t$ divides $q - 1$, we can choose an element $\mu \in \mathbb{F}_q^*$ so that $t$ divides $\text{ord}(\mu, q)$ but $t$ does not divide $\frac{q-1}{\text{ord}(\mu, q)}$. Therefore, if $q \equiv 1(\text{mod } t)$, then Theorem 3.1.3 applies and we obtain the upper bound $\chi(ER_{q^t}) \leq 2r + 5 q^{4r/3} + (2r + 1)q^{r+1} + 1$ in this case. For a fixed $t \geq 3$, Dirichlet’s Theorem on primes in arithmetic progressions implies that there are infinitely many primes $p$ such that $p \equiv 1(\text{mod } t)$. Then for any $q$ which is an odd power of such $p$, we have $q \equiv 1(\text{mod } t)$. 


We end this chapter with a problem that, if solved, would significantly strengthen our results. In Chapter 4 we give some evidence that such a theorem might be true.

**Problem 3.5.2.** Determine if there is an absolute constant $C$ such that the following holds. If $G$ is an orthogonal polarity graph of a projective plane of order $q$, then

$$\chi(G) \leq C q^{1/2}.$$
4

Chromatic and Independence Numbers of General Polarity Graphs

“Swimming instruction, which in time became swimming practice, was
grueling, but there was the deep pleasure of doing a stroke with increasing
ease and speed, over and over, till hypnosis practically, the water turning
from molten lead to liquid light.”

– Piscine Molitor Patel

4.1 Introduction

In Chapter 3, it was noted that an upper bound on the independence number
of $ER_q$ of the correct order of magnitude is given by the Hoffman Ratio Bound
(Theorem 3.1.1). In Chapter 2, we computed the eigenvalues of the adjacency
matrix of any polarity graph, and so Hoffman’s Theorem applies in this more
general setting, which we now describe.

Let $\Sigma = (\mathcal{P}, \mathcal{L}, \mathcal{I})$ be a projective plane of order $q$. Recall that a bijection
$\theta : \mathcal{P} \cup \mathcal{L} \to \mathcal{P} \cup \mathcal{L}$ is a polarity if $\theta(\mathcal{P}) = \mathcal{L}$, $\theta(\mathcal{L}) = \mathcal{P}$, $\theta^2$ is the identity map,
and $pI l$ if and only if $l^\theta I p^\theta$. A point $p \in \mathcal{P}$ is called an absolute point if $pI l p^\theta$. A
classical result of Baer is that any polarity of a projective plane of order $q$ has at least $q + 1$ absolute points. A polarity with $q + 1$ points is called an orthogonal polarity, and such polarities exist in the Desarguesian projective plane as well as in other non-Desarguesian planes. For more on polarities see [52], Chapter 12.

Given a projective plane $\Sigma = (\mathcal{P}, \mathcal{L}, \mathcal{I})$ of order $q$ and an orthogonal polarity $\theta$, the corresponding orthogonal polarity graph $G(\Sigma, \theta)$ is the graph with vertex set $\mathcal{P}$ where two distinct vertices $p_1$ and $p_2$ are adjacent if and only if $p_1 I p_2^\theta$. Let $G^\circ(\Sigma, \theta)$ be the graph obtained from $G(\Sigma, \theta)$ by adding loops to the absolute points of $\theta$. In Chapter 2, we showed that the integer $q + 1$ is an eigenvalue of $G^\circ(\Sigma, \theta)$ with multiplicity 1, and all other eigenvalues are $\sqrt{q}$ or $-\sqrt{q}$. Then Theorem 3.1.1 yields

$$\alpha(G^\circ(\Sigma, \theta)) \leq \frac{-(q^2 + q + 1)(-q^{1/2})}{q + 1 - \sqrt{q}}$$

which gives $\alpha(G(\Sigma, \theta)) \leq q^{3/2} + q^{1/2} + 1$. An improved estimate in the case that $q$ is even was obtained by Hobart and Williford [49] using association schemes. They conjectured that the upper bound (4.1) can be improved to

$$\alpha(G(\Sigma, \theta)) \leq q(q^{1/2} + 1) - 2(q^{1/2} - 1)(q + q^{1/2})^{1/2}$$

but this is still open.

In Chapter 3, we discussed Mubayi and Williford’s result [65] giving a lower bound for $\alpha(\text{ER}_q)$ of the correct order of magnitude. In this chapter we obtain a strengthening of their result to a wider class of orthogonal polarity graphs which we introduce now and will be the focus of much of our investigations. We remark that the study of polarity graphs coming from non-Desarguesian planes was suggested in [8].

Let $q$ be a power of an odd prime and $f(X) \in \mathbb{F}_q[X]$. The polynomial $f(X)$ is a planar polynomial if for each $a \in \mathbb{F}_q^*$, the map

$$x \mapsto f(x + a) - f(x)$$

is a bijection on $\mathbb{F}_q$. Planar polynomials were introduced by Dembowski and Ostrom [29] in their study of projective planes of order $q$ that admit a collineation group of order $q^2$. Given a planar polynomial $f(X) \in \mathbb{F}_q[X]$, one can construct a
projective plane as follows. Let $\mathcal{P} = \{(x, y) : x, y \in \mathbb{F}_q\} \cup \{(x) : x \in \mathbb{F}_q\} \cup \{(\infty)\}$. For $a, b, c \in \mathbb{F}_q$, let

\[
[a, b] = \{(x, f(x - a) + b) : x \in \mathbb{F}_q\} \cup \{(a)\},
\]

\[
[c] = \{(c, y) : y \in \mathbb{F}_q\} \cup \{(\infty)\},
\]

\[
[\infty] = \{(c) : c \in \mathbb{F}_q\} \cup \{(\infty)\}.
\]

Let $\mathcal{L} = \{[a, b] : a, b \in \mathbb{F}_q\} \cup \{[c] : c \in \mathbb{F}_q\} \cup \{[\infty]\}$. Define $\Pi_f$ to be the incidence structure whose points are $\mathcal{P}$, whose lines are $\mathcal{L}$, and incidence $\mathcal{I}$ is given by containment. When $f$ is a planar polynomial, $\Pi_f$ is a projective plane. For instance if $f(X) = X^2$ and $q$ is any power of an odd prime, $\Pi_f$ is isomorphic to the Desarguesian plane $PG(2, q)$. For other examples, see [25].

Assume that $f(X) \in \mathbb{F}_q[X]$ is a planar polynomial. The plane $\Pi_f$ possesses an orthogonal polarity $\omega$ given by

\[
(\infty)^\omega = [\infty], \quad [\infty]^\omega = (\infty), \quad (c)^\omega = [-c], \quad [c]^\omega = (-c)
\]

\[
(x, y)^\omega = [-x, -y], \text{ and } [a, b]^\omega = (-a, -b)
\]

where $a, b, c \in \mathbb{F}_q$. We write $G_f$ for the corresponding orthogonal polarity graph. This is the graph whose vertices are the points of $\Pi_f$ and two distinct vertices $p_1$ and $p_2$ are adjacent in $G_f$ if and only if $p_1$ is incident to $p_2^\omega$ in $\Pi_f$. For vertices of the form $(x, y)$ the adjacency relation is easily described in terms of $f$. The distinct vertices $(x_1, y_1)$ and $(x_2, y_2)$ are adjacent if and only if

\[
f(x_1 + x_2) = y_1 + y_2.
\]

Our first result is a generalization of Mubayi and Williford’s result in [65] to orthogonal polarity graphs which need not come from a Desarguesian plane.

**Theorem 4.1.1.** If $q$ is a power of an odd prime and $f(X) \in \mathbb{F}_q[X]$ is a planar polynomial all of whose coefficients belong to the subfield $\mathbb{F}_q$, then

\[
\alpha(G_f) \geq \frac{1}{2}q^2(q - 1)
\]

Even though we have the restriction that the coefficients of $f$ belong to $\mathbb{F}_q$, many of the known examples of planar functions have this property. Most of the
planar functions discussed in [25], including those that give rise to the famous Coulter-Matthews plane, satisfy our requirement.

It is still an open problem to determine an asymptotic formula for the independence number of $ER_p$ for odd prime $p$. However, given the results of [65] and Theorem 4.1.1, it would be quite surprising to find an orthogonal polarity graph of a projective plane of order $q$ whose independence number is $o(q^{3/2})$. We believe that the lower bound $\Omega(q^{3/2})$ is a property shared by all polarity graphs, including polarity graphs that come from polarities which are not orthogonal.

**Conjecture 4.1.2.** If $G(\Sigma, \theta)$ is a polarity graph of a projective plane of order $q$, then

$$\alpha(G(\Sigma, \theta)) = \Omega(q^{3/2}).$$

There are polarity graphs which are not orthogonal polarity graphs for which Conjecture 4.1.2 holds. If $G(\Sigma, \theta)$ is a polarity graph where $\theta$ is unitary and $\Sigma$ has order $q$, then $\alpha(G(\Sigma, \theta)) \geq q^{3/2} + 1$. Indeed, the absolute points of any polarity graph form an independent set and a unitary polarity has $q^{3/2} + 1$ absolute points. In Section 4.3 we show that there is a polarity graph $G(\Sigma, \theta)$ where $\theta$ is neither orthogonal nor unitary and Conjecture 4.1.2 holds.

**Theorem 4.1.3.** Let $p$ be an odd prime, $n \geq 1$ be an integer, and $q = p^{2n}$. There is a polarity graph $G(\Sigma, \theta)$ such that $\Sigma$ has order $q$, $\theta$ is neither orthogonal nor unitary, and

$$\alpha(G(\Sigma, \theta)) \geq \frac{1}{2} q(\sqrt{q} - 1).$$

In connection with Theorem 4.1.1 and Conjecture 4.1.2, we would like to mention the work of De Winter, Schillewaert, and Verstraëte [27] and Stinson [79]. In these papers the problem of finding large sets of points and lines such that there is no incidence between these sets is investigated. Finding an independent set in a polarity graph is related to this problem as an edge in a polarity graph corresponds to an incidence in the geometry. The difference is that when one finds an independent set in a polarity graph, choosing the points determines the lines. In [27] and [79], one can choose the points and lines independently.
As mentioned above, Conjecture 4.1.2 holds for unitary polarity graphs as the absolute points form an independent set. Mubayi and Williford [65] asked whether or not there is an independent set in the graph $U_q$ of size $\Omega(q^{3/2})$ that contains no absolute points. For $q$ a square of a prime power, the graph $U_q$ has the same vertex set as $ER_q$ and two distinct vertices $(x_0, x_1, x_2)$ and $(y_0, y_1, y_2)$ are adjacent if and only if $x_0y_0^q + x_1y_1^q + x_2y_2^q = 0$. We could not answer their question, but we were able to produce an independent set of size $\Omega(q^{5/4})$ that contains no absolute points. We remark that a lower bound of $\Omega(q)$ is trivial.

**Theorem 4.1.4.** Let $q$ be an even power of an odd prime. The graph $U_q$ has an independent set $I$ that contains no absolute points and

$$|I| \geq 0.19239q^{5/4} - O(q).$$

Related to the independence number is the chromatic number. In Chapter 3, it is shown that $\chi(ER_{q^2}) \leq 2q + O\left(\frac{q}{\log q}\right)$ whenever $q$ is a power of an odd prime. Here we prove that this upper bound holds for another family of orthogonal polarity graphs.

**Definition 4.1.5.** Let $p$ be an odd prime. Let $n$ and $s$ be positive integers such that $s < 2n$ and $\frac{2n}{s}$ is an odd integer. Let $d = p^s$ and $q = p^n$. We call the pair $\{q, d\}$ an admissible pair.

If $\{q, d\}$ is an admissible pair, then the polynomial $f(X) = X^{d+1} \in \mathbb{F}_{q^2}[X]$ is a planar polynomial. For a nice proof, see Theorem 3.3 of [25].

**Theorem 4.1.6.** Let $q$ be a power of an odd prime and $\{q, d\}$ be an admissible pair. If $f(X) = X^{d+1}$, then

$$\chi(G_f) \leq 2q + O\left(\frac{q}{\log q}\right).$$

The eigenvalue bound (4.1) gives a lower bound of $\chi(G_f) \geq \frac{q^4 + q^2 + 1}{q^4 + q + 1}$ so that the leading term in the upper bound of Theorem 4.1.6 is best possible up to a constant factor. Not only does this bound imply that $\alpha(G_f) \geq \frac{1}{2}q^3 - o(q^3)$, but shows that most of the vertices of $G_f$ can be partitioned into large independent sets.
The technique that is used to prove Theorem 4.1.6 is the same as the one used in [70] and can be applied to other orthogonal polarity graphs. In Section 4.6, we sketch an argument that the bound of Theorem 4.1.6 also holds for a plane coming from a Dickson commutative division ring (see [52]). It is quite possible that the technique applies to more polarity graphs, but in order to obtain a general result, some new ideas will be needed. Furthermore, showing that every polarity graph of a projective plane of order $q$ has chromatic number $O(\sqrt{q})$ is a significant strengthening of Conjecture 4.1.2. When $p$ is prime, it is still unknown whether $\chi(ER_p) = O(\sqrt{p})$.

### 4.2 Proof of Theorem 4.1.1

Let $q$ be a power of an odd prime and $f(X) \in \mathbb{F}_q[X]$ be a planar polynomial, all of whose coefficients are in the subfield $\mathbb{F}_q$. Let $G_f$ be the orthogonal polarity graph whose construction is given before the statement of Theorem 4.1.1. Partition $\mathbb{F}_q^*$ into two sets $\mathbb{F}_q^+$ and $\mathbb{F}_q^-$ where $a \in \mathbb{F}_q^+$ if and only if $-a \in \mathbb{F}_q^-$. Let $\mu$ be a root of an irreducible quadratic over $\mathbb{F}_q$ and so $\mathbb{F}_q^2 = \{a + \mu b : a, b \in \mathbb{F}_q\}$. Let

$$I = \{(x, y + z\mu) : x, y \in \mathbb{F}_q, z \in \mathbb{F}_q^+\}.$$  

Note that $|I| = \frac{1}{2}q^2(q - 1)$ and we claim that $I$ is an independent set. Suppose $(x_1, y_1 + z_1\mu)$ and $(x_2, y_2 + z_2\mu)$ are distinct vertices in $I$ and that they are adjacent. Then

$$f(x_1 + x_2) = y_1 + y_2 + (z_1 + z_2)\mu. \tag{4.2}$$

The left-hand side of (4.2) belongs to $\mathbb{F}_q$ since the coefficients of $f$ are in $\mathbb{F}_q$ and $x_1 + x_2 \in \mathbb{F}_q$. The right-hand side of (4.2) is not in $\mathbb{F}_q$ since $z_1 + z_2 \neq 0$. We have a contradiction so no two vertices in $I$ are adjacent.

### 4.3 Proof of Theorem 4.1.3

Let $p$ be an odd prime, $n \in \mathbb{N}$, and $q = p^{2n}$. Let $\{1, \lambda\}$ be a basis for a 2-dimensional vector space over $\mathbb{F}_q$. Let $\sigma : \mathbb{F}_q \rightarrow \mathbb{F}_q$ be the map $x^\sigma = x^{p^n}$. Observe
that $\sigma$ is a field automorphism of order 2, and the fixed elements of $\sigma$ are precisely
the elements of the subfield $\mathbb{F}_{p^n}$ in $\mathbb{F}_q$. Let $\theta$ be a generator of $\mathbb{F}_q^*$ which is the

\[ x + \lambda y = \theta t y^\sigma + \lambda (yz + x^\sigma t). \]

Here we are following the presentation of [52]. Define the map $\alpha : D \to D$ by

\[ (x + \lambda y)^\alpha = x + \lambda y^\sigma. \]

Let $\Pi_D = (\mathcal{P}, \mathcal{L}, \mathcal{I})$ be the plane coordinatized by $D$. That is,

$$\mathcal{P} = \{(x, y) : x, y \in D\} \cup \{(x) : x \in D\} \cup \{(\infty)\}$$

and

$$\mathcal{L} = \{[m, k] : m, k \in D\} \cup \{[m] : m \in D\} \cup \{[\infty]\}$$

where

$$[m, k] = \{(x, y) : m \cdot x + y = k\} \cup \{(m)\},$$

$$[k] = \{(k, y) : y \in D\} \cup \{(\infty)\}.$$

$$[\infty] = \{(m) : m \in D\} \cup \{(\infty)\}.$$

The incidence relation $\mathcal{I}$ is containment. A polarity of $\Pi_D$ is given by the map $\omega$ where

$$\infty^\omega = [\infty], \quad [\infty]^\omega = (\infty), \quad (m)^\omega = [m^\alpha], \quad [k]^\omega = (k^\alpha)$$

and

$$x, y^\omega = [x^\alpha, -y^\alpha], \quad [m, k] = (m^\alpha, -k^\alpha).$$

The polarity $\omega$ has $|D|^{5/4} + 1$ absolute points. Let $G(\Pi_D, \omega)$ be the corresponding polarity graph.

We now derive an algebraic condition for when the distinct vertices

$$u = (x_1 + \lambda x_2, y_1 + \lambda y_2)\text{ and } v = (z_1 + \lambda z_2, t_1 + \lambda t_2)$$
are adjacent. The vertex $u$ is adjacent to $v$ if and only if $uIv^\sigma$. This is equivalent to

$$ (x_1 + \lambda x_2, y_1 + \lambda y_2) I[z_1 + \lambda (z_2)^\sigma, -t_1 + \lambda(-t_2)^\sigma] $$

which in turn, is equivalent to

$$ (z_1 + \lambda (z_2)^\sigma) \cdot (x_1 + \lambda x_2) = -y_1 - t_1 + \lambda(-y_2 - (t_2)^\sigma). \quad (4.3) $$

Using the definition of multiplication in $D$, (4.3) can be rewritten as

$$ z_1 x_1 + \theta x_2 z_2 + \lambda((z_2)^\sigma x_1 + (z_1)^\sigma x_2) = -y_1 - t_1 + \lambda(-y_2 - (t_2)^\sigma). $$

This gives the pair of equations

$$ x_1 z_1 + \theta x_2 z_2 = -y_1 - t_1 \quad (4.4) $$

and

$$ x_1 (z_2)^\sigma + x_2 (z_1)^\sigma = -y_2 - (t_2)^\sigma. $$

Let $\square_q$ be the set of nonzero squares in $\mathbb{F}_q$. Note that any element of $\mathbb{F}_{p^n}$ is a square in $\mathbb{F}_q$. Define

$$ I = \{(x_1 + \lambda x_2, y_1 + \lambda y_2) : x_1, y_1 \in \mathbb{F}_{p^n}, x_2 \in \square_q, y_2 \in \mathbb{F}_q\}. $$

Then $|I| = \frac{1}{2}(q - 1)q(p^n)^2 = \frac{1}{2}q^2(q - 1)$. We now show that $I$ is an independent set. Suppose that $(x_1 + x_2 \lambda, y_1 + y_2 \lambda)$ and $(z_1 + z_2 \lambda, t_1 + t_2 \lambda)$ are distinct vertices in $I$ that are adjacent. Then (4.4) holds so

$$ \theta = (x_2 z_2)^{-1}(-y_1 - t_1 - x_1 z_1). \quad (4.5) $$

The left hand side of (4.5) is not a square in $\mathbb{F}_q$. Since $x_2$ and $z_2$ belong to $\square_q$, we have that $(x_2 z_2)^{-1}$ is a square in $\mathbb{F}_q$. Since $y_1, t_1, x_1, z_1 \in \mathbb{F}_{p^n}$, we have that $-y_1 - t_1 - x_1 z_1$ is in $\mathbb{F}_{p^n}$ and thus is a square in $\mathbb{F}_q$. We conclude that the right hand side of (4.5) is a square. This is a contradiction and so $I$ must be an independent set. This shows that

$$ \alpha(G(\Pi_D, \omega)) \geq \frac{1}{2}q^2(q - 1). $$
4.4 Proof of Theorem 4.1.4

Let $p$ be an odd prime, $n \in \mathbb{N}$, and $q = p^{2n}$. Let $\theta$ be a generator of $\mathbb{F}_q^*$. The field $\mathbb{F}_q$ contains a subfield with $\sqrt{q}$ elements and we write $\mathbb{F}_{\sqrt{q}}$ for this subfield. We will use the fact that $x\sqrt{q} = x$ if and only if $x \in \mathbb{F}_{\sqrt{q}}$ and that the characteristic of $\mathbb{F}_q$ is a divisor of $\sqrt{q}$ without explicitly saying so.

Let $U_q$ be the graph whose vertex set is $V(ER_q)$ and two vertices $(x_0, x_1, x_2)$ and $(y_0, y_1, y_2)$ are adjacent if and only if

$$x_0y_0\sqrt{q} + x_1y_1\sqrt{q} + x_2y_2\sqrt{q} = 0.$$ 

In [65], it is shown that $U_q$ has an independent set $J$ of size $q^3 + 1$. This independent set consists of the absolute points in $U_q$; namely

$$J = \{(x_0, x_1, x_2) : x_0^{\sqrt{q}+1} + x_1^{\sqrt{q}+1} + x_2^{\sqrt{q}+1} = 0\}.$$ 

To find an independent set in $U_q$ with no absolute points and size $\Omega(q^{5/4})$, we will work with a graph that is isomorphic to $U_q$. Let $U^*_q$ be the graph whose vertex set is $V(ER_q)$ where $(x_0, x_1, x_2)$ and $(y_0, y_1, y_2)$ are adjacent if and only if

$$x_0y_2\sqrt{q} + x_2y_0\sqrt{q} = x_1y_1\sqrt{q}.$$ 

The proof of Proposition 3 of [65] is easily adapted to prove the following.

**Lemma 4.4.1.** The graph $U_q$ is isomorphic to the graph $U^*_q$.

For any $\mu \in \mathbb{F}_q \setminus \mathbb{F}_{\sqrt{q}}$, we have $\mathbb{F}_q = \{a + b\mu : a, b \in \mathbb{F}_{\sqrt{q}}\}$. The next lemma shows that we can find a $\mu$ that makes many of our calculations significantly easier.

**Lemma 4.4.2.** There is a $\mu \in \mathbb{F}_q \setminus \mathbb{F}_{\sqrt{q}}$ such that $\mu\sqrt{q} + \mu = 0$.

**Proof.** Let $\mu = \theta^{\frac{1}{2}(\sqrt{q}+1)}$. Since $\mathbb{F}_{\sqrt{q}}^* = \langle \theta^{\sqrt{q}+1} \rangle$, we have that $\mu \notin \mathbb{F}_{\sqrt{q}}$. Using the fact that $-1 = \theta^{\frac{1}{2}(q-1)}$, we find that

$$\mu\sqrt{q} + \mu = \theta^{\frac{1}{2}\sqrt{q}(\sqrt{q}+1)} + \theta^{\frac{1}{2}(\sqrt{q}+1)} = \theta^{\frac{1}{2}\sqrt{q}(\sqrt{q}+1)} - \theta^{\frac{1}{2}(q-1)+\frac{1}{2}(\sqrt{q}+1)}$$

$$= \theta^{\frac{1}{2}(q+\sqrt{q})} - \theta^{\frac{1}{2}(q+\sqrt{q})} = 0.$$ 

\[\square\]
For the rest of this section we fix a $\mu \in \mathbb{F}_q \setminus \mathbb{F}_{\sqrt{q}}$ that satisfies the statement of Lemma 4.4.2. Given $c \in \mathbb{F}_{\sqrt{q}}$, define

$$X_c = \{(1, a, b + c\mu) : a, b \in \mathbb{F}_{\sqrt{q}}\}.$$  

**Lemma 4.4.3.** If $c_1$ and $c_2$ are elements of $\mathbb{F}_{\sqrt{q}}$ with $c_1 \neq c_2$, then the graph $U^*_q$ has no edge with one endpoint in $X_{c_1}$ and the other in $X_{c_2}$.

**Proof.** Suppose that $(1, a_1, b_1 + c_1\mu)$ is adjacent to $(1, a_2, b_2 + c_2\mu)$ where $a_i, b_i, c_i \in \mathbb{F}_{\sqrt{q}}$. By definition of adjacency in $U^*_q$,

$$b_2 + c_2\mu\sqrt{q} + b_1 + c_1\mu = a_1a_2.$$

By Lemma 4.4.2, this can be rewritten as

$$(c_1 - c_2)\mu = a_1a_2 - b_1 - b_2. \quad (4.6)$$

The right hand side of (4.6) belongs to the subfield $\mathbb{F}_{\sqrt{q}}$. Therefore, $c_1 - c_2 = 0$ since $\mu \notin \mathbb{F}_{\sqrt{q}}$. \hfill \Box

Now we consider the subgraph $U^*_q[X_c]$ where $c \in \mathbb{F}_{\sqrt{q}}$. The vertex set of $U^*_q[X_c]$ is

$$\{(1, a, b + c\mu) : a, b \in \mathbb{F}_{\sqrt{q}}\}$$

and two vertices $(1, a_1, b_1 + c\mu)$ and $(1, a_2, b_2 + c\mu)$ are adjacent if and only if

$$b_2 + c(\mu\sqrt{q} + \mu) + b_1 = a_1a_2.$$

By Lemma 4.4.2, this is equivalent to

$$b_2 - a_1a_2 + b_1 = 0. \quad (4.7)$$

Let $ER^*_{\sqrt{q}}$ be the graph whose vertex set is $V(ER_{\sqrt{q}})$ and $(x_0, x_1, x_2)$ is adjacent to $(y_0, y_1, y_2)$ if and only if

$$x_0y_2 - x_1y_1 + x_2y_0 = 0.$$

Proposition 3 of [65] shows that $ER^*_{\sqrt{q}}$ is isomorphic to $ER_{\sqrt{q}}$. It follows from (4.7) that the graph $U^*_q[X_c]$ is isomorphic to the subgraph of $ER^*_{\sqrt{q}}$ induced by
Note that \( ER_{\sqrt{q}}^* \) has exactly \( \sqrt{q} + 1 \) vertices more than \( U_q^*[X_c] \). By Theorem 5 of [65], we can find an independent set in \( U_q^*[X_c] \) with at least \( .19239q^{3/4} - q^{1/2} - 1 \) vertices. Call this independent set \( I_c \).

We want to throw away the absolute points in \( U_q^* \) that are in \( I_c \). In \( U_q^*[X_c] \), the vertex \((1, a, b + c\mu)\) is an absolute point if and only if

\[
b + c\mu + b + c\mu\sqrt{q} = a^2
\]

which, again by Lemma 4.4.2, is equivalent to

\[
2b = a^2.
\]

There are \( \sqrt{q} \) choices for \( a \) and a given \( a \) uniquely determines \( b \). Thus \( I_c \) contains at most \( q^{1/2} \) absolute points in \( U_q \). Let \( J_c \) be the set \( I_c \) with the absolute points removed so that \( |J_c| \geq .19239q^{3/4} - 2q^{1/2} - 1 \).

Define

\[
I = \bigcup_{c \in \mathbb{F}_q} J_c.
\]

By Lemma 4.4.3, \( I \) is an independent set in \( U_q^* \). Observe that

\[
|I| \geq \sqrt{q}(0.19239q^{3/4} - 2q^{1/2} - 1) = 0.19239q^{5/4} - O(q)
\]

and \( I \) contains no absolute points.

We note that when \( q \) is a fourth power, the coefficient 0.19239 may be raised to \( \frac{1}{2} \), as Theorem 5 in [65] is stronger in this case.

### 4.5 Proof of Theorem 4.1.6

Let \( s \) and \( n \) be positive integers with \( \frac{2n}{s} = r \geq 3 \) an odd integer. Let \( q = p^n \), \( d = p^s \), and note that \( \{q, d\} \) is an admissible pair. Let \( \mathbb{F}_q^* \) be the non-zero elements of \( \mathbb{F}_q \) and \( \theta \) be a generator of the cyclic group \( \mathbb{F}_q^* \). Write \( \mathbb{F}_q \) and \( \mathbb{F}_d \) for the unique subfields of \( \mathbb{F}_q^2 \) of order \( q \) and \( d \), respectively. An identity that will be used is

\[
\frac{p^{2n} - 1}{p^s - 1} = (p^s)^{r-1} + (p^s)^{r-2} + \cdots + p^s + 1.
\]
It will be convenient to let

\[ t = \frac{p^{2n} - 1}{p^s - 1} \]  \hspace{1cm} (4.8)

and observe that \( t \) is odd since \( r = \frac{2n}{s} \) is odd.

**Lemma 4.5.1.** There is a \( \mu \in \mathbb{F}_{q^2} \setminus \mathbb{F}_q \) such that when \( \mu^d \) is written in the form \( \mu^d = u_1 + u_2 \mu \) with \( u_1, u_2 \in \mathbb{F}_q \), the element \( u_2 \) is a \((d - 1)\)-th power.

**Proof.** Let \( h(X) = X^d + (\theta^{q+1})^{d-1}X \). We claim that the roots of \( h \) are the elements in the set \( Z = \{0\} \cup \{\theta^{q+1+i} : 0 \leq i \leq d-2\} \). Clearly 0 is a root. Let \( 0 \leq i \leq d-2 \).

Note that since \( 2n = sr \),

\[
dt = p^s \left( (p^s)^{r-1} + (p^s)^{r-2} + \cdots + p^s + 1 \right)
\equiv p^{2n} + (p^s)^{r-1} + \cdots + p^{2s} + p^s \equiv 1 + (p^s)^{r-1} + \cdots + p^{2s} + p^s \equiv t \pmod{p^{2n} - 1}.
\]

This implies \( \theta^{q+1+i} = (\theta^{q+1+i})^d - (\theta^{q+1})^{d-1}\theta^{q+1+i} = 0 \).

We conclude that the roots of \( h \) are the elements in \( Z \).

Let \( \mu = \theta^{q+1+i} \). The non-zero elements of the subfield \( \mathbb{F}_q \) are the elements of the subgroup \( \langle \theta^{q+1} \rangle \) in \( \mathbb{F}_{q^2}^\times \). Since \( t \) is odd and \( q+1 \) is even, \( q+1+t \) is not divisible by \( q+1 \) thus \( \mu \notin \mathbb{F}_q \). Let \( u_2 = (\theta^{q+1})^{d-1} \) and \( u_1 = 0 \). We have

\[ 0 = h(\mu) = \mu^d - (\theta^{q+1})^{d-1}\mu = \mu^d - u_1 - u_2 \mu \]

so \( \mu^d = u_1 + u_2 \mu \). By construction, \( \mu = \mathbb{F}_{q^2} \setminus \mathbb{F}_q \), \( \mu^d = u_1 + u_2 \mu \) with \( u_1, u_2 \in \mathbb{F}_q \), and \( u_2 \) is a \((d - 1)\)-th power. \( \square \)

The next lemma is known (see Exercise 7.4 in [61]). A proof is included for completeness.

**Lemma 4.5.2.** If \( u_2, \delta \in \mathbb{F}_{q^2}^\times \) and \( u_2 \) is a \((d - 1)\)-th power, then for any \( \xi \in \mathbb{F}_{q^2} \), the equation

\[ X^d + u_2 \delta^{d-1}X = \xi \]

has a unique solution in \( \mathbb{F}_{q^2} \).
Proof. Let \( u_2, \delta \in \mathbb{F}_{q^2}^* \) and \( g(X) = X^d + u_2\delta^{d-1}X \). The polynomial \( g \) is a permutation polynomial if and only if the only root of \( g \) is 0 (see Theorem 7.9 of [61]). If \( g(X) = 0 \), then \( X(X^{d-1} + u_2\delta^{d-1}) = 0 \). It suffices to show that \(-u_2\delta^{d-1}\) is not a \((d-1)\)-th power of any element of \( \mathbb{F}_{q^2} \) as this would imply that the equation \( X^{d-1} + u_2\delta^{d-1} = 0 \) has no solutions. By hypothesis, \( u_2 = w^{d-1} \) for some \( w \in \mathbb{F}_{q^2}^* \). Since \(-1\) is not a \((d-1)\)-th power, the product \(-u_2\delta^{d-1} = -(w\delta)^{d-1}\) is not a \((d-1)\)-th power. We conclude that \( g \) is a permutation polynomial on \( \mathbb{F}_{q^2} \). In particular, given any \( \xi \in \mathbb{F}_{q^2} \), there is a unique solution to the equation \( X^d + u_2\delta^{d-1}X = \xi \).

For the rest of this section, we fix a \( \mu \in \mathbb{F}_{q^2}^\times \) that satisfies the conclusion of Lemma 4.5.1; that is,
\[
\mu^d = u_1 + u_2\mu
\]
where \( u_1, u_2 \in \mathbb{F}_q \) and \( u_2 \) is a \((d-1)\)-th power in \( \mathbb{F}_{q^2} \). Let
\[
\mu^{d+1} = w_1 + w_2\mu
\]
where \( w_1, w_2 \in \mathbb{F}_q \). We fix a partition of \( \mathbb{F}_q^* \) into two sets
\[
\mathbb{F}_q^* = \mathbb{F}_q^+ \cup \mathbb{F}_q^-
\]
where \( a \in \mathbb{F}_q^+ \) if and only if \(-a \in \mathbb{F}_q^-\).

It will be convenient to work with a graph that is isomorphic to a large induced subgraph of \( G_f \). By Lemma 4.5.2, the map \( x \mapsto x^d + x \) is a permutation on \( \mathbb{F}_{q^2} \). Therefore, every element of \( \mathbb{F}_{q^2} \) can be written in the form \( a^d + a \) for some \( a \in \mathbb{F}_{q^2} \) and this representation is unique. Let \( \mathcal{A}_{q^2,d} \) be the graph with vertex set \( \mathbb{F}_{q^2} \times \mathbb{F}_{q^2} \) where distinct vertices \((a^d + a, x)\) and \((b^d + b, y)\) are adjacent if and only if
\[
a^db + ab^d = x + y.
\]

Working with this equation defining our adjacencies will be particularly helpful for the rather technical Lemma 4.5.8 below.

Lemma 4.5.3. The graph \( \mathcal{A}_{q^2,d} \) is isomorphic to the subgraph of \( G_f \) induced by \( \mathbb{F}_{q^2} \times \mathbb{F}_{q^2} \).
Proof. One easily verifies that the map \( \tau : V(\mathcal{A}_{q^2,d}) \to \mathbb{F}_{q^2} \times \mathbb{F}_{q^2} \) defined by
\[
\tau((a^d + a, x)) = (a, x + a^{d+1})
\]
is a graph isomorphism from \( \mathcal{A}_{q^2,d} \) to the subgraph of \( G_f \) induced by \( \mathbb{F}_{q^2} \times \mathbb{F}_{q^2} \). \( \square \)

**Lemma 4.5.4.** If
\[
I^+ = \{(a^d + a, x_1 + x_2\mu) : a, x_1 \in \mathbb{F}_q, x_2 \in \mathbb{F}_q^+\},
\]
then \( I^+ \) is an independent set in the graph \( \mathcal{A}_{q^2,d} \). The same statement holds with \( I^- \) and \( \mathbb{F}_q^- \) in place of \( I^+ \) and \( \mathbb{F}_q^+ \), respectively.

*Proof.* Suppose that \((a^d+a, x_1+x_2\mu)\) is adjacent to \((b^d+b, y_1+y_2\mu)\) where \(a, b \in \mathbb{F}_q\).

The left hand side of
\[
a^d b + ab^d = (x_1 + y_1) + (x_2 + y_2)\mu
\]
is in \( \mathbb{F}_q \) so \( x_2 + y_2 = 0 \). If \( x_2, y_2 \in \mathbb{F}_q^+ \), then \( x_2 + y_2 \neq 0 \) and so no two vertices in \( I^+ \) can be adjacent. Similarly, no two vertices in \( I^- \) can be adjacent. \( \square \)

**Lemma 4.5.5.** For any \( k = \alpha^d + \alpha \in \mathbb{F}_{q^2} \), the map
\[
\phi_k((a^d + a, x)) = (a^d + a + k, x + a^d\alpha + a\alpha^d + \alpha^{d+1})
\]
is an automorphism of the graph \( \mathcal{A}_{q^2,d} \).

*Proof.* The vertex \( \phi_k((a^d + a, x)) \) is adjacent to \( \phi_k((b^d + b, y)) \) if and only if
\[
v = (a^d + a + \alpha^d + \alpha, x + a^d\alpha + a\alpha^d + \alpha^{d+1})
\]
is adjacent to
\[
w = (b^d + b + \alpha^d + \alpha, y + b^d\alpha + b\alpha^d + \alpha^{d+1}).
\]
Since \( d \) is a power of \( p \), \( v = ((a + \alpha)^d + (a + \alpha), x + a^d\alpha + a\alpha^d + \alpha^{d+1}) \). Similarly,
\[
w = ((b + \alpha)^d + (b + \alpha), y + b^d\alpha + b\alpha^d + \alpha^{d+1}).
\]
From this we see that \( v \) is adjacent to \( w \) if and only if
\[
(a + \alpha)^d(b + \alpha) + (a + \alpha)(b + \alpha)^d = x + a^d\alpha + a\alpha^d + \alpha^{d+1} + y + b^d\alpha + b\alpha^d + \alpha^{d+1}.
\]
(4.10)
A routine calculation shows that (4.10) is equivalent to the equation \( a^db + ab^d = x + y \) which holds if and only if \((a^d + a, x)\) is adjacent to \((b^d + b, y)\) in \( \mathcal{A}_{q^2,d} \). \( \square \)
Let \( J = I^+ \cup I^- \) and observe that \( J = \{(a^d + a, x_1 + x_2 \mu) : a, x_1 \in \mathbb{F}_q, x_2 \in \mathbb{F}_q^*\} \).

Let

\[
K = \bigcup_{\beta \in \mathbb{F}_q} \phi_{(\beta \mu)^{d+(\beta \mu)}}(J).
\]

**Lemma 4.5.6.** If \( A_{q^2,d}[K] \) is the subgraph of \( A_{q^2,d} \) induced by \( K \), then

\[
\chi(A_{q^2,d}[K]) \leq 2q.
\]

**Proof.** By Lemma 4.5.4, the vertices in \( J \) may be colored using at most 2 colors. By Lemma 4.5.5, the vertices in \( \phi_k(J) \) can also be colored using at most 2 colors. Since \( K \) is the union of \( q \) sets of the form \( \phi_k(J) \) where \( k \in \mathbb{F}_{q^2} \), we may color \( K \) using at most \( 2q \) colors.

Lemma 4.5.6 shows that we can color all but at most \( O(q^3) \) vertices of \( A_{q^2,d} \) with at most \( 2q \) colors. We now show that the remaining vertices can be colored with \( o(q) \) colors. Before stating the next lemma we recall that \( \mu^d = u_1 + u_2 \mu \) and we let \( \mu^{d+1} = w_1 + w_2 \mu \) where \( u_1, u_2, w_1, w_2 \in \mathbb{F}_q \).

**Lemma 4.5.7.** If \( X = (\mathbb{F}_q^2 \times \mathbb{F}_q^2) \setminus K \), then

\[
X = \{((a + \beta \mu)^d + (a + \beta \mu), t_1 + (a^d \beta + a \beta^d u_2 + \beta^{d+1} w_2) \mu) : a, \beta, t_1 \in \mathbb{F}_q\}.
\]

**Proof.** For any \( \beta \in \mathbb{F}_q \), the set \( \phi_{(\beta \mu)^{d+(\beta \mu)}}(J) \) can be written as

\[
\{(a^d + a + (\beta \mu)^d + (\beta \mu), x_1 + x_2 \mu + a^d(\beta \mu) + a(\beta \mu)^d + (\beta \mu)^{d+1}) : a, x_1 \in \mathbb{F}_q, x_2 \in \mathbb{F}_q^*\}.
\]

Let \( (s_1 + s_2 \mu, t_1 + t_2 \mu) \in \mathbb{F}_q^2 \times \mathbb{F}_q^2 \) where \( s_1, s_2, t_1, t_2 \in \mathbb{F}_q \). The vertex \( (s_1 + s_2 \mu, t_1 + t_2 \mu) \) is in \( K \) if we can find \( a, x_1, \beta \in \mathbb{F}_q \) and \( x_2 \in \mathbb{F}_q^* \) such that

\[
s_1 + s_2 \mu = (a + \beta \mu)^d + a + \beta \mu, \tag{4.11}
\]

\[
t_1 + t_2 \mu = x_1 + x_2 \mu + a^d(\beta \mu) + a(\beta \mu)^d + (\beta \mu)^{d+1}. \tag{4.12}
\]

Since every element of \( \mathbb{F}_{q^2} \) can be written as \( z^d + z \) for some \( z \in \mathbb{F}_{q^2} \), we can write \( s_1 + s_2 \mu = z^d + z \) and then choose \( a \) and \( \beta \) in \( \mathbb{F}_q \) so that \( z = a + \beta \mu \). With this choice of \( a \) and \( \beta \), equation (4.11) holds.
Since $\mu^{d+1} = w_1 + w_2\mu$, equation (4.12) can be rewritten as

$$t_1 + t_2\mu = (x_1 + a\beta^d u_1 + \beta^{d+1} w_1) + (x_2 + a^d \beta + a\beta^d u_2 + \beta^{d+1} w_2)\mu. \quad (4.13)$$

Let $x_1 = t_1 - a\beta^d u_1 - \beta^{d+1} w_1$. If $t_2 \neq a^d \beta + a\beta^d u_2 + \beta^{d+1} w_2$, then we can take $x_2 = t_2 - a^d \beta - a\beta^d u_2 - \beta^{d+1} w_2$ and (4.12) holds. Therefore, the vertices in $\mathbb{F}_q^2 \times \mathbb{F}_q^2$ not in $K$ are those vertices in the set

$$\{(x + \beta\mu)^d + (a + \beta\mu), t_1 + (a^d \beta + a\beta^d u_2 + \beta^{d+1} w_2)\mu) : a, \beta, t_1 \in \mathbb{F}_q\}.$$

\[\square\]

**Lemma 4.5.8.** If $A_{q^2,d}[X]$ is the subgraph of $A_{q^2,d}$ induced by $X = (\mathbb{F}_q^2 \times \mathbb{F}_q^2) \setminus K$, then

$$\chi(A_{q^2,d}[X]) = O\left(\frac{q}{\log q}\right).$$

**Proof.** For $\beta \in \mathbb{F}_q$, partition $X$ into the sets $X_\beta$ where

$$X_\beta = \{(x + \beta\mu)^d + (a + \beta\mu), t_1 + (a^d \beta + a\beta^d u_2 + \beta^{d+1} w_2)\mu) : a, t_1 \in \mathbb{F}_q\}.$$

Fix a $\beta \in \mathbb{F}_q$ and a vertex

$$v = ((a + \beta\mu)^d + (a + \beta\mu), t_1 + (a^d \beta + a\beta^d u_2 + \beta^{d+1} w_2)\mu)$$

in $X_\beta$. Let $\gamma \in \mathbb{F}_q$. We want to count the number of vertices

$$w = ((x + \gamma\mu)^d + (x + \gamma\mu), y_1 + (x^d \gamma + x\gamma^d u_2 + \gamma^{d+1} w_2)\mu)$$

in $X_\gamma$ that are adjacent to $v$. The vertices $v$ and $w$ are adjacent if and only if

$$(a + \beta\mu)^d(x + \gamma\mu) + (a + \beta\mu)(x + \gamma\mu)^d$$

$$= t_1 + y_1 + (a^d \beta + a\beta^d u_2 + \beta^{d+1} w_2 + x^d \gamma + x\gamma^d u_2 + \gamma^{d+1} w_2)\mu.$$

(4.14)

If $\gamma = \beta$, then we can choose $x \in \mathbb{F}_q$ in $q$ different ways and the above equation uniquely determines $y_1$. We conclude that the vertex $v \in X_\beta$ has at most $q$ other neighbors in $X_\beta$. 
Assume now that $\gamma \neq \beta$. We need to count how many $x, y_1 \in \mathbb{F}_q$ satisfy (4.14). A computation using the relations $\mu^d = u_1 + u_2 \mu$ and $\mu^{d+1} = w_1 + w_2 \mu$ shows that (4.14) is equivalent to
\[
\begin{align*}
a^d x + a^d \gamma \mu + \beta^d x (u_1 + u_2 \mu) + \beta^d \gamma (w_1 + w_2 \mu) \\
+ a x^d + a \gamma^d (u_1 + u_2 \mu) + \beta x^d \mu + \beta \gamma^d (w_1 + w_2 \mu) \\
= t_1 + y_1 + (a^d \beta + a \beta^d u_2 + \beta^{d+1} w_2 + x^d \gamma + x \gamma^d u_2 + \gamma^{d+1} w_2) \mu.
\end{align*}
\]
Equating the coefficients of $\mu$ gives
\[
\begin{align*}
a^d \gamma + \beta^d x u_2 + \beta^d \gamma w_2 + a \gamma^d u_2 + \beta x^d + \beta \gamma^d w_2 = \\
a^d \beta + a \beta^d u_2 + \beta^{d+1} w_2 + x^d \gamma + x \gamma^d u_2 + \gamma^{d+1} w_2.
\end{align*}
\]
This equation can be rewritten as
\[
x^d (\gamma - \beta) + x (\gamma^d - \beta^d) u_2 = \xi
\]
for some $\xi \in \mathbb{F}_q$ that depends only on $a, \gamma, \beta,$ and $\mu$. Since $\gamma - \beta \neq 0$, equation (4.15) is equivalent to
\[
x^d + u_2 (\gamma - \beta)^{d-1} x = \xi (\gamma - \beta)^{-1}.
\]
By Lemma 4.5.2, (4.16) has a unique solution for $x$ since $u_2$ is a $(d - 1)$-power and $\gamma - \beta \in \mathbb{F}_q^*$. Once $x$ is determined, (4.14) gives a unique solution for $y_1$. Therefore, $v$ has at most one neighbor in $X_\beta$. We conclude that the degree of $v$ in $X$ is at most $q + (q - 1) < 2q$.

The graph $A_{q^2,d}[X]$ does not contain a 4-cycle and has maximum degree at most $2q$. This implies that the neighborhood of any vertex contains at most $q$ edges. By a result of Alon, Krivelevich, and Sudakov [5], the graph $A_{q^2,d}[X]$ can be colored using $O\left(\frac{q}{\log q}\right)$ colors. 

\[
\text{Proof of Theorem 4.1.6.} \text{ Partition the vertex set of } A_{q^2,d} \text{ as}
\]
\[
V(A_{q^2,d}) = K \cup X.
\]
By Lemmas 4.5.6 and 4.5.8, we can color the vertices in $K \cup X$ using $2q + O\left(\frac{q}{\log q}\right)$ colors. This gives a coloring of the vertices in $F_q^2 \times F_q^2$ in $G_f$ and it only remains to color the vertices in the set $\{(m) : m \in F_q^2\} \cup \{(\infty)\}$.

The vertex $(\infty)$ is adjacent to $(m)$ for every $m \in F_q^2$. Since $G_f$ is $C_4$-free, the subgraph of $G_f$ induced by the neighborhood of $(\infty)$ induces a graph with maximum degree at most 1. We may color the vertices in $\{(m) : m \in F_q^2\} \cup \{(\infty)\}$ using three new colors not used to color $F_q^2 \times F_q^2$ to obtain a $2q + O\left(\frac{q}{\log q}\right)$ coloring of $G_f$.


4.6 Dickson Commutative Division Rings

Let $p$ be an odd prime, $n > 1$ be an integer, $q = p^n$, and $a$ be any element of $F_q$ that is not a square. Let $1 \leq r < n$ be an integer. Let $D$ be a 2-dimensional vector space over $F_q$ with basis $\{1, \lambda\}$. Define a product $\cdot$ on $D$ by the rule

$$(x + \lambda y) \cdot (z + \lambda t) = xz + ay^p t^p + \lambda(yz + st).$$

With this product and the usual addition, $D$ is a commutative division ring (see [52], Theorem 9.12 and note that it is common to call such a structure a semifield).

We can use $D$ to define a projective plane $\Pi$ (see [52], Theorem 5.2). This plane also has an orthogonal polarity (see [52], page 248). Let $GD_{q^2}$ be the corresponding orthogonal polarity graph. Using the argument of Section 4.5, one can prove that

$$\chi(GD_{q^2}) \leq 2q + \left(\frac{q}{\log q}\right).$$

A rough outline is as follows. Let $AD_{q^2}$ be the subgraph of $GD_{q^2}$ induced by the vertices

$$\{((x_1 + \lambda x_2, y_1 + \lambda y_2) : x_1, x_2, y_1, y_2 \in F_q}\}.$$

Partition $F_q^*$ into the sets $F_q^+$ and $F_q^-$ where $a \in F_q^+$ if and only if $-a \in F_q^-$. The sets

$$I^+ = \{(x_2 \lambda, y_1 + y_2 \lambda) : x_2, y_1 \in F_q, y_2 \in F_q^+\}$$

and

$$I^- = \{(x_2 \lambda, y_1 + y_2 \lambda) : x_2, y_1 \in F_q, y_2 \in F_q^-\}$$
are independent sets in $GD_{q^2}$. For any $k \in \mathbb{F}_q$, the map
\[
\phi_k(x_1 + \lambda x_2, y_1 + \lambda y_2) = (x_1 + \lambda x_2 + k, y_1 + \lambda y_2 + k x_1 + 2^{-1}k^2 + \lambda x_2 k)
\]
is an automorphism of $AG_{q^2}$.

Let $J = I^+ \cup I^-$ and $K = \bigcup_{k \in \mathbb{F}_q} \phi_k(J)$ and observe that
\[
K = \{(k + x_2 \lambda, y_1 + y_2 \lambda + 2^{-1}k^2 + \lambda x_2 k) : x_1, y_1, k \in \mathbb{F}_q, y_2 \in \mathbb{F}_q^*\}.
\]
If $X = (D \times D) \setminus K$, then
\[
X = \{(s_1 + s_2 \lambda, t_1 + (s_2 s_1) \lambda) : s_1, s_2, t_1 \in \mathbb{F}_q\}.
\]
It can then be shown that the subgraph of $GD_{q^2}$ induced by $X$ has maximum degree at most $2q$. The remaining details are left to the reader.

4.7 Concluding Remarks

The argument used to prove Theorem 4.1.4 can be extended to other unitary polarity graphs. We illustrate with an example. Let $a$ and $e$ be integers with $a \not\equiv \pm (\text{mod } 2e)$, $e \equiv 0 (\text{mod } 4)$, and gcd$(a, e) = 1$. Let $f : \mathbb{F}_q \rightarrow \mathbb{F}_q$ be the polynomial $f(X) = X^n$ where $n = \frac{1}{2}(3^a + 1)$ and $q = 3^e$. The map $f$ is a planar polynomial and the corresponding plane is the Coulter-Matthews plane [25]. This plane has a unitary polarity whose action on the affine points and lines is given by
\[
(x, y)^{\theta} = [-x\sqrt{q}, -y\sqrt{q}] \quad \text{and} \quad (a, b)^{\theta} = (-a\sqrt{q}, -b\sqrt{q}).
\]

The proof of Theorem 4.1.4 can be modified to show that the corresponding unitary polarity graph has an independent set of size $\frac{1}{2}q^{5/4} - o(q^{5/4})$ that contains no absolute points. The reason for the condition $e \equiv 0 (\text{mod } 4)$ instead of $e \equiv 0 (\text{mod } 2)$, which is the condition given in [25] for $f$ to be planar, is that we need $\sqrt{q}$ to be a square in order to apply Theorem 4.1.1 to the subgraphs that correspond to the $U^*_q[X_c]$ in the proof of Theorem 4.1.4.

Chapter 4 is a version of the material in “Independent sets in polarity graphs”, co-authored with Craig Timmons, which has been submitted for publication. The author was the primary investigator and author of this paper.
Sidon Sets

“Which way does Jensen’s inequality go again?”
– anonymous second-year graduate student

5.1 Introduction

The study of Sidon sets dates back to the 1930s, when Simon Sidon [75] studied sets of integers $A$ with the property that $|\{a_1, a_2 \in A : a_1 + a_2 = k\}|$ is bounded. He then asked Erdős how large a subset of $[n]$ can be if all of its sums are distinct. Such a set is now called a Sidon set. That is, $A$ is a Sidon set if for $a, b, c, d \in A$, $a + b = c + d$ implies that $\{a, b\} = \{c, d\}$. Since Sidon asked this question, hundreds of papers have been written on Sidon sets and their generalizations (see [4, 12, 19, 31, 34, 43, 62, 63, 66, 72, 77] for an incomplete list).

One such generalization is to introduce a graph to the question. A Sidon set is when all pairs of sums are distinct. By specifying a graph, one may choose which pairs of sums must be distinct. Given a graph $G$, a sum-injective labeling of $G$ is an injection $\chi : V(G) \to \mathbb{Z}$ such that $\chi(u) + \chi(v) \neq \chi(x) + \chi(y)$ for distinct edges $uv, xy \in E(G)$. A Sidon set then represents a sum-injective labeling of the complete graph with loops on each vertex. Let $S(G)$ be the smallest integer $N$ such that $G$ admits a sum-injective labeling from $V(G)$ to $[N]$. Old results on Sidon sets imply that $S(K_n) = (1 + o(1))n^2$. Surprisingly, Bollobás and Pikhurko [10] showed
that there are graphs with only \( n^{3/2+o(1)} \) edges also giving \( S(G) = (1+o(1))n^2 \).

The main result of this chapter shows that a similar phenomenon happens when one considers products instead of sums. Let \( G \) be a graph. We analogously define a product-injective labeling of \( G \) to be an injection \( \chi : V(G) \to \mathbb{Z} \) such that \( \chi(u) \cdot \chi(v) \neq \chi(x) \cdot \chi(y) \) for distinct edges \( uv, xy \in E(G) \). Let \( P(G) \) denote the smallest positive integer \( N \) such that there is a product-injective labeling \( \chi : V(G) \to [N] \). Our main results of the chapter give asymptotically tight bounds on \( P(G) \) relative to the maximum degree \( d \) and number of vertices of the graph \( G \), for all but a small range of values of \( d \leq n-1 \). Let \( P(n,d) \) be the maximum possible value of \( P(G) \) over \( n \)-vertex graphs \( G \) of maximum degree at most \( d \). Specifically, we prove the following theorem:

**Theorem 5.1.1.** There exist constants \( a, b > 0 \) such that (i) \( P(n,d) \sim n \) if \( d \leq n^{1/2}(\log n)^{-a} \) and (ii) \( P(n,d) \sim n \log n \) if \( d \geq n^{1/2}(\log n)^{b} \).

An old result of Erdős [31] implies \( P(K_n) \sim n \log n \), whereas Theorem 5.1.1 shows that \( P(G) \sim n \log n \) for graphs which are much sparser than \( K_n \). The labeling of the vertices of any \( n \)-vertex graph \( G \) with the first \( n \) prime numbers is always a product-injective labeling from \([N]\) where \( N \sim n \log n \), via the Prime Number Theorem. Theorem 5.1.1 then is an analogous result for products that Bollobás and Pikhurko [10] proved for sums and differences, where a change in behavior was also observed around \( d = n^{1/2} \). Theorem 5.1.1 will be proved with \( a > \log 2 \) and \( b > 5.5 \); while our method allows these values to be slightly improved, new ideas would be needed to determine \( P(n,d) \) for all the intermediate values of \( d \).

In fact, the proof of Theorem 5.1.1(ii) establishes the much stronger result that if \( G \) is the random graph on \( n \) vertices with edge-probability \( d/n \) and \( d \geq n^{1/2}(\log n)^{b} \), then \( P(G) \sim n \log n \) almost surely as \( n \to \infty \). We also remark that Theorem 5.1.1 determines the maximum value of \( P(G) \) over \( n \)-vertex graphs with \( m \) edges for almost all possible values of \( m \).

It is a natural question to ask about other functions besides sums and products. Let \( H \) be a \( k \)-uniform hypergraph and denote by \( K^k_n \) the complete \( k \)-uniform hypergraph on \( n \) vertices. If \( \phi \) is a general symmetric function of \( k \) variables, then \( S_\phi(H) \) is the minimum integer \( N \) such that there exists an injection \( c :
Let \( \phi : \mathbb{Z}^k \to \mathbb{Z} \) be a symmetric function, and let \( H \) be an \( n \)-vertex \( k \)-uniform graph of maximum degree \( d \geq 1 \) such that for \( N \geq 8kn \),
\[
\frac{R_\phi(N)}{N^{2k}} \leq \frac{1}{4d^2n}.
\]

Then \( S_\phi(H) \leq \max\{N, 4n\} \).

A difficult open question in combinatorial number theory is to determine the largest Sidon subset of the integer squares \( \{x^2 : x^2 \leq N\} \), which is equivalent to determining \( S_\phi(K_n) \) when \( \phi(x, y) = x^2 + y^2 \). In 1990, Cilleruelo [23] constructed a Sidon sequence of squares \( \{a_k\} \), where \( a_k \ll k^4 \). Theorem 5.1.2 applies to \( \phi(x, y) = x^2 + y^2 \), and in this case \( R_\phi(N) = O(N^2 \log N) \) [59], and therefore if \( G \) is an \( n \)-vertex graph of maximum degree \( d \):
\[
S_\phi(G) = O(d \sqrt{n \log n} + n). \tag{5.1}
\]

Note that this gives \( S_\phi(G) = O(n) \) for \( G \) with maximum degree \( O(\sqrt{n/\log n}) \). If \( \phi_r(x_1, x_2, \ldots, x_k) = x_1^r + x_2^r + \cdots + x_k^r \), then Euler’s Extended Conjecture states that \( \phi_r(x) = \phi_r(y) \) has no non-trivial solutions if \( r > 2k \), which would show \( S_\phi(K_n^k) = n \). It seems plausible that for \( k < r \leq 2k \), the number of solutions \( (x, y) \in [N]^k \times [N]^k \) is \( O(N) \), which would give \( S_\phi(K_n^k) = O(n) \). In the special case
\( \phi(x, y) = x^3 + y^3 \), Euler (see Hardy and Wright [46], pages 199-200) determined all solutions to \( x^3 + y^3 = z^3 + w^3 \) in the rationals. A complete solution in the positive integers is given by Choudhry [18]. Hooley [51], showed that for \( \phi(x, y) = x^3 + y^3 \), \( R_\phi(N) = cN^{4/3} + o(N^{4/3}) \) and therefore if \( G \) is an \( n \)-vertex graph of maximum degree \( d \), then

\[
S_\phi(G) = O(d^{3/4}n^{3/8} + n) .
\]  

(5.2)

Note that this gives \( S_\phi(G) = O(n) \) for \( G \) with maximum degree \( O(n^{5/6}) \). Using (5.1) and (5.2) we have the following theorem as a corollary:

**Theorem 5.1.3.** There is a Sidon set \( A \subset [n^2] \) such that every term of \( A \) is a square and \( |A| \gg n^{1/3-o(1)} \). There is a Sidon set \( B \subset [n^3] \) such that every term of \( B \) is a cube and \( |B| \gg n^{8/9} \).

The chapter is organized as follows. The proof of Theorem 5.1.1 uses the modified local lemma, which we state in Section 5.2, together with some facts on the distribution of the number of divisors function \( \tau \). The proof of Theorem 5.1.1(i) is given in Section 5.3, and Theorem 5.1.1(ii) is proved in Section 5.4. Theorem 5.1.2 is proved in Section 5.5.

## 5.2 Preliminaries

To prove Theorem 5.1.1, we make use of a probabilistic result known as the modified local lemma, together with some well-known facts from analytic number theory regarding the number of divisors of positive integers.

**Modified local lemma.** The modified local lemma, which is a version of the Lovász Local Lemma (see Alon and Spencer [7], page 65), is used in the following form:

**Proposition 5.2.1.** Let \( A_1, ..., A_n \) be events in a probability space and for each \( i \in [n] \), let \( (J_i, K_i) \) be a partition of \( [n] \setminus \{i\} \). If there exists \( \gamma \in [0,1) \) such that for all \( i \) and any choice \( K_i' \subset K_i \),

\[
P \left( A_i \mid \bigcap_{k \in K'_i} \overline{A}_k \right) \leq \gamma(1 - |J_i|\gamma)
\]
then

\[ \mathbb{P} \left( \bigcap_{i=1}^{n} \overline{A_i} \right) > 0. \]

We note that Proposition 5.2.1 can be made stronger as well as nonsymmetric, but we will not require this.

**Distribution of the number of divisors.** For a natural number \( k \), let \( \tau(k) \) be the number of divisors of \( k \), and let \( \Omega(k) \) be the number of prime power divisors of \( k \). The Hardy-Ramanujan Theorem [45] gives \(|\{x \leq N : |\Omega(x) - \log \log N| \gg \sqrt{\log \log N}\}| \ll N\) as \( N \to \infty \). Since \( \tau(n) \leq 2^{\Omega(n)} \), one has the following result:

**Proposition 5.2.2.**

\[ |\{n \leq N : \tau(n) \geq (\log N)^{\log 2^{\kappa(N)}} \sqrt{\log \log N}\}| \ll N, \]

for any function \( \kappa \) with \( \kappa(N) \to \infty \) as \( N \to \infty \).

In fact it turns out that \( \Omega \) and \( \log \tau \) have normal orders – for more on normal orders see Tenenbaum [83].

**5.3 Proof of Theorem 5.1.1(i)**

We show that \( P(G) \sim n \) for any graph \( G \) with \( V(G) = [n] \) and maximum degree

\[ d \leq n^{1/2} (\log n)^{-\log 2^{\kappa(n)}} \sqrt{\log \log n}, \]

where \( \kappa(n) \to \infty \) and \( \kappa(n) \leq (\log \log n)^{1/4} \). This in turn shows that Theorem 5.1.1(i) holds for any \( a > \log 2 \). Let \( m = \lceil 4n/\kappa(n) \rceil \), and let \( L \) be the set of the first \( n + m \) natural numbers with at most

\[ t = \kappa(n)^{-1} (\log n)^{\log 2^{\kappa(n)}} \sqrt{\log \log n} \]

divisors. Since \( \kappa(n) \leq (\log \log n)^{1/4} \) and \( m \ll n \), Proposition 5.2.2 shows that

\[ \max L \sim n + m \sim n. \]
Now uniformly and randomly select an \( n \)-element subset \( \{ \ell_1, \ell_2, \ldots, \ell_n \} \) of \( L \) and define the injective labeling \( \chi(i) = \ell_i \). For an unordered pair \( \{ xy, uv \} \in \binom{E(G)}{2} \) of distinct edges of \( G \), let \( A_{xy,uv} \) be the event that \( \chi(x)\chi(y) = \chi(u)\chi(v) \) and define

\[
J_{xy,uv} = \{ A_{jk,rs} : \{ j, k, r, s \} \cap \{ x, y, u, v \} \neq \emptyset \}
\]

and

\[
K_{xy,uv} = \{ A_{jk,rs} : \{ j, k, r, s \} \cap \{ x, y, u, v \} = \emptyset \}.
\]

We apply the modified local lemma, Proposition 5.2.1, to the events \( A_{xy,uv} \). The set

\[
M := L \setminus \{ \chi(z) : z \in V(G) \setminus \{ u, v, x, y \} \}
\]

has size \( m + 4 \). For any labels \( \chi(u), \chi(v) \), the number of ways of choosing

\[
\chi(x), \chi(y) \in M
\]

such that \( \chi(x)\chi(y) = \chi(u)\chi(v) \) is at most

\[
\tau(\chi(u)\chi(v)) \leq \tau(\chi(u))\tau(\chi(v)) \leq t^2.
\]

Now, given a labeling of \( \{ z \in V(G) \setminus \{ u, v, x, y \} \} \), the set \( M \) is fixed. Therefore, given any labeling of \( \{ z \in V(G) \setminus \{ u, v, x, y \} \} \), choosing the labels of \( x, y, u, v \) uniformly from \( M \) yields that the probability that \( \chi(x)\chi(y) = \chi(u)\chi(v) \) is bounded above by

\[
\frac{t^2}{\binom{|M|}{2}} \leq 2t^2 \frac{m^2}{m^2}.
\]

Since this upper bound did not depend on the choice of \( M \), it holds for any labeling of \( \{ z \in V(G) \setminus \{ u, v, x, y \} \} \). Note that once \( M \) has been determined, labeling \( x, y, u, v \) from \( M \) does not affect whether or not events in \( K_{xy,uv} \) occur. Therefore, given any choice of \( K \subset K_{xy,uv} \)

\[
\mathbb{P}(A_{xy,uv} \mid \bigcap_{\{jk,rs\} \in K} \overline{A}_{jk,rs}) \leq \mathbb{P}(A_{xy,uv} \text{ occurs when labeling from } M) < \frac{2t^2}{m^2}.
\]

For any \( \{ xy, uv \} \in \binom{E(G)}{2} \),

\[
|J_{xy,uv}| \leq 4d|E(G)| \leq 2d^2n.
\]
Taking $\gamma = 1/(4d^2n)$, and using $m^2 \geq 16d^2t^2n$, we find

$$\gamma(1 - \gamma |J_{xy,uv}|) \geq \frac{1}{8d^2n} \geq \frac{2t^2}{m^2}.$$ 

By the modified local lemma, the probability that none of the events $A_{xy,uv}$ occur is positive. In other words, there exists a product-injective labeling $\chi : V(G) \to [N]$ where $N = \max L \sim n$.

5.4 Proof of Theorem 5.1.1(ii)

In this section, we prove that labeling with primes is asymptotically optimal for graphs that are much less dense than $K_n$, namely for the random graph $G_{n,d/n}$ with $d \geq n^{1/2}(\log n)^b$ and $b > 5.5$. Since $G_{n,d/n}$ for $d \geq n^{1/2}(\log n)^b$ has maximum degree asymptotic to $d$, this is enough for Theorem 5.1.1(ii). Throughout this section, if $H$ is a graph then $C_4(H)$ is the number of 4-cycles in $H$.

5.4.1 Counting 4-cycles

**Lemma 5.4.1.** Let $B = B(U,V)$ be a bipartite graph with $|U| = m$ and $|V| = n$, and let $d$ be the average degree of the vertices in $V$. If $nd^2 \geq 4m^2$ and $d \geq 2$, then

$$C_4(B) \geq \frac{n^2d^4}{64m^2}.$$ 

**Proof.** This is a standard exercise in applying Jensen’s Inequality, but we include the proof for completeness. Let $d(u,v)$ be the codegree of $u$ and $v$, that is, the number of vertices of $B$ adjacent to both $u$ and $v$. Then the number $C_4(B)$ of 4-cycles in $B$ is precisely

$$C_4(B) = \sum_{\{u,v\} \subseteq U} \binom{d(u,v)}{2}.$$ 

Let $M = \binom{m}{2}$. By Jensen’s Inequality, and since

$$\sum_{\{u,v\} \subseteq U} d(u,v) = \sum_{w \in V} \binom{d(w)}{2},$$

we have

$$C_4(B) \geq \frac{n^2d^4}{64m^2}.$$
we have
\[ C_4(B) \geq M \left( \frac{1}{M} \sum_{w \in V} \binom{d(w)}{2} \right). \]
By Jensen’s Inequality again,
\[ \sum_{w \in V} \binom{d(w)}{2} \geq n \binom{d}{2}. \]
Therefore
\[ C_4(B) \geq M \left( \frac{n}{M} \binom{d}{2} \right). \]
Since \( nd^2 \geq 4m^2 \), and \( \binom{x}{2} \geq \frac{1}{4}x^2 \) for \( x \geq 2 \),
\[ \frac{n}{M} \binom{d}{2} \geq \frac{nd^2}{2m^2} \geq 2. \]
Using \( \binom{x}{2} \geq \frac{1}{4}x^2 \) again for \( x \geq 2 \),
\[ C_4(B) \geq \frac{n^2d^4}{64M} \geq \frac{n^2d^4}{64m^2}. \]
This proves the lemma. \( \square \)

5.4.2 Counting solutions to \( uv = xy \)

A solution to \( uv = xy \) is non-trivial if \( \{u, v\} \neq \{x, y\} \).

Lemma 5.4.2. For all \( \varepsilon > 0 \), there exist \( \delta > 0 \) and \( n_0(\varepsilon) \) such that for \( n \geq n_0(\varepsilon) \), if \( A \subset [n] \) and \( |A| \geq (1 + \varepsilon)n/\log n \), then the number of non-trivial quadruples \( \{a, b, c, d\} \in \binom{A}{4} \) satisfying \( ab = cd \) is at least \( \delta n^2(\log n)^{-10}(\log \log n)^{-2} \).

Proof. We shall prove the lemma with \( \delta = 2^{-14}\varepsilon^4 \) and \( n \geq n_0(\varepsilon) \), where \( n_0(\varepsilon) \) is the smallest positive integer such that for \( n \geq n_0(\varepsilon) \),
\[
\frac{\varepsilon \sqrt{n}}{(2\log n)^2} \geq 2. \tag{5.3}
\]
\[
\frac{1}{\log \log n} \leq \frac{\varepsilon^2}{27}. \tag{5.4}
\]
\[
(1 + \frac{1}{2}\varepsilon) \frac{n}{\log n} \geq \pi(n). \tag{5.5}
\]
\[
8(\log n)^{12}(\log \log n)^3 < 16\delta^{1/2}n/\log n. \tag{5.6}
\]
Note that (5.5) is possible since \( \pi(n) \sim n / \log n \) by the Prime Number Theorem.

Consider the bipartite graph \( H = H(U, V) \) with parts \( U = [n^{2/3}] \cup P \) and \( V = [n^{1/2}] \), where \( P \) comprises the primes in the interval \([n^{2/3}, n]\). Erdős [31] made the following observation:

*for any \( a \in [n] \), there exist \( u_a \in U \) and \( v_a \in V \) such that \( a = u_a v_a \) and \( u_a \geq v_a \).*

Therefore, for each \( a \in A \), choose a unique representation \( u_a v_a = a \) with \( u_a \in U \) and \( v_a \in V \) (note that there may be many choices; choose one arbitrarily).

Now define \( E(H) \) by \( uv \in E(H) \) if there exists an \( a \in A \) with \( u = u_a \) and \( v = v_a \).

Consequently, \( |E(H)| = |A| \). If \( \{uv, vw, wx, xu\} \) is a 4-cycle in \( H \), then \( uv, wx \in A \) and \( vw, xu \in A \) and \( (uv)(wx) = (vw)(ux) \). Therefore \( C_4(H) \) is a lower bound for the number of non-trivial solutions to \( ab = cd \) with \( a, b, c, d \in A \). For the remainder of the proof, we show \( C_4(H) \geq \delta n^2(\log n)^{-10}(\log \log n)^{-2} \).

Let \( k_0 \) be the largest integer \( k \) such that \( 2^{k+1} < n^{1/2}(\log n)^{-4}(\log \log n)^{-1} \). For \( 1 \leq k \leq k_0 \), let

\[
U_k := \{ u \in U : 2^{k-1}n^{1/2} \leq u < 2^k n^{1/2} \} \quad \text{and} \quad V_k := \{ v \in V : v \leq 2^{1-k}n^{1/2} \}.
\]

Denote by \( H_k \) the subgraph of \( H \) induced by \( U_k \) and \( V_k \). Also, let \( H_0 \) be the subgraph of \( H \) induced by \( U_0 \) and \( V_0 \), where

\[
U_0 = \{ u \in U : u \leq n^{1/2} \} \quad \text{and} \quad V_0 = \{ v \in V : v \leq n^{1/2} \}.
\]

Finally, let \( H_* \) be the subgraph of \( H \) induced by \( U_* \) and \( V_* \), where

\[
U_* = \left\{ u \in U : u > \frac{n}{2(\log n)^4 \log \log n} \right\}
\]

\[
V_* = \{ v \in V : v \leq 2(\log n)^4 \log \log n \}.
\]

Then \( H = H_* \bigcup_{k=0}^{k_0} H_k \). We consider the subgraphs \( H_k : k \geq 0 \) separately from \( H_* \).
Claim 1. If for some $k \in \{0\} \cup [k_0]$, $|E(H_k)| \geq \varepsilon n/(2 \log n)^2$, then $C_4(H_k) \geq \delta n^2 (\log n)^{-10} (\log \log n)^{-2}$.

Proof. The average degree in $H_k$ of vertices in $V_k$ is

$$d = \frac{|E(H_k)|}{|V_k|} \geq \frac{\varepsilon 2^{k-1} n^{1/2}}{(2 \log n)^2}.$$ 

Since $n \geq n_0(\varepsilon)$, (5.3) gives $d \geq 2. Now

$$|V_k|d^2 = \frac{|E(H_k)|^2}{|V_k|} \geq \frac{\varepsilon^2 2^{k-1} n^{3/2}}{(2 \log n)^4},$$ 

and so (5.4) and $2^{k_0} < n^{1/2}(\log n)^{-4}(\log \log n)^{-1}$ gives

$$|V_k|d^2 = \frac{|E(H_k)|^2}{|V_k|} \geq 4|U_k|^2.$$ 

By Lemma 5.4.1 with $m = |U_k|$, 

$$C_4(H_k) \geq \frac{\varepsilon^4 n^2}{2^{14}(\log n)^8} = \frac{\delta n^2 (\log n)^{-8}}{(2 \log n)^8} > \frac{\delta n^2 (\log n)^{-10} (\log \log n)^{-2}}{(2 \log n)^8}.$$ 

This proves the claim. $\square$

Since $C_4(H) \geq C_4(H_k)$, we are done if $|E(H_k)| \geq \varepsilon n/(2 \log n)^2$ for some $k \in [k_0]$, so we assume this is not the case for any $k \in [k_0]$. Then

$$\sum_{k=1}^{k_0} |E(H_k)| \leq \frac{\varepsilon k_0 n}{(2 \log n)^2} < \frac{\varepsilon n}{4 \log n}.$$ 

(5.7)

Next we consider $H_*$.

Claim 2. If $C_4(H) < \delta n^2 (\log n)^{-10} (\log \log n)^{-2}$, then

$$|E(H_*)| < \pi(n) + \frac{16\delta^{1/2} n}{\log n}.$$ 

(5.8)

Proof. Let $\tilde{U}_*$ comprise all vertices of $U_*$ of degree at least two in $H_*$ and let $\tilde{H}_*$ be the subgraph of $H_*$ induced by $\tilde{U}_* \cup V_*$. Then

$$|E(H_*) \setminus \tilde{H}_*)| \leq |U_*| \leq \pi(n).$$ 

(5.9)

Now we will have proved the claim if we can show that $|E(\tilde{H}_*)| \leq 16\delta^{1/2} n/ \log n$. First we show that we may assume that $|\tilde{U}_*| \geq |V_*|^2$. For if not, then we have
\[ |E(\tilde{H}_*)| \leq |V_*|^3 = 8(\log n)^{12}(\log \log n)^3 \]

and we would be done by (5.6). Therefore we may assume \(|\tilde{U}_*| \geq |V_*|^2\).

Let \(d\) be the average degree in \(\tilde{H}_*\) of the vertices in \(\tilde{U}_*\). Then \(d \geq 2\) and \(|\tilde{U}_0|d^2 \geq 4|\tilde{U}_0| \geq 4|V_0|^2\). By Lemma 5.4.1 with \(m = |V_0|\),

\[
C_4(\tilde{H}_0) \geq \frac{|\tilde{U}_0|^2d^4}{64m^2} \geq \frac{|E(\tilde{H}_0)|^2}{64m^2}. \tag{5.10}
\]

Since \(C_4(H_*) < \delta n^2(\log n)^{-10}(\log \log n)^{-2}\) and \(m \leq 2(\log n)^4\log \log n\), (5.10) gives

\[
|E(\tilde{H}_0)| < 8\delta^{1/2}(\log n)^{-5}(\log \log n)^{-1}mn < \frac{16\delta^{1/2}n}{\log n}.
\]

Together with (5.9), this completes the proof of Claim 2.

We now complete the proof of the lemma. By (5.7) and (5.8),

\[
|E(H)| \leq |E(H_*) + \sum_{k=0}^{k_0} |E(H_k)| < \pi(n) + \frac{16\delta^{1/2}n}{\log n} + \frac{\varepsilon n}{4\log n}.
\]

Since \(\delta = 2^{-14}\varepsilon^4\), the last two terms above are at most \(\varepsilon n/2\log n\). By (5.5), \(\pi(n) \leq (1+\varepsilon/2)n/\log n\), so we conclude \(|E(H)| < (1+\varepsilon)n/\log n\). Since \(|A| = |E(H)|\) and \(|A| \geq (1+\varepsilon)n/\log n\), this contradiction completes the proof.

5.4.3 Proof of Theorem 5.1.1(ii)

Let \(\varepsilon > 0\), and let \(\delta\) be given by Lemma 5.4.2. Let \(p = (\log n)^b/\sqrt{n}\) with \(b > 5.5\). For a fixed labeling \(\chi : V(G_{n,p}) \to \mathbb{Z}\), let \(P(\chi)\) denote the probability that \(\chi\) is a product-injective labeling of \(G = G_{n,p}\). To prove Theorem 5.1.1(ii), we show that if \(n \geq (1+\varepsilon)N/\log N\), then the expected number \(E\) of product-injective labelings \(\chi : V(G) \to [N]\) satisfies

\[
E = \sum_{\chi : V(G) \to [N]} P(\chi) \leq \binom{N}{n} \max_{\chi} P(\chi) \ll 1. \tag{5.11}
\]

To prove this, we show \(P(\chi) \ll N^{-n}\) for every fixed labeling \(\chi : V(G) \to [N]\). Let \(k \in [N^2]\), and let \(g_k\) be the number of representations (for the given function \(\chi\)) of the form \(k = \chi(i)\chi(j)\). That is \(g_k\) is the number of pairs \(\{i, j\}\) with \(i \neq j\)
such that \( k = \chi(i)\chi(j) \). Then for \( \chi \) to be product-injective, for each \( k \), at most one of the \( g_k \) possible edges \( \{i, j\} \) with \( k = \chi(i)\chi(j) \) may be selected to be in the random graph \( G \). For each \( k \), let \( A_k \) be the event that at most one edge \( \{i, j\} \) with \( \chi(i)\chi(j) = k \) is selected to be an edge of the random graph. Then by the union bound, \( \mathbb{P}(A_k) \leq (1 - p)^{g_k} + g_k p(1 - p)^{g_k - 1} \). Since the events \( \{A_k\} \) are independent, we have

\[
\mathbb{P}(\chi) \leq \prod_{k=1}^{N^2} ((1 - p)^{g_k} + g_k p(1 - p)^{g_k - 1}). \tag{5.12}
\]

For a real-valued function \( f \), let \( f_+ = \max\{f, 0\} \). Then by Lemma 5.4.2, if \( n \geq n_0(\varepsilon) \), then

\[
\sum_{k=1}^{N^2} (g_k - 1)_+ \geq \frac{\delta n^2}{(\log n)^{10}(\log \log n)^2}. \tag{5.13}
\]

For \( x \geq 1 \) let \( h(x) = ((1 - p)^x + xp(1 - p)^{x-1}) \). One may check that \( \log h(x) \) is a concave function. Thus, if \( g_i \geq g_j + 2 \) and \( g_j \geq 1 \), we have \( h(g_j)h(g_i) \leq h(g_j + 1)h(g_i - 1) \).

Therefore, if \( g_i \geq g_j + 2 \) and \( g_j \geq 1 \), then (5.12) increases by replacing \( g_i \) with \( g_i - 1 \) and \( g_j \) with \( g_j + 1 \). So by (5.13)

\[
\mathbb{P}(\chi) \leq ((1 - p)^2 + 2p(1 - p))^g = (1 - p^2)^g \leq e^{-p^2g},
\]

where \( g = \delta n^2(\log n)^{-10}(\log \log n)^{-2} \). Since \( p^2g = \delta n(\log n)^{2h-10}(\log \log n)^{-2} \gg n \log n \), \( \mathbb{P}(\chi) \ll n^{-2n} \ll N^{-n} \). This proves (5.11), and completes the proof of Theorem 5.1.1(ii).

\[
\square
\]

### 5.5 Proof of Theorem 5.1.2

The proof is similar to that of Theorem 5.1.1(i). We show that if \( H \) is an \( n \)-vertex \( k \)-uniform hypergraph of maximum degree \( d \), then

\[
S_{\phi}(G) \leq N
\]

whenever \( R_{\phi}(N)/N^{2k} \leq 1/4d^2n \) and \( N \geq 8kn \). Randomly label the vertices of \( G \) with integers in \([N]\), and let \( l(v) \) be the label of vertex \( v \). Let \( A_{u,v} \) be the event
that vertices \( u, v \in V(G) \) receive the same label, and let \( B_{e,f} \) be the event that 
\( \phi(l(v) : v \in e) = \phi(l(v) : v \in f) \) for edges \( e, f \in H \). Then

\[
\mathbb{P}(A_{u,v}) = \frac{1}{N} \quad \text{and} \quad \mathbb{P}(B_{e,f}) = \frac{R_{\phi}(N)}{N^{2k}}.
\]

An event \( A_{u,v} \) or \( B_{e,f} \) is mutually independent with any set of events \( A_{x,y} \) and \( B_{g,h} \) such that \( \{x, y\} \cap \{u, v\} = \emptyset \) and \( (g \cup h) \cap \{u, v\} = \emptyset \). Therefore \( A_{u,v} \) is mutually independent with a set of at least \( \left( \binom{n}{2} - 2n \right) \) other events \( A_{x,y} \) and a set of at least \( 2d \cdot |H| \leq 2d^2n/k \) events \( B_{g,h} \), and \( B_{e,f} \) is mutually independent with a set of at least \( \binom{|H|}{2} - 2kd \cdot |H| \geq \left( \binom{|H|}{2} - 2d^2n \right) \) other events \( B_{g,h} \) and at least \( \left( \binom{n}{2} - 2kn \right) \) events \( A_{x,y} \). By the local lemma, if for some \( \gamma, \delta \in (0, 1) \) we have

\[
\frac{1}{N} \leq \gamma(1 - \gamma)^{2n(1 - \delta)}2d^2n/k \quad \frac{R_{\phi}(N)}{N^{2k}} \leq \delta(1 - \gamma)^{2kn(1 - \delta)}2d^2n
\]

then with positive probability none of the events \( A_{u,v} \) and \( B_{g,h} \) occur, in which case the coloring has a chance of being \( \phi \)-injective. Select \( \gamma = 1/2kn \) and \( \delta = 1/2d^2n \). Then it is sufficient that

\[
\frac{1}{N} \leq \frac{1}{8kn} \quad \text{and} \quad \frac{R_{\phi}(N)}{N^{2k}} \leq \frac{1}{8d^2n}
\]

and these are satisfied by the assumptions in the theorem. This proves Theorem 5.1.2.

Chapter 5 is a version of the material appearing in “On sets of integers with restrictions on their products”, *European Journal of Combinatorics*, 51, (2016), 268–274, co-authored with Jacques Verstraëte. The author was the primary investigator and author of this paper.
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Equations and Sum-Product Estimates in Finite Quasifields

“It’s exactly like linear algebra. Linear algebra’s an unbelievably specific subject. And in fact, there’s only, like, two things in all of linear algebra. There’s all these definitions and mumbo-jumbo. But basically, there’s only Gaussian elimination and the eigenvalue problem. And absolutely every single problem in linear algebra is some variant on Gaussian elimination or the eigenvalue problem. And yet despite being able to describe linear algebra in such a banal way, it’s one of the most important subjects in mathematics because of its applications.”

– Jim Agler

6.1 Introduction

Let $R$ be a ring and $A \subset R$. The sum set of $A$ is the set $A + A = \{a + b : a, b \in A\}$, and the product set of $A$ is the set $A \cdot A = \{a \cdot b : a, b \in A\}$. A well-studied problem in arithmetic combinatorics is to prove non-trivial lower bounds on the quantity

$$\max\{|A + A|, |A \cdot A|\}$$
under suitable hypotheses on \( R \) and \( A \). One of the first results of this type is due to Erdős and Szemerédi [33]. They proved that if \( R = \mathbb{Z} \) and \( A \) is finite, then there are positive constants \( c \) and \( \epsilon \), both independent of \( A \), such that

\[
\max\{|A + A|, |A \cdot A|\} \geq c|A|^{1+\epsilon}.
\]

This improves the trivial lower bound of \( \max\{|A + A|, |A \cdot A|\} \geq |A| \). Erdős and Szemerédi conjectured that the correct exponent is \( 2 - o(1) \) where \( o(1) \to 0 \) as \( |A| \to \infty \). Despite a significant amount of research on this problem, this conjecture is still open. For some time the best known exponent was \( 4/3 - o(1) \) due to Solymosi [78] who proved that for any finite set \( A \subset \mathbb{R} \),

\[
\max\{|A + A|, |A \cdot A|\} \geq \frac{|A|^{4/3}}{2(\log |A|)^{1/3}}.
\]

Another case that has received attention is when \( R \) is a finite field. Let \( p \) be a prime and let \( A \subset \mathbb{Z}_p \). Bourgain, Katz, and Tao [13] proved that if \( p^\delta < |A| < p^{1-\delta} \) where \( 0 < \delta < 1/2 \), then

\[
\max\{|A + A|, |A \cdot A|\} \geq c|A|^{1+\epsilon}
\]

for some positive constants \( c \) and \( \epsilon \) depending only on \( \delta \). Hart, Iosevich, and Solymosi [48] obtained bounds that give an explicit dependence of \( \epsilon \) on \( \delta \). Let \( q \) be a power of an odd prime, \( \mathbb{F}_q \) be the finite field with \( q \) elements, and \( A \subset \mathbb{F}_q \). In [48], it is shown that if \( |A + A| = m \) and \( |A \cdot A| = n \), then

\[
|A|^3 \leq \frac{cm^2n|A|}{q} + cq^{1/2}mn
\]

where \( c \) is some positive constant. Inequality (6.2) implies a non-trivial sum-product estimate when \( q^{1/2} \ll |A| \ll q \). The most general setting where a sum-product estimate has been shown to hold is in [81], where Tao shows that such an estimate holds in an arbitrary ring as long as, roughly speaking, \( A \) is not too close to a subring and does not contain too many zero divisors. Using a graph theoretic approach, Vinh [86] and Vu [89] improved (6.2) and as a result, obtained a better sum-product estimate.
Theorem 6.1.1 ([86]). Let \( q \) be a power of an odd prime. If \( A \subset \mathbb{F}_q \), \( |A + A| = m \) and \( |A \cdot A| = n \), then
\[
|A|^2 \leq \frac{mn|A|}{q} + q^{1/2} \sqrt{mn}.
\]

Corollary 6.1.2 ([86]). If \( q \) is a power of an odd prime and \( A \subset \mathbb{F}_q \), then there is a positive constant \( c \) such that the following hold. If \( q^{1/2} \ll |A| < q^{2/3} \), then
\[
\max\{|A + A|, |A \cdot A|\} \geq \frac{c|A|^2}{q^{1/2}}.
\]

If \( q^{2/3} \leq |A| \ll q \), then
\[
\max\{|A + A|, |A \cdot A|\} \geq c(q|A|)^{1/2}.
\]

In the case that \( q \) is a prime, Corollary 6.1.2 was proved by Garaev [41] using exponential sums. Cilleruelo [24] also proved related results using dense Sidon sets in finite groups involving \( \mathbb{F}_q \) and \( \mathbb{F}_q^* \). In particular, versions of Theorem 6.1.3 and (6.3) (see below) are proved in [24], as well as several other results concerning equations in \( \mathbb{F}_q \) and sum-product estimates.

Theorem 6.1.1 was proved using the following Szemerédi-Trotter type theorem in \( \mathbb{F}_q \).

Theorem 6.1.3 ([86]). Let \( q \) be a power of an odd prime. If \( P \) is a set of points and \( L \) is a set of lines in \( \mathbb{F}_q^2 \), then
\[
|\{(p, l) \in P \times L : p \in l\}| \leq \frac{|P||L|}{q} + q^{1/2} \sqrt{|P||L|}.
\]

We remark that a Szemerédi-Trotter type theorem in \( \mathbb{Z}_p \) was obtained in [13] using the sum-product estimate (6.1).

In this chapter, we generalize Theorem 6.1.1, Corollary 6.1.2, and Theorem 6.1.3 to finite quasifields. Any finite field is a quasifield. There are many examples of quasifields which are not fields; see for example, Chapter 5 of [28] or Chapter 9 of [52]. Quasifields appear extensively in the theory of projective planes.

Theorem 6.1.4. Let \( Q \) be a finite quasifield with \( q \) elements. If \( A \subset Q \setminus \{0\} \), \( |A + A| = m \) and \( |A \cdot A| = n \), then
\[
|A|^2 \leq \frac{mn|A|}{q} + q^{1/2} \sqrt{mn}.
\]
Theorem 6.1.4 gives the following sum-product estimate.

**Corollary 6.1.5.** Let $Q$ be a finite quasifield with $q$ elements and $A \subset Q \setminus \{0\}$. There is a positive constant $c$ such that the following hold.

If $q^{1/2} \ll |A| < q^{2/3}$, then

$$\max\{|A + A|, |A \cdot A|\} \geq c \frac{|A|^2}{q^{1/2}}.$$ 

If $q^{2/3} \leq |A| \ll q$, then

$$\max\{|A + A|, |A \cdot A|\} \geq c(q|A|)^{1/2}.$$

From Corollary 6.1.5 we conclude that any algebraic object that is rich enough to coordinatize a projective plane must satisfy a non-trivial sum-product estimate. Following [86], we prove a Szemerédi-Trotter type theorem and then use it to deduce Theorem 6.1.4.

**Theorem 6.1.6.** Let $Q$ be a finite quasifield with $q$ elements. If $P$ is a set of points and $L$ is a set of lines in $Q^2$, then

$$|\{(p, l) \in P \times L : p \in l\}| \leq \frac{|P||L|}{q} + q^{1/2}\sqrt{|P||L|}.$$ 

Another consequence of Theorem 6.1.6 is the following corollary.

**Corollary 6.1.7.** If $Q$ is a finite quasifield with $q$ elements and $A \subset Q$, then there is a positive constant $c$ such that

$$|A \cdot (A + A)| \geq c \min\left\{q, \frac{|A|^3}{q}\right\}.$$ 

Furthermore, if $|A| \gg q^{2/3}$, then one may take $c = 1 + o(1)$.

The next result generalizes Theorem 1.1 from [88].

**Theorem 6.1.8.** Let $Q$ be a finite quasifield with $q$ elements. If $A, B, C \subset Q$, then

$$|A + B \cdot C| \geq q - \frac{q^3}{|A||B||C| + q^2}.$$
Our methods in proving the above results can be used to generalize theorems concerning the solvability of equations over finite fields. Let \( p \) be a prime and let \( A, B, C, D \subset \mathbb{Z}_p \). Sárközy [73] proved that if \( N(A, B, C, D) \) is the number of solutions to \( a + b = cd \) with \( (a, b, c, d) \in A \times B \times C \times D \), then
\[
\left| N(A, B, C, D) - \frac{|A||B||C||D|}{p} \right| \leq p^{1/2} \sqrt{|A||B||C||D|}. \tag{6.3}
\]
In particular, if \( |A||B||C||D| > p^3 \), then there is an \( (a, b, c, d) \in A \times B \times C \times D \) such that \( a + b = cd \). This is best possible up to a constant factor (see [73]). It was generalized to finite fields of odd prime power order by Gyarmati and Sárközy [44], and then by the Vinh [85] to systems of equations over \( \mathbb{F}_q \). Here we generalize the result of Gyarmati and Sárközy to finite quasifields.

**Theorem 6.1.9.** Let \( Q \) be a finite quasifield with \( q \) elements and let \( A, B, C, D \subset Q \). If \( \gamma \in Q \) and \( N_\gamma(A, B, C, D) \) is the number of solutions to \( a + b + \gamma = c \cdot d \) with \( a \in A, b \in B, c \in C, \) and \( d \in D \), then
\[
\left| N_\gamma(A, B, C, D) - \frac{(q + 1)|A||B||C||D|}{q^2 + q + 1} \right| \leq q^{1/2} \sqrt{|A||B||C||D|}.
\]

Theorem 6.1.9 implies the following Corollary which generalizes Corollary 3.5 in [87].

**Corollary 6.1.10.** If \( Q \) is a finite quasifield with \( q \) elements and \( A, B, C, D \subset Q \) with \( |A||B||C||D| > q^3 \), then
\[
Q = A + B + C \cdot D.
\]

We also prove a higher dimensional version of Theorem 6.1.9.

**Theorem 6.1.11.** Let \( d \geq 1 \) be an integer. If \( Q \) is a finite quasifield with \( q \) elements and \( A \subset Q \) with \( |A| > q^{\frac{d+2}{2d+2}} \), then
\[
Q = A + A + \underbrace{A \cdot A + \cdots + A \cdot A}_{d \text{ terms}}.
\]

Another problem considered by Sárközy was the solvability of the equation \( ab + 1 = cd \) over \( \mathbb{Z}_p \). Sárközy [74] proved a result in \( \mathbb{Z}_p \) which was later generalized to the finite field setting in [44].
**Theorem 6.1.12** (Gyarmati, Sárközy). Let \( q \) be a power of a prime and \( A, B, C, D \subset \mathbb{F}_q \).

If \( N(A, B, C, D) \) is the number of solutions to \( ab + 1 = cd \) with \( a \in A, b \in B, c \in C, \) and \( d \in D \), then

\[
\left| N(A, B, C, D) - \frac{|A||B||C||D|}{q} \right| \leq 8q^{1/2}(|A||B||C||D|)^{1/2} + 4q^2.
\]

Our generalization to quasifields is as follows.

**Theorem 6.1.13.** Let \( Q \) be a finite quasifield with \( q \) elements and kernel \( K \). Let \( \gamma \in Q \setminus \{0\} \), and \( A, B, C, D \subset Q \). If \( N_\gamma(A, B, C, D) \) is the number of solutions to \( a \cdot b + c \cdot d = \gamma \), then

\[
\left| N_\gamma(A, B, C, D) - \frac{|A||B||C||D|}{|K|} \right| \leq q \left( \frac{|A||B||C||D|}{|K|} - 1 \right)^{1/2}.
\]

**Corollary 6.1.14.** Let \( Q \) be a quasifield with \( q \) elements whose kernel is \( K \). If \( A, B, C, D \subset Q \) and \( |A||B||C||D| > q^4(|K| - 1)^{-1} \), then

\[
Q \setminus \{0\} \subset A \cdot B + C \cdot D.
\]

By appropriately modifying the argument used to prove Theorem 6.1.13, we can prove a higher dimensional version.

**Theorem 6.1.15.** Let \( Q \) be a finite quasifield with \( q \) elements whose kernel is \( K \). If \( A \subset Q \) and \( |A| > q^{2+\frac{1}{d}}(|K| - 1)^{-1/2d} \), then

\[
Q \setminus \{0\} \subset A \cdot A + \cdots + A \cdot A.
\]

If \( Q \) is a finite field, then \( |K| = q \), and the bounds of Theorems 6.1.13 and 6.1.15 match the bounds obtained by Hart and Iosevich in [47].

The rest of the chapter is organized as follows. In Section 6.2 we collect some preliminary results. Section 6.3 contains the proof of Theorem 6.1.4, 6.1.6, and 6.1.9, as well as Corollary 6.1.5, 6.1.7, and 6.1.10. Section 6.4 contains the proof of Theorems 6.1.8, 6.1.11, 6.1.13, and 6.1.15.
6.2 Preliminaries

We begin this section by recalling the definition of a quasifield. A set $L$ with a binary operation $\cdot$ is called a *loop* if

1. the equation $a \cdot x = b$ has a unique solution in $x$ for every $a, b \in L$,
2. the equation $y \cdot a = b$ has a unique solution in $y$ for every $a, b \in L$, and
3. there is an element $e \in L$ such that $e \cdot x = x \cdot e = x$ for all $x \in L$.

A *left* quasifield $Q$ is a set with two binary operations $+$ and $\cdot$ such that $(Q, +)$ is a group with additive identity 0, $(Q^*, \cdot)$ is a loop where $Q^* = Q \setminus \{0\}$, and the following three conditions hold:

1. $a \cdot (b + c) = a \cdot b + a \cdot c$ for all $a, b, c \in Q$,
2. $0 \cdot x = 0$ for all $x \in Q$, and
3. the equation $a \cdot x = b \cdot x + c$ has exactly one solution for every $a, b, c \in Q$ with $a \neq b$.

We use 1 to denote the identity in the loop $(Q^*, \cdot)$. It is a consequence of the definition that $(Q, +)$ must be an abelian group. One also has $x \cdot 0 = 0$ and $x \cdot (-y) = -(x \cdot y)$ for all $x, y \in Q$ (see [52], Lemma 7.1). For more on quasifields, see Chapter 9 of [52]. A *right* quasifield is required to satisfy the right distributive law instead of the left distributive law. The *kernel* $K$ of a quasifield $Q$ is the set of all elements $k \in Q$ that satisfy

1. $(x + y) \cdot k = x \cdot k + y \cdot k$ for all $x, y \in Q$, and
2. $(x \cdot y) \cdot k = x \cdot (y \cdot k)$ for all $x, y \in Q$.

Note that $(K, +)$ is an abelian subgroup of $(Q, +)$ and $(K^*, \cdot)$ is a group.

**Lemma 6.2.1.** If $a \in Q$ and $\lambda \in K$, then $-(a \cdot \lambda) = (-a) \cdot \lambda$. 

Proof. First we show that $a \cdot (-1) = -a$. Indeed, $a \cdot (1 + (-1)) = a \cdot 0 = 0$ and so $a + a \cdot (-1) = 0$. We conclude that $-a = a \cdot (-1)$. If $\lambda \in K$, then

$$-(a \cdot \lambda) = a \cdot (-\lambda) = a \cdot (0 - \lambda) = a \cdot ((0 - 1) \cdot \lambda) = (a \cdot (0 - 1)) \cdot \lambda = (0 + a \cdot (-1)) \cdot \lambda = (-a) \cdot \lambda.$$ 


For the rest of this section, we assume that $Q$ is a finite quasifield with $|Q| = q$. We can construct a projective plane $\Pi = (\mathcal{P}, \mathcal{L}, \mathcal{I})$ that is coordinatized by $Q$. We will follow the notation of [52] and refer the reader to Chapter 5 of [52] for more details. Let $\infty$ be a symbol not in $Q$. The points of $\Pi$ are

$$\mathcal{P} = \{(x, y) : x, y \in Q\} \cup \{(x) : x \in Q\} \cup \{\infty\}.$$

The lines of $\Pi$ are

$$\mathcal{L} = \{[m, k] : m, k \in Q\} \cup \{[m] : m \in Q\} \cup \{[\infty]\}.$$

The incidence relation $\mathcal{I}$ is defined according to the following rules:

1. $(x, y) \mathcal{I} [m, k]$ if and only if $m \cdot x + y = k$,
2. $(x, y) \mathcal{I} [k]$ if and only if $x = k$,
3. $(x) \mathcal{I} [m, k]$ if and only if $x = m$,
4. $(x) \mathcal{I} [\infty]$ for all $x \in Q$, $(\infty) \mathcal{I} [k]$ for all $k \in Q$, and $(\infty) \mathcal{I} [\infty]$.

Since $|Q| = q$, the plane $\Pi$ has order $q$.

Next we associate a graph to the plane $\Pi$. Let $G(\Pi)$ be the bipartite graph with parts $\mathcal{P}$ and $\mathcal{L}$ where $p \in \mathcal{P}$ is adjacent to $l \in \mathcal{L}$ if and only if $p \mathcal{I} l$ in $\Pi$. The first lemma is known (see [14], page 432).

Lemma 6.2.2. The graph $G(\Pi)$ has eigenvalues $q + 1$ and $-(q + 1)$, each with multiplicity one. All other eigenvalues of $G(\Pi)$ are $\pm q^{1/2}$.

The next lemma is a bipartite discrepancy inequality.
Lemma 6.2.3 (Bipartite Expander Mixing Lemma). Let $G$ be a $d$-regular bipartite graph on $2n$ vertices with parts $X$ and $Y$. Let $M$ be the adjacency matrix of $G$. Let $d = \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{2n} = -d$ be the eigenvalues of $M$ and define $\lambda = \max_{i \neq 1,2n} |\lambda_i|$. If $S \subset X$ and $T \subset Y$, then

$$\left| e(S,T) - \frac{d|S||T|}{n} \right| \leq \lambda \sqrt{|S||T|}.$$  

Proof. Assume that the columns of $M$ have been been ordered so that the columns corresponding to the vertices of $X$ come before the columns corresponding to the vertices of $Y$. For a subset $B \subset V(G)$, let $\chi_B$ be the characteristic vector for $B$. Let \{ $x_1, \ldots, x_{2n}$ \} be an orthonormal set of eigenvectors for $M$. Note that since $G$ is a $d$-regular bipartite graph, we have

$$x_1 = \frac{1}{\sqrt{2n}} (\chi_X + \chi_Y), \quad (6.4)$$

$$x_{2n} = \frac{1}{\sqrt{2n}} (\chi_X - \chi_Y). \quad (6.5)$$

Now $\chi_S^T M \chi_T = e(S,T)$. Expanding $\chi_S$ and $\chi_T$ as linear combinations of eigenvectors yields

$$e(S,T) = \left( \sum_{i=1}^{2n} \langle \chi_S, x_i \rangle x_i \right)^T M \left( \sum_{i=1}^{2n} \langle \chi_T, x_i \rangle x_i \right) = \sum_{i=1}^{2n} \langle \chi_S, x_i \rangle \langle \chi_T, x_i \rangle \lambda_i.$$ 

Now by (6.4) and (6.5), $\langle \chi_S, x_1 \rangle = \langle \chi_S, x_{2n} \rangle = \frac{1}{\sqrt{2n}} |S|$ and $\langle \chi_T, x_1 \rangle = -\langle \chi_T, x_{2n} \rangle = \frac{1}{\sqrt{2n}} |T|$. Since $\lambda_1 = -\lambda_{2n} = d$, we have

$$\left| e(S,T) - \frac{2d|S||T|}{2n} \right| = \left| \sum_{i=2}^{2n-1} \langle \chi_S, x_i \rangle \langle \chi_T, x_i \rangle \lambda_i \right|$$

$$\leq \lambda \sum_{i=2}^{2n-1} |\langle \chi_S, x_i \rangle \langle \chi_T, x_i \rangle|$$

$$\leq \lambda \left( \sum_{i=2}^{2n-1} |\langle \chi_S, x_i \rangle|^2 \right)^{1/2} \left( \sum_{i=2}^{2n-1} |\langle \chi_T, x_i \rangle|^2 \right)^{1/2}.$$ 

Where the last inequality is by Cauchy-Schwarz. Finally by the Pythagorean Theorem,

$$\sum_{i=2}^{2n-1} |\langle \chi_S, x_i \rangle|^2 = |S| - \frac{2|S|^2}{2n} < |S|$$
and
\[
\sum_{i=2}^{2n-1} \langle \chi_T, x_i \rangle^2 = |T| - \frac{2|T|^2}{2n} < |T|.
\]

Combining Lemmas 6.2.2 and 6.2.3 gives the next lemma.

**Lemma 6.2.4.** For any $S \subset P$ and $T \subset L$,
\[
\left| e(S, T) - \frac{(q + 1)|S||T|}{q^2 + q+1} \right| \leq q^{1/2} \sqrt{|S||T|}
\]
where $e(S, T)$ is the number of edges in $G(\Pi)$ with one endpoint in $S$ and the other in $T$.

We now state precisely what we mean by a line in $Q^2$.

**Definition 6.2.5.** Given $a, b \in Q$, a line in $Q^2$ is a set of the form
\[
\{(x, y) \in Q^2 : y = b \cdot x + a\} \text{ or } \{(a, y) : y \in Q\}.
\]

When multiplication is commutative, $b \cdot x + a = x \cdot b + a$. In general, the binary operation $\cdot$ need not be commutative and so we write our lines with the slope on the left.

The next lemma is due to Elekes [30] (see also [82], page 315). In working in a (left) quasifield, which is not required to satisfy the right distributive law, some care must be taken with algebraic manipulations.

**Lemma 6.2.6.** Let $A \subset Q^*$. There is a set $P$ of $|A + A||A \cdot A|$ points and a set $L$ of $|A|^2$ lines in $Q^2$ such that there are at least $|A|^3$ incidences between $P$ and $L$.

**Proof.** Let $P = (A + A) \times (A \cdot A)$ and
\[
l(a, b) = \{(x, y) \in Q^2 : y = b \cdot x - b \cdot a\}.
\]

Let $L = \{l(a, b) : a, b \in A\}$. The statement that $|P| = |A + A||A \cdot A|$ is clear from the definition of $P$. Suppose $l(a, b)$ and $l(c, d)$ are elements of $L$ and $l(a, b) = l(c, d)$. We claim that $(a, b) = (c, d)$. In a quasifield, one has $x \cdot 0 = 0$ for every $x$, and
\( x \cdot (-y) = -(x \cdot y) \) for every \( x \) and \( y \) ([52], Lemma 7.1). The line \( l(a, b) \) contains the points \((0, -b \cdot a)\) and \((1, b - b \cdot a)\). Furthermore, these are the unique points in \( l(a, b) \) with first coordinate 0 and 1, respectively. Similarly, the line \( l(c, d) \) contains the points \((0, -d \cdot c)\) and \((1, d - d \cdot c)\). Since \( l(a, b) = l(c, d) \), we must have that \(-b \cdot a = -d \cdot c\) and \(b - b \cdot a = d - d \cdot c\). Thus, \( b = d \) and so \( b \cdot a = b \cdot c\). We can rewrite this equation as \( b \cdot a - b \cdot c = 0 \). Since \(-x \cdot y = x \cdot (-y)\) and \( Q \) satisfies the left distributive law, we have \( b \cdot (a - c) = 0 \). If \( a = c \), then \((a, b) = (c, d)\) and we are done. Assume that \( a \neq c \) so that \( a - c \neq 0 \). Then we must have \( b = 0 \) for if \( b \neq 0 \), then the product \( b \cdot (a - c) \) would be contained in \( Q^* \) as multiplication is a binary operation on \( Q^* \). Since \( A \subset Q^* \), we have \( b \neq 0 \). It must be the case that \( a = c \). We conclude that each pair \((a, b) \in A^2\) determines a unique line in \( L \) and so \(|L| = |A|^2\).

Consider a triple \((a, b, c) \in A^3\). The point \((a + c, b \cdot c)\) belongs to \( P \) and is incident to \( l(a, b) \in L \) since

\[
    b \cdot (a + c) - b \cdot a = b \cdot a + b \cdot c - b \cdot a = b \cdot c.
\]

Each triple in \( A^3 \) generates an incidence and so there are at least \(|A|^3\) incidences between \( P \) and \( L \).

\[\square\]

6.3 Proof of Theorem 6.1.4, 6.1.6, and 6.1.9

Throughout this section, \( Q \) is a finite quasifield with \( q \) elements, \( \Pi = (P, \mathcal{L}, \mathcal{I}) \) is the the projective plane coordinatized by \( Q \) as in Section 6.2. The graph \( \mathcal{G}(\Pi) \) is the bipartite graph defined before Lemma 6.2.2 in Section 6.2.

Proof of Theorem 6.1.6. Let \( P \subset Q^2 \) be a set of points and view \( P \) as a subset of \( \mathcal{P} \). Let \( r(a, b) = \{(x, y) \in Q^2 : y = b \cdot x + a\} \), \( R \subset Q^2 \), and let

\[
    L = \{r(a, b) : (a, b) \in R\}
\]

be a collection of lines in \( Q^2 \). The point \( p = (p_1, p_2) \) in \( P \) is incident to the line \( r(a, b) \) in \( L \) if and only if \( p_2 = b \cdot p_1 + a \). This however is equivalent to
\((p_1, -p_2)I[b, -a]\) in \(\Pi\). If \(S = \{(p_1, -p_2) : (p_1, p_2) \in P\}\) and \(T = \{(b, -a) : (a, b) \in R\}\), then

\[
|\{(p, l) \in P \times L : p \in l\}| = e(S, T)
\]

where \(e(S, T)\) is the number of edges in \(G(\Pi)\) with one endpoint in \(S\) and the other in \(T\). By Lemma 6.2.4,

\[
|\{(p, l) \in P \times L : p \in l\}| \leq \frac{|S||T|}{q} + q^{1/2} \sqrt{|S||T|}
\]

which proves Theorem 6.1.6. \(\square\)

**Proof of Theorem 6.1.4 and Corollary 6.1.5.** Let \(A \subset Q^*\). Let \(S = (A + A) \times (A \cdot A)\). We view \(S\) as a subset of \(P\). Let \(s(a, b) = \{(x, y) \in Q^2 : y = b \cdot x - b \cdot a\}\) and \(L = \{s(a, b) : a, b \in A\}\).

By Lemma 6.2.6, \(|L| = |A|^2\) and there are at least \(|A|^3\) incidences between \(S\) and \(L\). Let \(T = \{[-b, -b \cdot a] : a, b \in A\}\) and \(T\) is a subset of \(L\). By Lemma 6.2.4,

\[
e(S, T) \leq \frac{|S||T|}{q} + q^{1/2} \sqrt{|S||T|}.
\]

We have \(|L| = |T| = |A|^2\). If \(m = |A + A|\) and \(n = |A \cdot A|\), then

\[
e(S, T) \leq \frac{mn|A|^2}{q} + q^{1/2} |A| \sqrt{mn}.
\]

Next we find a lower bound on \(e(S, T)\). By construction, an incidence between \(S\) and \(L\) corresponds to an edge between \(S\) and \(T\) in \(G(\Pi)\). To see this, note that \((x, y) \in S\) is incident to \(s(a, b) \in L\) if and only if \(y = b \cdot x - b \cdot a\). This is equivalent to the equation \(-b \cdot x + y = -b \cdot a\) which holds if and only if \((x, y)\) is adjacent to \([-b, -b \cdot a]\) in \(G(\Pi)\). Thus,

\[
|A|^3 \leq e(S, T) \leq \frac{mn|A|^2}{q} + q^{1/2} |A| \sqrt{mn}.
\]  \(\text{(6.6)}\)

To prove Corollary 6.1.5, observe that from (6.6), we have

\[
|A + A||A \cdot A| \geq \min \left\{ cq|A|, \frac{c|A|^4}{q} \right\}
\]

where \(c\) is any real number with \(c + c^{1/2} < 1\). If \(x = \max\{|A + A|, |A \cdot A|\}\), then \(x \geq \min\{(cq|A|)^{1/2}, \frac{c^{1/2}|A|^2}{q^{1/2}}\}\) and Corollary 6.1.5 follows from this inequality. \(\square\)
Proof of Corollary 6.1.7. Let \( A \subset Q \), \( P = A \times (A \cdot (A + A)) \),
\[
l(b, c) = \{(x, y) \in Q^2 : y = b \cdot (x + c)\},
\]
and \( L = \{l(b, c) : b, c \in A\} \). Then \(|P| = |A||A \cdot (A + A)|\), \(|L| = |A|^2\), and \( L \) is a set of lines in \( Q^2 \). Let \( z = |A \cdot (A + A)| \). Observe that each \( l(b, c) \in L \) contains at least \(|A|\) points from \( P \). By Theorem 6.1.6,
\[
|A|^3 \leq \frac{|P| |L|}{q} + q^{1/2} \sqrt{|P||L|} = \frac{|A|^3 z}{q} + q^{1/2}|A|^{3/2}z^{1/2}.
\]
This implies that \( q|A|^{3/2} \leq |A|^{3/2}z + q^{3/2} \sqrt{z} \). Therefore,
\[
\sqrt{z} \geq \frac{-q^{3/2} + \sqrt{q^3 + 4|A|^3q}}{2|A|^{3/2}} = \frac{4|A|^3q}{2|A|^{3/2}(q^{3/2} + \sqrt{q^3 + 4|A|^3q})},
\]
which implies that
\[
|A \cdot (A + A)| \geq c \min \left\{ q, \frac{|A|^3}{q} \right\}.
\]
We note that if \(|A| \gg q^{2/3}\) then we can take \( c = 1 + o(1) \). \(\square\)

Proof of Theorem 6.1.9 and Corollary 6.1.10. Let \( A, B, C, D \subset Q \). Consider the sets \( P = \{(d, -a) : d \in D, a \in A\} \) and \( L = \{[c, b + \gamma] : c \in C, b \in B\} \). An edge between \( P \) and \( L \) in \( Q(\Pi) \) corresponds to a solution to \( c \cdot d + (-a) = b + \gamma \) with \( c \in C, d \in D, a \in A, \) and \( b \in B \). Therefore, \( e(P, L) \) is precisely the number of solutions to \( a + b + \gamma = c \cdot d \) with \((a, b, c, d) \in A \times B \times C \times D \). Observe that \(|P| = |D||A|\) and \(|L| = |C||B|\). By Lemma 6.2.4,
\[
\left| N_\gamma(A, B, C, D) - \frac{(q + 1)|A||B||C||D|}{q^2 + q + 1} \right| \leq q^{1/2} \sqrt{|A||B||C||D|}.
\]
To obtain Corollary 6.1.10, apply Theorem 6.1.9 with \( A, B, C, \) and \(-D\). For any \(-\gamma \in Q\), the number of \((a, b, c, -d) \in A \times B \times C \times (-D)\) with \( a + b - \gamma = c \cdot (-d) \) is at least
\[
\frac{(q + 1)|A||B||C||-D|}{q^2 + q + 1} - q^{1/2} \sqrt{|A||B||C||-D|}.
\]
When \(|A||B||C||D| > q^3\), (6.7) is positive and so we have a solution to \( a + b - \gamma = c \cdot (-d) \). Since this equation is equivalent to \( a + b + c \cdot d = \gamma \) and \( \gamma \) was arbitrary, we get
\[
Q = A + B + C \cdot D.
\] \(\square\)
6.4 Proof of Theorems 6.1.8, 6.1.11, 6.1.13, and 6.1.15

Let $Q$ be a finite quasifield with $q$ elements and let $K$ be the kernel of $Q$. Let $d \geq 1$ be an integer and $\gamma \in Q$. The product graph, denoted $\mathcal{DP}_Q(d, \gamma)$, is the bipartite graph with parts $X$ and $Y$ where $X$ and $Y$ are disjoint copies of $Q^{d+1}$. The vertex $(x_1, \ldots, x_{d+1})_X \in X$ is adjacent to $(y_1, \ldots, y_{d+1})_Y \in Y$ if and only if
\[ x_{d+1} + \gamma = x_1 \cdot y_1 + x_2 \cdot y_2 + \cdots + x_d \cdot y_d + y_{d+1}. \] (6.8)

**Lemma 6.4.1.** The graph $\mathcal{DP}_Q(d, \gamma)$ is $q^d$-regular.

*Proof.* Fix a vertex $(x_1, \ldots, x_{d+1})_X \in X$. We can choose $y_1, \ldots, y_d$ arbitrarily and then (6.8) gives a unique solution for $y_{d+1}$. Therefore, $(x_1, \ldots, x_{d+1})_X$ has degree $q^d$. A similar argument shows that every vertex in $Y$ has degree $q^d$. \hfill \Box

**Lemma 6.4.2.** If $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$ are the eigenvalues of $\mathcal{DP}_Q(d, \gamma)$, then $|\lambda| \leq q^{d/2}$ where $\lambda = \max_{i \neq 1, n} |\lambda_i|$.\hfill \Box

*Proof.* Let $M$ be the adjacency matrix of $\mathcal{DP}_Q(d, \gamma)$. Assume that the first $q^{d+1}$ rows/columns of $M$ correspond to the vertices of $X$. We can write
\[ M = \begin{pmatrix} 0 & N \\ NT & 0 \end{pmatrix} \]
where $N$ is the $q^{d+1} \times q^{d+1}$ matrix whose $(x_1, \ldots, x_{d+1})_X \times (y_1, \ldots, y_{d+1})_Y$-entry is 1 if (6.8) holds, and is 0 otherwise. Let $J$ be the $q^{d+1} \times q^{d+1}$ matrix of all 1’s and let
\[ P = \begin{pmatrix} 0 & J \\ J & 0 \end{pmatrix}. \]

We claim that
\[ M^3 = q^d M + q^d (q^{d-1} - 1) P. \] (6.9)

The $(x, y)$-entry of $M^3$ is the number of walks of length 3 from $x = (x_1, \ldots, x_{d+1})_X$ to $y = (y_1, \ldots, y_{d+1})_Y$. Suppose that $xy'x'y$ is such a walk where
\[ y' = (y'_1, \ldots, y'_{d+1})_Y \quad \text{and} \quad x' = (x'_1, \ldots, x'_{d+1})_X. \]
By Lemma 6.4.1, there are \(q^d\) vertices \(x' \in X\) such that \(x'\) is adjacent to \(y\). In order for \(xy'y'x\) to be a walk of length 3, \(y'\) must be adjacent to both \(x\) and \(x'\) so we need
\[
x_{d+1} = x_1 \cdot y'_1 + \cdots + x_d \cdot y'_d + y'_{d+1} \quad (6.10)
\]
and
\[
x'_{d+1} = x'_1 \cdot y'_1 + \cdots + x'_d \cdot y'_d + y'_{d+1}. \quad (6.11)
\]
We want to count the number of \(y'\) that satisfy both (6.10) and (6.11). We consider two cases.

Case 1: \(x\) is not adjacent to \(y\).

If \(x_i = x'_i\) for \(1 \leq i \leq d\), then (6.10) and (6.11) imply that \(x_{d+1} = x'_{d+1}\). This implies \(x = x'\) and so \(x\) is adjacent to \(y\) but this contradicts our assumption that \(x\) is not adjacent to \(y\). Therefore, \(x_i \neq x'_i\) for some \(1 \leq i \leq d\). Without loss of generality, assume that \(x_1 \neq x'_1\). Subtracting (6.11) from (6.10) gives
\[
x_{d+1} - x'_{d+1} = x_1 \cdot y'_1 + \cdots + x_d \cdot y'_d - x'_1 \cdot y'_1 - \cdots - x'_d \cdot y'_d. \quad (6.12)
\]
Choose \(y'_2, \ldots, y'_d \in Q\). Since \(Q\) is a quasifield and \(x_1 - x'_1 \neq 0\), there is a unique solution for \(y'_1\) in (6.12). Equation (6.10) then gives a unique solution for \(y'_{d+1}\) and so there are \(q^{d-1}\) choices for \(y' = (y'_1, \ldots, y'_{d+1})_Y\) for which both (6.10) and (6.11) hold. In this case, the number of walks of length 3 from \(x\) to \(y\) is \((q^d - 1)q^{d-1}\) since \(x'\) may be chosen in \(q^d - 1\) ways as we require \((x'_1, x'_2, \ldots, x'_d) \neq (x_1, x_2, \ldots, x_d)\) otherwise \(x = x'\).

Case 2: \(x\) is adjacent to \(y\).

The same counting as in Case 1 shows that there are \((q^d - 1)q^{d-1}\) paths \(xy'x'x\) with \(x \neq x'\). By Lemma 6.4.1, there are \(q^d\) paths of the form \(xy'xy\) since the degree of \(x\) is \(q^d\).

From the two cases, we deduce that
\[
M^3 = q^d M + q^{d-1}(q^d - 1)P.
\]
Let \(\lambda_j\) be an eigenvalue of \(M\) with \(j \neq 1\) and \(j \neq n\). Let \(v_j\) be an eigenvector for \(\lambda_j\). Since \(v_j\) is orthogonal to \(\chi_X + \chi_Y\) and \(\chi_X - \chi_Y\), we have \(Pv_j = 0\) and so
\[
M^3 v_j = q^d M v_j.
\]
This gives $\lambda_j^3 = q^d \lambda_j$ so $|\lambda_j| \leq q^{d/2}$. \hfill \Box

**Proof of Theorem 6.1.8.** Let $A, B, C \subseteq Q$ where $Q$ is a finite quasifield with $q$ elements. Given $\gamma \in Q$, let

$$Z_\gamma = \{(a, b, c) \in A \times B \times C : a + b \cdot c = \gamma\}.$$ 

We have $\sum_\gamma |Z_\gamma| = |A||B||C|$ so by the Cauchy-Schwarz inequality,

$$|A|^2|B|^2|C|^2 = \left(\sum_\gamma |Z_\gamma|\right)^2 \leq |A + B \cdot C| \sum_\gamma |Z_\gamma|^2.$$  \hspace{1cm} (6.13)

Let $x = \sum_\gamma |Z_\gamma|^2$. By (6.13),

$$|A + B \cdot C| \geq \frac{|A|^2|B|^2|C|^2}{x}.$$  \hspace{1cm} (6.14)

The integer $x$ is the number of ordered triples $(a, b, c), (a', b', c')$ in $A \times B \times C$ such that $a + b \cdot c = a' + b' \cdot c'$. This equation can be rewritten as

$$a = b \cdot (-c) + b' \cdot c' + a'.$$

This is equivalent to the statement that $(b, b', a)_X$ is adjacent to $(-c, c', a')_Y$ in the graph $\mathcal{DP}_Q(2, 0)$. Thus, $x$ is the number of edges between the sets

$$S = \{(b, b', a)_X : a \in A, b, b' \in B\}$$

and

$$T = \{(-c, c', a')_Y : a' \in A, c, c' \in C\}$$

in $\mathcal{DP}_Q(2, 0)$. By Lemma 6.2.4 and Lemma 6.4.2,

$$x = e(S, T) \leq \frac{|S||T|}{q} + q^{1/2}\sqrt{|S||T|}.$$ 

This inequality together with (6.14) gives

$$\frac{|A|^2|B|^2|C|^2}{|A + B \cdot C|} \leq x \leq \frac{|A|^2|B|^2|C|^2}{q} + q|A||B||C|$$

from which we deduce

$$|A + B \cdot C| \geq q - \frac{q^3}{|A||B||C| + q^2}.$$ 

\hfill \Box
**Proof of Theorem 6.1.11.** Let $A \subset Q$, $S = A \times \cdots \times A \times (-A) \subset Q^{d+1}$, and $T = A \times \cdots \times A \times A \subset Q^{d+1}$. View $S$ as a subset $X$ and $T$ as a subset of $Y$ in the graph $\mathcal{D}P_Q(\gamma, d)$. By Lemmas 6.2.4 and 6.4.2, 
\[ |e(S, T) - q^d|S||T| | \leq 2q^{d/2} \sqrt{|S||T|}. \]
An edge between $S$ and $T$ corresponds to a solution to 
\[-a_{d+1} + \gamma = a_1 \cdot a'_1 + \cdots + a_d \cdot a'_d + a'_{d+1} \]
with $a_i, a'_i \in A$. If $|A| > q^{d+2}/2$, then $e(S, T) > 0$. Since $\gamma$ is an arbitrary element of $Q$, we get 
\[ Q = A + A + A + \cdots + A \cdot A \]
which completes the proof of Theorem 6.1.11. \[ \square \]

**Proof of Theorem 6.1.13.** We will work in the graph $\mathcal{D}P_Q(2, 0)$. Let $\gamma \in Q^*$ and $A, B, C, D \subset Q$. For each pair $(b, d) \in B \times D$, define 
\[ L_\gamma(b, d) = \{(b \cdot \lambda, d \cdot \lambda, -\gamma \cdot \lambda)_Y : \lambda \in K^*\}. \]

**Claim 1:** If $(a, c) \in A \times C$ and $a \cdot b + c \cdot d = \gamma$, then $(a, c, 0)_X$ is adjacent to every vertex in $L_\gamma(b, d)$.

**Proof.** Assume $(a, c) \in A \times C$ satisfies $a \cdot b + c \cdot d = \gamma$. If $\lambda \in K^*$, then 
\[ a \cdot (b \cdot \lambda) + c \cdot (d \cdot \lambda) = (a \cdot b) \cdot \lambda + (c \cdot d) \cdot \lambda = (a \cdot b + c \cdot d) \cdot \lambda = \gamma \cdot \lambda. \]
Therefore, $0 = a \cdot (b \cdot \lambda) + c \cdot (d \cdot \lambda) - \gamma \cdot \lambda$ which shows that $(a, c, 0)_X$ is adjacent to $(b \cdot \lambda, d \cdot \lambda, -\gamma \cdot \lambda)_Y$.

**Claim 2:** If $(b_1, d_1) \neq (b_2, d_2)$, then $L_\gamma(b_1, d_1) \cap L_\gamma(b_2, d_2) = \emptyset$.

**Proof.** Suppose that $L_\gamma(b_1, d_1) \cap L_\gamma(b_2, d_2) \neq \emptyset$. There are elements $\lambda, \beta \in K^*$ such that 
\[ (b_1 \cdot \lambda, d_1 \cdot \lambda, -\gamma \cdot \lambda)_Y = (b_2 \cdot \beta, d_2 \cdot \beta, -\gamma \cdot \beta)_Y. \]
This implies
\[ b_1 \cdot \lambda = b_2 \cdot \beta, \quad d_1 \cdot \lambda = d_2 \cdot \beta, \quad \text{and} \quad \gamma \cdot \lambda = \gamma \cdot \beta. \]

Since \( \gamma \cdot \lambda = \gamma \cdot \beta \), we have \( \gamma \cdot (\lambda - \beta) = 0 \). As \( \gamma \neq 0 \), we must have \( \lambda = \beta \) so \( b_1 \cdot \lambda = b_2 \cdot \beta = b_2 \cdot \lambda \). Using Lemma 6.2.1,
\[ 0 = b_1 \cdot \lambda - (b_2 \cdot \lambda) = b_1 \cdot \lambda + (-b_2) \cdot \lambda = (b_1 - b_2) \cdot \lambda. \]

Since \( \lambda \neq 0 \), we have \( b_1 = b_2 \). A similar argument shows that \( d_1 = d_2 \).

Let \( S = \{(a, c, 0) \in X : a \in A, c \in C\} \) and
\[ T = \bigcup_{(b, d) \in B \times D} L_\gamma(b, d). \]

The number of edges between \( S \) and \( T \) in \( \mathcal{DP}_Q(2, 0) \) is \( N_\gamma(|K| - 1) \) where \( N_\gamma \) is the number of 4-tuples \((a, b, c, d) \in A \times B \times C \times D\) such that \( a \cdot b + c \cdot d = \gamma \).

Furthermore \(|S| = |A||C|\) and \(|T| = |B||D|(|K| - 1)\) by Claim 2. By Lemmas 6.2.4 and 6.4.2,
\[ \left| N_\gamma(|K| - 1) - \frac{|S||T|}{q} \right| \leq q \sqrt{|S||T|}. \quad (6.15) \]

This equation is equivalent to
\[ \left| N_\gamma - \frac{|A||B||C||D|}{q} \right| \leq q \left( \frac{|A||B||C||D|}{|K| - 1} \right)^{1/2} \]

which completes the proof of Theorem 6.1.13.

The proof of Theorem 6.1.15 is similar to the proof of Theorem 6.1.13. Instead of working with the graph \( \mathcal{DP}_Q(2, 0) \), one works with the graph \( \mathcal{DP}_Q(d, 0) \). One counts edges between the sets
\[ S = \{(a_1', \ldots, a_d', 0) \in X : a_i' \in A\} \]
and
\[ T = \bigcup_{(a_1, \ldots, a_d) \in A^d} L_\gamma(a_1, \ldots, a_d) \]
where \( L_\gamma(a_1, \ldots, a_d) = \{(a_1 \cdot \lambda, \ldots, a_d \cdot \lambda, -\gamma \cdot \lambda) : \lambda \in K^* \} \). The remaining details are left to the reader.

Chapter 6 is a version of the material in “A Szemerédi-Trotter type theorem, sum-product estimates in finite quasifields, and related results”, co-authored with Thang Pham, Craig Timmons, and Le Anh Vinh, which has been submitted for publication. The author was one of the primary investigators and authors of this paper.
7 Fano Subplanes of Projective Planes

“The survival of finite geometry as an active field of study depends on someone finding a finite projective plane of a non-prime-power order.”
– Gary Ebert

7.1 Introduction

A fundamental question in incidence geometry is about the subplane structure of projective planes. There are relatively few results concerning when a projective plane of order \( k \) is a subplane of a projective plane of order \( n \). Neumann [67] found Fano subplanes in certain Hall planes, which led to the conjecture that every finite non-Desargesian plane contains \( PG(2,2) \) as a subplane (this conjecture is widely attributed to Neumann, though it does not appear in her work).

Johnson [53] and Fisher and Johnson [36] showed the existence of Fano subplanes in many translation planes. Petrak [71] showed that Figueroa planes contain \( PG(2,2) \) and Caliskan and Petrak [17] showed that Figueroa planes of odd order contain \( PG(2,3) \). Caliskan and Moorhouse [16] showed that all Hughes planes contain \( PG(2,2) \) and that the Hughes plane of order \( q^2 \) contains \( PG(2,3) \) if \( q \equiv 5 \) (mod 6). We prove the following.
Theorem 7.1.1. Let $\Pi$ be a finite projective plane of even order which admits an orthogonal polarity. Then $\Pi$ contains a Fano subplane.

Ganley [40] showed that a finite semifield plane admits an orthogonal polarity if and only if it can be coordinatized by a commutative semifield. A result of Kantor [54] implies that the number of nonisomorphic planes of order $n$ a power of 2 that can be coordinatized by a commutative semifield is not bounded above by any polynomial in $n$. Thus, Theorem 7.1.1 applies to many projective planes.

7.2 Proof of Theorem 7.1.1

We collect some definitions and results first. Let $\Pi = (P, L, I)$ be a projective plane of order $n$. We write $p \in I$ or say $p$ is on $l$ if $(p, l) \in I$. Let $\pi$ be a polarity of $\Pi$. That is, $\pi$ maps points to lines and lines to points, $\pi^2$ is the identity function, and $\pi$ respects incidence. Then one may construct the polarity graph $G_\pi^o$ as follows. $V(G_\pi^o) = P$ and $p \sim q$ if and only if $p \in \pi(q)$. That is, the neighborhood of a vertex $p$ is the line $\pi(p)$ that $p$ gets mapped to under the polarity. If $p \in \pi(p)$, then $p$ is an absolute point and the vertex $p$ will have a loop on it. A polarity is orthogonal if exactly $n + 1$ points are absolute. We note that as neighborhoods in the graph represent lines in the geometry, each vertex in $G_\pi^o$ has exactly $n + 1$ neighbors (if $v$ is an absolute point, it has exactly $n$ neighbors other than itself). We provide proofs of the following preliminary observations for completeness.

Lemma 7.2.1. Let $\Pi$ be a projective plane with polarity $\pi$, and $G_\pi^o$ be the associated polarity graph.

(a) For all $u, v \in V(G_\pi^o)$, $u$ and $v$ have exactly 1 common neighbor.

(b) $G_\pi^o$ is $C_4$ free.

(c) If $u$ and $v$ are two absolute points of $G_\pi^o$, then $u \not\sim v$.

(d) If $v \in V(G_\pi^o)$, then the neighborhood of $v$ induces a graph of maximum degree at most 1.
(e) Let $e = uv$ be an edge of $G_π^o$ such that neither $u$ nor $v$ is an absolute point. Then $e$ lies in a unique triangle in $G_π^o$.

Proof. To prove (a), let $u$ and $v$ be an arbitrary pair of vertices in $V(G_π^o)$. Because $Π$ is a projective plane, $π(u)$ and $π(v)$ meet in a unique point. This point is the unique vertex in the intersection of the neighborhood of $u$ and the neighborhood of $v$. (b) and (c) follow from (a).

To prove (d), if there is a vertex of degree at least 2 in the graph induced by the neighborhood of $v$, then $G_π^o$ contains a 4-cycle, a contradiction by (b).

Finally, let $u \sim v$ and neither $u$ nor $v$ an absolute point. Then by (a) there is a unique vertex $w$ adjacent to both $u$ and $v$. Now $uvw$ is the purported triangle, proving (e).

Proof of Theorem 7.1.1. We will now assume $Π$ is a projective plane of even order $n$, that $π$ is an orthogonal polarity, and that $G_π^o$ is the corresponding polarity graph (including loops). Since $n$ is even and $π$ is orthogonal, a classical theorem of Baer ([9], see also Theorem 12.6 in [52]) says that the $n + 1$ absolute points under $π$ all lie on one line. Let $a_1, \ldots, a_{n+1}$ be the set of absolute points and let $l$ be the line containing them. Then there is some $p \in \mathcal{P}$ such that $π(l) = p$. This means that in $G_π^o$, the neighborhood of $p$ is exactly the set of points $\{a_1, \ldots, a_{n+1}\}$. For $1 \leq i \leq n + 1$, let $N_i$ be the neighborhood of $a_i$ (note that $a_i \in N_i$). Then by Lemma 7.2.1.b, $N_i \cap N_j = \{p\}$ if $i \neq j$. Further, counting gives that

$$V(G_π^o) = \bigcup_{i=1}^{n+1} N_i. \quad (7.1)$$

Let $ER^o_2$ be the graph on 7 points which is the polarity graph (with loops) of $PG(2, 2)$ under the orthogonal polarity (Figure 7.2).

Lemma 7.2.2. If $ER^o_2$ is a subgraph of $G_π^o$, then $Π$ contains a Fano subplane.

Proof. Let $v_1, \ldots, v_7$ be the vertices of a subgraph $ER^o_2$ of $G_π^o$. Let $l_i = π(v_i)$ for $1 \leq i \leq 7$. Then the lines $l_1, \ldots, l_7$ in $Π$ restricted to the points $v_1, \ldots, v_7$ form
Figure 7.1: $ER_2^o$

a point-line incidence structure, and one can check directly that it satisfies the axioms of a projective plane.

Thus, it suffices to find $ER_2^o$ in $G_\pi^o$. To find $ER_2^o$ it suffices to find distinct $i, j, k$ such that there are $v_i \in N_i$, $v_j \in N_j$, and $v_k \in N_k$ where $v_iv_jv_k$ forms a triangle in $G_\pi^o$, for then the points $p, a_i, a_j, a_k, v_i, v_j, v_k$ yield the subgraph $ER_2^o$. Now note that for all $i$, and for $v \in N_i$, $v$ has exactly $n$ neighbors that are not absolute points. There are $n + 1$ choices for $i$ and $n - 1$ choices for $v \in N_i$. As each edge is counted twice, this yields

$$\frac{n(n - 1)(n + 1)}{2}$$

edges with neither end an absolute point. By Lemma 7.2.1.e, there are at least

$$\frac{n^3 - n}{6}$$

triangles in $G_\pi^o$. By Lemma 7.2.1.c, there are no triangles incident with $p$, by Lemma 7.2.1.b, there are no triangles that have more than one vertex in $N_i$ for any $i$, and by Lemma 7.2.1.d there are at most $\left\lfloor \frac{n - 1}{2} \right\rfloor = \frac{n}{2} - 1$ triangles incident with $a_i$ for each $i$. Therefore, by (7.1), there are at least

$$\frac{n^3 - n}{6} - (n + 1) \left( \frac{n}{2} - 1 \right)$$

copies of $ER_2^o$ in $G_\pi^o$. This expression is positive for all even natural numbers $n$. □
7.3 Concluding Remarks

First, we note that the proof of Theorem 7.1.1 actually implies that there are $\Omega(n^3)$ copies of $PG(2,2)$ in any plane satisfying the hypotheses, and echoing Petrak [71], perhaps one could find subplanes of order 4 for $n$ large enough. We also note that it is crucial in both proofs that the absolute points form a line. When $n$ is odd, the proof fails (as it must, since the proofs do not detect if II is Desargesian or not).

Finally, Bill Kantor [55] communicated to the author that Theorem 7.1.1 can be proved in an even shorter way by using the language of finite incidence geometry and a theorem of Ostrom (Theorem 5.1 in [68]). Using this theorem, it suffices to find a self-polar triangle in the projective plane (equivalent to finding the triangle $v_iv_jv_k$ in our proof). An advantage of our proof is that we get an explicit lower bound on the number of Fano subplanes in the projective plane, whereas an advantage of Kantor’s proof is that one does not even require the projective plane to be finite.
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