APPROXIMATIONS OF PARABOLIC EQUATIONS BASED UPON WASSERSTEIN'S VARIATIONAL PRINCIPLE
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Abstract. We illustrate how some interesting new variational principles can be used for the numerical approximation of solutions to certain (possibly degenerate) parabolic partial differential equations. One remarkable feature of the algorithms presented here is that derivatives do not enter into the variational principles, so, for example, discontinuous approximations may be used for approximating the heat equation. We present formulae for computing a Wasserstein metric which enters into the variational formulations.
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1. Introduction. New variational principles have opened the possibility of realizing dynamical processes as gradient flows in the weak topology, [2, 5, 9, 10, 12]. Our focus here is their implementation for the numerical approximation of their governing equations, generally parabolic of convection-diffusion type. Confining ourselves to a one dimensional setting, such a problem has the form

\[ \frac{\partial u}{\partial t} - \frac{\partial}{\partial x} (K(u)_x + \Psi'u) = f \quad \text{in } \Omega = (0,1) \]

subject to the initial and boundary conditions

\[ u|_{t=0} = u_0 \geq 0 \quad \text{and} \quad K'(u)_x + \Psi'u = 0 \text{ on } \partial \Omega. \]

Here we suppose that \( K \) is monotone increasing, \( \Psi \) is a smooth potential, and \( \Omega = (0,1) \) is an interval. We allow \( K' \) to vanish on intervals, so equation (1.1) may be degenerate. It will turn out that for the cases we consider, \( u \geq 0 \) in \( \Omega \times (0,\infty) \). Observe that this equation is not formally self adjoint; however, by working in the weak topology it can be realized as a gradient flow.

When we think of evolution, especially when we have in hand a solution that is smooth, we often neglect to recognize that in saying states are near each other, we are imposing an environment for the motion of the system. Or in many situations, we may find solutions by means of weak topology methods but may, indeed, strive to prove convergence in some stronger sense, a norm for example. Even in bifurcation phenomena, we are accustomed to imposing the strongest possible topology for the study of the equation. The environment of the motion does not play a significant role in our thinking. Different considerations may prevail when the system arises as a coarse grained description of a finer scale phenomenon. The averaging procedure that delivers the coarse grained system can determine the context of the dynamics [13]. Important equations that we study here arise in this fashion.

---
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To highlight this issue, if \( u \) is a solution of (1.1) with \( f = 0 \), then

\[
\frac{d}{dt} \int_{\Omega} (\Phi(u) + \Psi u) \, dx \leq 0, \quad \text{where} \quad u\Phi'(u) - \Phi(u) = K(u),
\]

but we cannot realize \( u \) as the gradient flow of the functional above in a conventional sense. We can introduce a Wasserstein metric for this purpose. This metric gives the weak* topology on suitable bounded sets of measures and and a main preoccupation in this work is to provide a convenient way to compute with it. Instead of the standard semi-discrete approximation of (1.1) obtained with the implicit Euler scheme, we introduce a new semi-discrete approximation proposed in [12] where, for a given time step \( \tau \), a sequence \( \{u^n\} \) is determined iteratively by \( u^0 = u_0 \) and \( u^n \) is the solution of

\[
\frac{1}{2} d(u, u^{n-1})^2 + \tau \int_{\Omega} (\Phi(u) + \Psi u) \, dx = \min
\]

in a suitable class. \( d(\cdot, \cdot) \) is the metric we shall introduce (the Wasserstein metric). More generally, we shall consider the semi-discrete scheme with the functional

\[
\frac{1}{2} d(u, v)^2 + \tau \int_{\Omega} (\Phi(u) + \Psi u) \, dx = \min \quad \text{with} \quad v = u^{n-1} + \frac{1}{\tau} \int_{(n-1)\tau}^{n\tau} f \, dx.
\]

When \( K(u) = \epsilon u \), equation (1.1) is the classical convection diffusion equation or, when \( f = 0 \), the Fokker-Planck Equation (Forward Kolmogorov Equation). When \( \psi = 0 \) and \( K \) has a “flat spot” as indicated in Figure 1.1, (1.1) is the classical Stefan problem with \( u \) the energy and \( \theta = K(u) \) the temperature. These two problems are challenging from a computational perspective. The convection-diffusion equation exhibits sharp transition layers and the Stefan problem has a discontinuous solution, corresponding to release or absorption of latent heat at the phase transition. This lack of regularity limits the accuracy of numerical algorithms, and the convective diffusion equation, for example, requires very fine meshes (or some form of up-winding) near the transition layers for stability.
Since solutions of (1.1) may exhibit discontinuities it would be natural to use discontinuous functions to approximate them. However, the need to compute spatial derivatives precludes this possibility. Indeed, approximating derivatives by differencing across sharp transition regions is one source of instabilities that plague various algorithms. One remarkable feature of the algorithms based on the functional (1.3) is that derivatives do not enter into the variational scheme so discontinuous approximations may be adopted.

We emphasize that the variational principles are currently quite specific; we only know how to treat (1.1) and (1.2). It is not clear how to deal with essential (Dirichlet) boundary data nor with situations where solutions may be negative. However, it is possible to allow the non-homogeneous term \( f \) to depend upon \( u \), \( f = f(u) \).

This work has benefited from many comments and suggestions from our colleagues R. Jordan, M. Kowalczyk, F. Otto, and B. Perthame, whose assistance we gratefully acknowledge.

2. Wasserstein Metric. In this section we introduce the Wasserstein metric and describe several of its properties. Let \( \mathcal{M}(\Omega) \) denote the Borel measures on \( \Omega \) and

\[
\mathcal{M}_M = \{ \mu \in \mathcal{M}(\Omega) : \mu(\Omega) = M \}.
\]

For \( \mu, \nu \in \mathcal{M}_M \), we define the Wasserstein distance between them by

\[
d(\mu, \nu)^2 = \inf_{p \in \mathcal{M}(\mu, \nu)} \int_{\Omega \times \Omega} (x - y)^2 \, dp(x, y)
\]

where \( \mathcal{M}(\mu, \nu) \) is the set of all Borel measures \( p \) in \( \mathcal{M}(\Omega \times \Omega) \) with marginals \( \mu \) and \( \nu \). Recall that \( p \) has marginals \( \mu \) and \( \nu \) provided

\[
\mu(A) = p(A \times \Omega) \text{ and } \nu(B) = p(\Omega \times B)
\]

for all Borel sets \( A, B \subset \Omega \).

The distance (2.1) is essentially a cost of transferring mass distributed by \( \mu \) to mass distributed by \( \nu \). When \( \mu = u \, dx \) and \( \nu = v \, dx \) for functions \( u, v \in L^1(\Omega) \), we write \( d(u, v) \) for \( d(\mu, \nu) \). It turns out that \( (\cdot, \cdot) \) is equivalent to a weak* metric on \( \mathcal{M}_M \).

Frocchet [6] recognized that the Wasserstein metric is realized by an increasing function, or more generally in arbitrary dimension, by the gradient of a convex function, see Brenier[3], Gangbo et. al. [7, 8] and the exposition of Otto in [12]. This means that if \( p \in \mathcal{M}(u \, dx, v \, dx) \) realizes the infimum in (2.1),

\[
d(u, v)^2 = \int_{\Omega \times \Omega} (x - y)^2 \, dp(x, y),
\]

then there is an increasing function \( \phi \) on \( \Omega \), satisfying \( \phi(0) = 0 \) and \( \phi(1) = 1 \), such that for all \( \xi \in C_0^\infty(\Omega \times \Omega) \)

\[
\int_{\Omega \times \Omega} \xi(x, y) \, dp(x, y) = \int_{\Omega} \xi(x, \phi(x)) \, u(x) \, dx
\]

and in particular

\[
\int_{\phi(u)} v(y) \, dy = \int_{E} u(x) \, dx \quad \text{and} \quad d(u, v)^2 = \int_{\Omega} (x - \phi(x))^2 \, u(x) \, dx.
\]
In fact, by density, there is a dense set of measures for which (2.2) holds for some function \( \phi \). It then follows by rearrangement that \( \phi \) is increasing, see our Appendix. The limit of increasing functions is increasing, from which we conclude that (2.2) holds for all \( u \) and \( v \).

Equation (2.3) allows us to identify \( \phi \). Setting \( E = (0,x] \), \( 0 < x < 1 \), and differentiating with respect to \( x \) gives

\[
\phi'(x) = \frac{u(x)}{v \circ \phi(x)} \quad x \in \Omega
\]

provided that \( u, v > 0 \). Thus if \( U \) and \( V \) are the distribution functions (indefinite integrals) of \( u \) and \( v \) respectively, we obtain the convenient formula

\[
\phi(x) = V^{-1} \circ U(x)
\]

and for the metric

\[
d(u,v)^2 = \int_{\Omega} (x - V^{-1} \circ U(x))^2 u(x) \, dx
\]

which, upon the change of variable \( \eta = U(x) \), can be written in the more symmetric form

\[
d(u,v)^2 = \int_{0}^{1} (U^{-1}(\eta) - V^{-1}(\eta))^2 \, d\eta.
\]

Equations (2.5) and (2.6) were stated by Frechet in [6].

Let us check that (2.5) and (2.6) assure us that \( d(\cdot,\cdot) \) generates the weak* topology on densities using our formulas.

Let \( u_k dx, u dx \in M_M \), and suppose initially that \( u_k > \delta, u > \delta \) for some \( \delta > 0 \).

If \( u_k dx \) converges to \( u dx \), then the distribution functions \( U_k \) and \( U \) have the property that \( U_k \to U \) uniformly in \( \Omega \), and by our positivity hypothesis, \( (U_k)^{-1} \to U^{-1} \) uniformly. Then \( \phi_k(x) = U_k^{-1} \circ U(x) \to x \) uniformly in \( \Omega \), and from (2.6), \( d(u_k,u) \to 0 \).

If \( u_k \) and \( u \) are not strictly positive, we may approximate them by a sequence that converges both in weak* topology and in the metric, e.g., given \( u \geq 0 \), \( u dx \in M_M \),

\[
u_{\epsilon} dx = \frac{M}{M + \epsilon} (u + \epsilon) dx \xrightarrow{\text{weak}} u dx
\]

and\(^1\)

\[
d_{\epsilon}(x,y) = \frac{1}{M + \epsilon} (M\delta(x-y)u(x) dx + \epsilon\delta(x) dx dy)
\]

has marginals \( u \) and \( u_{\epsilon} \), so that

\[
d(u,u_{\epsilon})^2 \leq \int_{\Omega \times \Omega} (x-y)^2 \, d_{\epsilon}(x,y) \leq \epsilon.
\]

\(^1\)\( \delta(\cdot) \) is the Dirac distribution.
Suppose on the other hand that $d(u_k, u) \to 0$. Then, without using our formulas, c.f. [9, 12], if $p_k$ is a joint distribution realizing the metric and $\xi$ is a smooth function,
\[
\left| \int_\Omega \xi u_k \, dy - \int_\Omega \xi u \, dx \right| = \left| \iint_{\Omega \times \Omega} (\xi(y) - \xi(x)) \, dp_k(x,y) \right|
\leq \sup |\xi'| \iint_{\Omega \times \Omega} |x-y| \, dp_k(x,y)
\leq \sup |\xi'| \left( \iint_{\Omega \times \Omega} |x-y|^2 \, dp_k(x,y) \right)^{1/2} \left( \iint_{\Omega \times \Omega} dp_k(x,y) \right)^{1/2}
\leq \sqrt{M} \sup |\xi'| d(u, u_k)
\to 0
\]
The result now follows since smooth functions are dense in continuous functions.

3. Variational Principles. We introduce the semi-discrete approximation where a sequence $\{u^n\}$ is determined iteratively by $u^0 = u_0$ and $u^n$ is the minimizer of
\[
I(u) = \frac{1}{2} d(u,v)^2 + \tau \int_\Omega (\Phi(u) + \Psi u) \, dx, \quad u \in X^n
\]
with $v = u^n + \tau f^{n-1/2}$, $\tau$ is a given time step,
\[X^n = \left\{ u \in L^1(\Omega) : u \geq 0, \text{ and } \int_\Omega u \, dx = \int_\Omega v \, dx \right\}, \]
and $f^{n-1/2}$ is an approximation of the average value of $f$ over the interval $((n-1)\tau, n\tau)$.

We compute the Euler equation of the variational principle in two ways. We first review the computation of [9] to show that the Euler Equation of (1.3) is (1.1). This is not especially obvious and employs variation of domain. Secondly we compute the Euler equation in the more common direct fashion to establish the boundary conditions on $\partial \Omega$, which involves the calculation of the variation of (2.6).

3.1. Variation of Domain. This argument is due to Otto [12], see also [9]. Let $\xi$ be smooth with compact support in $\Omega$ and define the variation $y = \psi(x, \epsilon) = \psi(x)$ by
\[
\frac{dy}{d\epsilon} = \xi(y), \quad y|_{\epsilon=0} = x,
\]
and the “push forward” density $u_\epsilon$ by
\[
\int_\Omega \xi u_\epsilon \, dx = \int_\Omega \xi(\psi(x)) \, u(x) \, dx = \int_\Omega \xi(y) \frac{du}{d\epsilon} \circ \psi^{-1}_\epsilon(y) \, dy
\]
or
\[u_\epsilon(y) = \frac{u \circ \psi^{-1}_\epsilon(y)}{\frac{du}{d\epsilon} \circ \psi^{-1}_\epsilon(y)}.\]
Let $u = u^n$ denote the solution of the implicit scheme at time step $n$, and $u_\epsilon$ be defined as above. We must compute
\[
\frac{d}{d\epsilon} I(u_\epsilon) = 0 \quad \text{at } \epsilon = 0,
\]
Substitute $u_\epsilon$ into the energy
\[
E(u_\epsilon) = \int_\Omega (\Phi(u_\epsilon) + \Psi u_\epsilon) \, dx
\]

\[
= \int_\Omega \left( \frac{\Phi(u_\epsilon)}{u_\epsilon} + \Psi \right) u_\epsilon \, dx
\]

\[
= \int_\Omega \left( \frac{\Phi(u_\epsilon \circ \psi_\epsilon(x))}{u_\epsilon \circ \psi_\epsilon(x)} + \Psi \circ \psi_\epsilon(x) \right) u(x) \, dx.
\]

and first calculate $(d/d\epsilon)E(u_\epsilon)$ at $\epsilon = 0$. Now

\[
u_\epsilon \circ \psi_\epsilon(x) = \frac{u(x)}{d\psi_\epsilon(x)} \quad \text{so that} \quad d \left|_{\epsilon=0} \right. \nu_\epsilon \circ \psi_\epsilon(x) = -\xi'(x) u(x).
\]

From these formulas we find, for example,

\[
\left. \frac{d}{d\epsilon} \right|_{\epsilon=0} \frac{\Phi(u_\epsilon \circ \psi_\epsilon)}{u_\epsilon \circ \psi_\epsilon} u = - (u\Psi'(u) - \Phi(u))\xi' = -K(u)\xi'.
\]

After some additional manipulation we obtain

\[
(3.3) \quad \frac{d}{d\epsilon} E(u_\epsilon) \bigg|_{\epsilon=0} = \int_\Omega (K(u)_x + \Psi'u)\xi \, dx,
\]

thus the functional $E(\cdot)$ has the correct Euler equation.

Now that we have (3.3), we would like to understand how the Wasserstein metric provides an approximation to the difference quotient in time. Suppose that $p$ is the solution of the minimization problem (2.1) defining the distance between $u$ and $v$ and with $\psi_\epsilon$ as above, let $p_\epsilon$ be defined by

\[
\int_{\Omega \times \Omega} \xi(x,y) \, dp_\epsilon(x,y) = \int_{\Omega \times \Omega} \xi(x,\psi_\epsilon(y)) \, dp(x,y)
\]

Then $p_\epsilon$ is a competitor for the determination of the Wasserstein distance between $v$ and $u_\epsilon$ so

\[
\frac{1}{2\epsilon} (d(u_\epsilon,v)^2 - d(u,v)^2) \leq \frac{1}{2\epsilon} \int_{\Omega \times \Omega} ((x - \psi_\epsilon(y))^2 - (x - y)^2) \, dp(x,y)
\]

and

\[
\limsup_{\epsilon \to 0} \frac{1}{2\epsilon} (d(u_\epsilon,v)^2 - d(u,v)^2) \leq \int_{\Omega \times \Omega} (y-x)\xi'(y) \, dp(x,y)
\]

Combining this with (3.2) and (3.3) we find

\[
0 \leq \int_{\Omega \times \Omega} (y-x)\xi(y) \, dp(x,y) + \int_\Omega (K(u)_x + \Psi'u)\xi \, dx.
\]

Since we may replace $\xi$ by $-\xi$ it follows that

\[
(3.4) \quad 0 = \int_{\Omega \times \Omega} (y-x)\xi(y) \, dp(x,y) + \int_\Omega (K(u)_x + \Psi'u)\xi \, dx.
\]
Putting \( \xi = \zeta' \), an application of Taylor's theorem to the term \( \zeta'(y)(y-x) \) gives
\[
\int_{\Omega} \int_{\Omega} (y-x) \xi(y) d\pi(x,y) = \int_{\Omega} \int_{\Omega} \left( \zeta(y) - \zeta(x) + \frac{1}{2} D^2 \xi(x)(y-x)^2 \right) d\pi(x,y)
= \int_{\Omega} (u-v) \zeta dx + O \left( ||D^2 \xi||_{L^\infty(\Omega)} d(u,v)^2 \right),
\]
where \( v = w^{n-1} - \tau f^{n-1/2} \). Putting this back in (3.4), we obtain
\[
\int_{\Omega} (u-v) \zeta dx - \tau \int_{\Omega} \frac{d}{dx} (K(u) + \psi' u) \zeta dx = O \left( ||D^2 \xi||_{L^\infty(\Omega)} d(u,v)^2 \right),
\]
as required. In [9] it is shown that as \( \tau \to 0 \), we obtain a solution of (1.1).

3.2. Explicit variation. First we compute the variation of the metric as derived in (2.5), (2.6). Given the positive densities \( u \) and \( v \) with distributions \( U \) and \( V \),
\[
d(u,v)^2 = \int_{\Omega} (x - \phi(x))^2 u(x) dx = \int_{\Omega} (x - V^{-1} \circ U(x))^2 u(x) dx
\]
and \( u(x) = \phi(x) u(\phi(x)) \). Consider a variation \( u_\epsilon = u + \epsilon \xi \), with \( \xi = \zeta' \) and \( U_\epsilon = U + \epsilon \xi \), where \( \zeta(0) = \zeta(1) = 0 \). So here \( \phi_\epsilon(x) = V^{-1} \circ U_\epsilon(x) \) and the formula we need to know is that
\[
\frac{d}{d\epsilon} \bigg|_{\epsilon=0} \phi_\epsilon(x) u(x) = \frac{d}{d\epsilon} \bigg|_{\epsilon=0} V^{-1} \circ U_\epsilon(x) \zeta(x) = \frac{u(x)}{\phi'(x)} \zeta(x) = \phi'(x) \zeta(x).
\]
If we let \( id(x) = x \) denote the identity function, we now compute
\[
\frac{d}{d\epsilon} \bigg|_{\epsilon=0} d(u_\epsilon,v)^2 = \frac{d}{d\epsilon} \bigg|_{\epsilon=0} \int_{\Omega} (id - \phi_\epsilon)^2 u_\epsilon dx
= \int_{\Omega} \left( -2(id - \phi) \frac{d}{d\epsilon} \right|_{\epsilon=0} \phi u + (id - \phi)^2 \xi \right) dx
= \int_{\Omega} \left( -2(id - \phi) \phi' \zeta + (id - \phi)^2 \xi \right) dx
= \int_{\Omega} \left( -2(id - \phi) \zeta + 2(id - \phi)(1 - \phi') \zeta + (id - \phi)^2 \xi \right) dx
= \int_{\Omega} \left( -2(id - \phi) \zeta + \frac{d}{dx} \left( (id - \phi)^2 \xi \right) \right) dx
= -2 \int_{\Omega} (id - \phi) \zeta dx
= -2 \int_{\Omega} \left( \int_{x}^{1} (s - \phi(s)) ds \right) \xi(x) dx
\]
Note that for this formula to be valid, \( \xi \) need not vanish at 0 and 1; \( \zeta(0) = \zeta(1) \) is sufficient to satisfy the constraint. The integrated derivative in \( (s) \) vanishes because \( x = \phi(x) \) for \( x = 0, 1 \).

Thus when (3.1) holds,
\[
3.5 \quad - \int_{\Omega} \left( \int_{x}^{1} (s - \phi(s)) ds \right) \xi(x) dx + \tau \int_{\Omega} (\Phi'(u(x)) + \Psi(x)) \xi(x) dx = 0,
\]
whenever \( \xi \) has average zero. This means that

\[
\frac{d}{dx} \left( \Phi'(u(x)) + \Psi(x) \right) = \frac{1}{\tau}(x - \phi(x))
\]

and in particular

\[
\frac{d}{dx} \left( \Phi'(u(x)) + \Psi(x) \right) = 0 \quad \text{at } x = 0, 1.
\]

Expressing this in terms of \( K \) gives that

\[
\frac{1}{u} \left( \frac{d}{dx} K(u) + \Psi' u \right) = 0 \quad \text{at } x = 0 \text{ and } x = 1.
\]

Note also that if \( \Phi \) is well behaved, namely, \( \Phi'' \geq \text{const} > 0 \), then (3.6) leads to an an a priori estimate for \( d^2u/dx^2 \) which depends on \( \tau \) as well as lower derivatives.


4.1. Approximation of the Variational Problem. We approximate the variational problem (1.4) in one dimension using piecewise constant functions. All of the data (\( \Psi \), \( u_0 \) and \( f \)) were approximated using piecewise constant functions (\( \Psi_h \), \( u_{0h} \) and \( f_h \)) that agreed at the mid-points of the constant intervals. The discrete space of admissible functions is

\[
X_h = \left\{ u \in L^1(\Omega) \mid u \geq 0, u|_{x_i,x_{i+1}} = u_i \in \mathbb{R}, \sum_{i=0}^{N-1} u_i = \sum_{i=0}^{N-1} \tau f_i^{n+1/2} + u_i^n \right\}
\]

where \( x_i = ih, h = 1/N \), and \( f_i^{n+1/2} = f((i+1/2)h, (n+1/2)\tau) \). By appealing to formula in (2.6), the approximate energy

\[
I(u) = \frac{1}{2} \tau f^T_h f^{n+1/2} + u^n)^2 + \tau \int_0^1 (\Phi(u) + \psi_h u) \, dx
\]

can be computed exactly using Simpson’s rule on appropriate intervals when \( u \in X_h \).

We considered two algorithms to minimize the energy over \( X_h \). The first algorithm was a simple relaxation algorithm:

1. Let \( \epsilon = 1 \) and \( u = \alpha^n \) where \( \alpha = \|f^T_h f^{n+1/2} + u^n\|_2/\|f^2_h\|_2 \).
2. While \( \epsilon > 10^{-6} \) repeat Steps 3–4.
3. For each \( i = 0, 1, \ldots, N-1 \), set \( c_i = 1 \) and \( c_j = 0 \) for \( j \neq i \).
   - Let \( v = \Pi(u + \epsilon e) \) and if \( I(v) < I(u) \) assign \( u = v \).
   - Let \( v = \Pi(u - \epsilon e) \) and if \( I(v) < I(u) \) assign \( u = v \).
4. Repeat Step 3 until \( u \) doesn’t change and then assign \( \epsilon = \epsilon/2 \).
5. Assign \( u^{n+1} = u \).

In the above, \( \Pi : \mathbb{R}^n \to \mathbb{R}^n \) is the projection of \( \mathbb{R}^n \) onto (the closed convex subset\(^2\)) \( X_h \). While this algorithm is rather slow it is extremely robust; especially when there are small components in the solution, \( u_t \simeq 0 \), where derivatives of \( \Phi \) are unbounded (recall that typically \( \Phi(\rho) = \rho \ln(\rho) \)).

For most of the experiments reported below we used the projected gradient method with (essentially) fixed step length.

\(^2\)Recall that \( v = \Pi(u) \) if and only if \( (u - v, x - v) \leq 0 \) for all \( x \in X_h \), where \((,\)) is the natural inner product in \( \mathbb{R}^n \).
1. Let $\rho = 1$ and $u = \alpha u^n$ where $\alpha = |r|^{-1/2} + u_h^2//||u_h||_{L^2}$.

2. Repeat until convergence (or fail):
   - Let $v = v - \rho \nabla I(u)$.
   - If $I(v) < I(u)$ assign $u = v$, otherwise set $\rho = \rho/2$.
   - If $\rho$ is too small the algorithm fails.

3. Assign $u^{n+1} = u$.

The elementary algorithm to determine $\rho$ is a practical way of finding an appropriate step size, and for strictly convex problems with bounded derivatives will not fail (see for example [4]). The gradient is computed using the formulae in Section 3.2, and the details are discussed below. Since this algorithm uses gradient information, it works much faster for solutions bounded away from zero. Of course the number of iterations required for convergence depends upon the condition number, which varies like $t/h^2$, so these algorithms can converge slowly when $t \sim h \ll 1$.

### 4.2. Computing the Gradient of the Energy.

The projected gradient algorithm requires the gradient of the energy to be computed at each step. From equation (3.5) we deduce that

$$\delta I(u) = \int_{\Omega} \left( \int_s \frac{1}{x} - V^{-1} \circ U(s) \right) \xi(x) \, dx + \tau \int_{\Omega} (\Phi(u(x)) + \Psi(x)) \xi(x) \, dx.$$ 

When $u = u_h$ and the variation $\xi = \delta u_h$ are piecewise constant, computation of the second term is elementary:

$$\nabla \left( \int_{\Omega} (\Phi(u) + \Psi(u)) \, dx \right) = \Phi'(u_i) + \Psi.'$$

The first term is the gradient of the Wasserstein metric, and for piecewise constant functions evaluates to

$$\nabla \left( \frac{1}{2} d(u, v)^2 \right) = -\int_{x_i}^{x_{i+1}} \left( \int_{x}^{1} (y - V^{-1} \circ U(y)) \, dy \right) \, dx$$

where $(x_i, x_{i+1})$ is an interval over which $u$ is constant. The inner integral is piecewise linear so can be evaluated exactly using the mid-point rule. In the numerical experiments we first evaluated the inner integral over each interval, and then approximated the gradient by:

$$\nabla \left( \frac{1}{2} d(u, v)^2 \right)_{x_i} = -\int_{x_i}^{x_{i+1}} \left( \int_{x}^{1} (y - V^{-1} \circ U(y)) \, dy \right) \, dx - (x_{i+1} - x_i) \int_{x_{i+1}}^{1} (y - V^{-1} \circ U(y)) \, dy$$

$$\approx -(x_{i+1} - x_i) \left( \frac{1}{2} \int_{x_i}^{x_{i+1}} (y - V^{-1} \circ U(y)) \, dy + \int_{x_{i+1}}^{1} (y - V^{-1} \circ U(y)) \, dy \right).$$

### 4.3. Numerical Examples.

#### 4.3.1. Example 1: Non-Homogeneous Heat Equation.

In order to observe rates of convergence we consider a smooth solution of the heat equation:

$$u_t - u_{xx} = f, \quad u_t |_{\partial \Omega} = 0.$$
with $u$ and $f$ given by
\[ u(x, t) = (2 + t(1/2 + \cos(\pi x))) / 10, \quad f(x, t) = (1/2 + (1 + \pi^2 t^2) \cos(\pi x)) / 10. \]

In order to estimate rates of convergence, one of the parameters $h$ or $\tau$ was fixed, and the other varied. Discrete $L^1(\Omega)$ errors were computed according to the formulae:
\[ \|e\|_{L^1} = \sum_{i=0}^{N-1} h_i |e_i|, \quad \|e\|_{L^1(\Omega)} = \sum_{m=1}^{M} \tau |e_m| \cdot \|e_i|. \]

In the formula $e_i = u((i + 1/2)h) - u_{hi}$ where $u$ is the exact solution and $u_{hi}$ is the computed solution and the superscript indicates the time at which the solution was computed, $e_m = \epsilon(m\tau)$. The error decreased by about a factor of 3 when $h$ decreased by a factor of 2.
<table>
<thead>
<tr>
<th>$h = \tau$</th>
<th>$|u(1) - u_h(1)|_\alpha$</th>
<th>$|u - u_h|_{L_2(\Omega)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/16</td>
<td>0.00683647</td>
<td>0.0145502</td>
</tr>
<tr>
<td>1/32</td>
<td>0.00230178</td>
<td>0.0097611</td>
</tr>
<tr>
<td>1/64</td>
<td>0.00098246</td>
<td>0.0055700</td>
</tr>
<tr>
<td>1/128</td>
<td>0.00046830</td>
<td>0.0029667</td>
</tr>
<tr>
<td>1/256</td>
<td>0.00023325</td>
<td>0.0015180</td>
</tr>
<tr>
<td>1/512</td>
<td>0.00011935</td>
<td>0.0007630</td>
</tr>
<tr>
<td>Norm</td>
<td>1.78646</td>
<td>1.426515</td>
</tr>
</tbody>
</table>

**FIG. 4.2.** Errors for Example 2: Stefan problem.

![Graph of Stefan problem](image)

**FIG. 4.3.** Solution of the Stefan problem at $t = 0$ and $t = 1$, $h = \tau = 1/32$.

A solution with a free boundary moving from $x = 3/4$ at $t = 0$ to $x = 1/4$ at $t = 1$ was considered. Specifically, if $s(t) = 3/4 - t/4$ is the location of the front,

$$
    u(x,t) = \begin{cases}
        -2(s\delta + 1) & x < s \\
        \left[(1 - x)^2(2(x - s) - (2s - \delta)(1 - 2(x - s)/(1 - s))) + (2s - \delta)(4(1 - x) - 2(x - s))\right]/(1 - s)^2 & s < x.
    \end{cases}
$$

A tedious computation shows that this function satisfies the correct jump conditions across the interface, and boundary condition at $x = 0$ and $x = 1$. $f$ may be determined by substituting $u$ into the equation. The discrete $L^1(\Omega)$ errors for this problem are tabulated in Figure 4.2, and again a first order rate of convergence can be observed. A plot of the solution at $t = 0$ and $t = 1$ computed with $h = \tau = 1/32$ is shown in Figure 4.3.

**4.3.3. Example 3: Convection Diffusion Problem.** The convection diffusion problem:

$$
    u_t - \frac{\partial}{\partial x}(\nu u_x + uu_x) = 0, \quad (\nu u_x + uu_x)|_{\partial \Omega} = 0
$$

differs from the previous two examples in that solutions can not be trivially translated away from zero, and this could potentially cause problems with our numerical scheme.
since the principle term has a logarithmic singularity at zero ($\Phi(u) = \nu u \ln(u)$). Here \(\nu\) is a (small) diffusion coefficient and $U = \Phi'$ is a mean flow convecting $u$.

If $U = \Phi'$ is constant the steady state solution is

$$u_s(x) = \left(\int_0^1 u_0(x) \, dx\right) \frac{U}{\nu} \frac{\exp(-Ux/\nu)}{1 - \exp(-U/\nu)}.$$

When $U/\nu$ is large the steady state solution is of order $U/\nu$ at $x = 0$ and decays exponentially for $x > 0$, and traditional numerical schemes have problems resolving such boundary layers. For example, the classical cell centered finite difference scheme for the convection diffusion equation is

$$- \left(\frac{\nu \tau}{h^2} - \frac{U \tau}{2h}\right) u_{i+1}^{n+1} + \left(1 + 2\frac{\nu \tau}{h^2}\right) u_i^{n+1} - \left(\frac{\nu \tau}{h^2} + \frac{U \tau}{2h}\right) u_{i+1}^{n+1} = u_i^n.$$

This system of linear equations will satisfy a maximum principle when the off diagonal terms are negative, that is when $h \leq 2
\nu/U$, and for larger values of $h$ spurious oscillations typically occur. Figure 4.4 illustrates this phenomena for $U = 1$, $\nu = 1/100$ and $h = 1/16$ with initial data $u_0(x) = 1$. The solution obtained using our scheme didn’t exhibit any oscillations. Figure 4.5 tabulates the non-zero values of $u_h$ and the average values of $u_{x}$ over the cells $(ih_x(i + 1)/h)$, and it is clear that the boundary layer is well approximated by the discrete solution. This solution was obtained using the relaxation algorithm since the projected gradient method fails at places where $u = 0$.

5. Summary. This work illustrates that new variational principles developed to study partial differential equations whose solution exhibit certain patterns can be
used to construct approximations of certain classical problems. This approach has several remarkable properties which are very attractive numerically:

- The ability to optimize directly in the weak topology permits us to reduce oscillations, even though a weak neighborhood may contain very rough functions.
- Derivatives of the approximating functions do not enter the variational principle. This allows conforming approximations to be constructed from discontinuous functions which is very appealing for problems exhibiting steep gradients.
- These methods provide (convex) variational principles for some problems, such as the convective diffusion equation, whose usual formulation is not self adjoint. Algorithms based upon variational principles tend to be very stable since they typically inherit energy minimizing properties of the original problem.

However, currently there are still many open theoretical and practical issues that need to be addressed. These include:

- Proofs of convergence of the semi–discrete Euler approximations for a broad class of problems.
- A better understanding of how to implement the various standard boundary conditions on bounded domains is needed.
- Variational principles for signed measures are needed if solutions having arbitrary sign are to be accommodated.
- Efficient algorithms to compute the Wasserstein distance in multiple dimensions need to be developed. Benamou and Brenier [1] develop a novel algorithm for computing the distance between two periodic functions on $\mathbb{R}^n$ which poses the functions as initial and final conditions for an evolution problem. It is not clear how errors associated with approximating the metric would impact the stability of the variational problems of interest here. Recall that the Wasserstein metric is multiplied by a factor of $1/\tau$, and this may exacerbate such errors.
- If these variational principles are to be used in practice, effective minimization algorithms need be be developed.

Appendix A. Proof of Monotonicity. In this section we show that if

$$J(\phi) = \int_{\Omega} (x - \phi(x))^2 u(x) \, dx$$

is minimized subject to the constraint $\phi : [0, 1] \to [0, 1]$,

$$\int_{\phi(x) \in B} u(x) \, dx = \int_B v(x) \, dx$$

then the minimizer can be chosen to be monotone increasing.

**Definition A.1.** The monotone rearrangements of Borel sets $B \subset [0, 1]$ and functions $\phi : [0, 1] \to [0, 1]$ with respect to the measure $\mu_\alpha = u \, dx$ are defined by:

- $B^* = (\beta, 1]$ where $\mu_\alpha(B) = \mu_\alpha([\beta, 1])$, i.e.

$$\int_B u(x) \, dx = \int_\beta^1 u(x) \, dx$$
• and

\[ \phi^*(x) = \int_0^1 \chi_{\{\phi > s\}^*}(x) \, d\mu_u(x) \]

Let us collect a few elementary properties of \( \phi^* \).

• Since \( \phi(x) \leq 1 \) it follows that \( \{\phi > s\} = \emptyset \) for \( s \geq 1 \) so that \( 0 \leq \phi^*(x) \leq 1 \).
  
  In fact this argument shows that \( ||\phi^*||_{L^\infty(\Omega)} = ||\phi||_{L^\infty(\Omega)} \).

• \( \phi^* \) is monotone increasing and \( \phi^*(0) = 0 \).

• We claim that \( \{\phi^* > t\} = \{\phi > t\}^* \)

  \[ \{\phi > t\} = \bigcup_{s > t} \{\phi > s\} \]

  and the same holds for the “stared” sets. Then

  \[ x \in \{\phi^* > t\} \iff x \in \{\phi > s\}^* \text{ for some } s > t \iff x \in \{\phi > t\}^* \]

\[ \square \]

• If \( \phi \) is monotone increasing and right continuous, then \( \phi^* = \phi \).

• We also claim that for Borel sets in \([0, 1]\) that

\[ \int_{\phi(x) \in B} u(x) \, dx = \int_{\phi^*(x) \in B} u(x) \, dx \]

Thus if the left hand side is equal to \( \int_B v \) then so too does the right hand side. It follows that \( \phi^* \) is a candidate for minimizing \( J \) whenever \( \phi \) is.

**Proof.** Notice that if we define

\[ \mu(B) = \int_{\phi(x) \in B} u(x) \, dx = \mu_u \{\phi \in B\} \]

and

\[ \mu^*(B) = \int_{\phi^*(x) \in B} u(x) \, dx = \mu_u \{\phi^* \in B\} \]

Then \( \mu \) and \( \mu^* \) are Borel measures on \([0, 1]\). If we set \( B = (t, 1] \) then

\[ \mu(B) = \mu_u \{\phi > t\} = \mu_u \{\phi > t\}^* = \mu_u \{\phi^* > t\} = \mu^*(B) \]

Since sets of the form \((t, 1]\) generate the Borel sigma algebra under the Caratheodory construction it follows that \( \mu = \mu^* \). \[ \square \]

We next need to show that substituting \( \phi^* \) for \( \phi \) doesn’t increase \( J \). We essentially follow the arguments in Leib and Loss [11]. The key ingredient is the following lemma which may be found in [11]

**Lemma A.2 (Layer Cake Representation).** Let \( \nu \) be a Borel measure on\(^4 \mathbb{R}_0^+ \) and assume that \( g(t) \equiv \nu(0, t) \) is finite for all \( t \in \mathbb{R}^+ \). If \((\Omega, \Sigma, \mu)\) is a measure space and \( \phi : \Omega \to \mathbb{R}_0^+ \) is measurable then

\[ \int_{\Omega} g \circ \phi \, d\mu = \int_0^\infty \mu(\phi > s) \, d\nu(s). \]

\(^4\mathbb{R}_0^+ = \{x \in \mathbb{R} : x \geq 0\} \]
\[ \phi(x) = \int_0^\infty \delta_x \{ \phi > s \} \, ds = \int_0^\infty \chi_{\{ \phi > s \}}(x) \, ds \]

**Lemma A.3.** Let \( \phi : [0,1] \to [0,1] \) be Borel and \( \phi^* \) be it’s monotone increasing rearrangement (with respect to the measure \( \mu_u \)). Then

- If \( g : \mathbb{R}_0^+ \to \mathbb{R}_0^+ \) vanishes at zero, is monotone increasing and left continuous then

\[ \int_0^1 g \circ \phi \, d\mu_u = \int_0^1 g \circ \phi^* \, d\mu_u \]

- If \( \phi, \psi : [0,1] \to [0,1] \) then

\[ \int_0^1 \phi \psi \, d\mu_u \leq \int_0^1 \phi^* \psi^* \, d\mu_u \]

Given this lemma it follows that \( J(\phi^*) \leq J(\phi) \) since

\[ \int_0^1 (x - \phi(x))^2 u(x) \, dx = \int_0^1 (x - \phi(x))^2 \, d\mu_u(x) \\
= \int_0^1 (x^2 - 2x\phi(x) + \phi(x)^2) \, d\mu_u(x) \\
\geq \int_0^1 (x^2 - 2x^*\phi^*(x) + \phi^*(x)^2) \, d\mu_u(x) \\
\geq \int_0^1 (x - \phi^*(x))^2 u(x) \, dx \]

**Proof.** The hypotheses on \( g \) guarantee that it is the distribution function of a measure \( \nu \) on \( \mathbb{R}_0^+ \). In the layer cake lemma select \( \mu = \mu_u \) on \([0,1]\) to get

\[ \int_0^1 g \circ \phi \, d\mu_u = \int_0^\infty \mu_u(\phi > s) \, d\nu(s) \]

\[ = \int_0^\infty \mu_u(\phi > s)^* \, d\nu(s) \]

\[ = \int_0^\infty \mu_u(\phi^* > s) \, d\nu(s) \]

\[ = \int_0^1 \phi^* \, d\mu_u \]

To establish the second statement we use the second statement of the layer cake theorem and Fubini’s theorem.

\[ \int_0^1 \phi(x) \psi(x) \, d\mu_u(x) = \int_0^1 \int_0^\infty \chi_{\{ \phi > s \}}(x) \chi_{\{ \psi > t \}}(x) \, d\mu_u(x) \, ds \, dt \]

For \( s \) and \( t \) fixed, let \( A = \{ \phi > s \} \) and \( B = \{ \psi > t \} \). Then the inner integral on the right evaluates to \( \mu_u(A \cap B) \). Suppose that \( \mu_u(A) \geq \mu_u(B) \); then \( B^* \subset A^* \) so that

\[ \mu_u(A^* \cap B^*) = \mu_u(B^*) = \mu_u(B) \geq \mu_u(A \cap B) \]
Since $A^* = \{ \phi > s \}^* = \{ \phi^* > s \}$ it follows that

\[
\int_0^1 \phi \psi \, d\mu_u \leq \int_0^\infty \int_0^\infty \chi_{\{ \phi^* > s \}}(x) \chi_{\{ \psi^* > t \}}(x) \, d\mu_u(x) \, ds \, dt = \int_0^1 \phi^* \psi^* \, d\mu_u
\]

\[\square\]
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