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Abstract. Many real processes can be modeled by stochastic differential equations
with aftereffect [1]-[3]. Stability conditions for such systems can be obtained by construc-
tion of appropriate Lyapunov functionals using special procedure of Lyapunov functionals
construction [4]-[14]. In this paper asymptotic mean square stability of stochastic linear
differential equations with discrete and distributed delays is considered. Stability condi-
tions are formulated in terms of existence of positive definite solutions of matrix Riccati
equations. The method of different Riccati equations construction is proposed.
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1. Introduction. Consider the stochastic linear differential equation

ẋ(t) = Ax(t) + Cx(t)ξ̇(t).(1)

Here A and C are constant (n∗n)-matrices, x(t) ∈ Rn, ξ(t) is a scalar Wiener
process.

Denote P > 0 any symmetric positive definite matrix. Then an appropri-
ate Lyapunov function V for the equation (1) is a quadratic form V = x′Px,
where the matrix P is a positive solution of the linear matrix equation [15].

A′P + PA + C ′PC = −Q.(2)

The necessary and sufficient conditions of asymptotic mean square sta-
bility of the system (1) can be formulated in terms of existence of a positive
definite solution P of the matrix equation (2) for any Q > 0.
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But for stochastic linear differential equations with delays, for example,

ẋ(t) = Ax(t) + Bx(t− h(t)) + Cx(t− τ(t))ξ̇(t),(3)

x0(s) = ϕ(s), s ≤ 0.

this problem is more complicated.
Below we will obtain the conditions of asymptotic mean square stability

for the equation (3) and some other more general systems.
Let {Ω, σ,P} be the probability space, {ft, t ≥ 0} be the family of σ-

algebras, ft ∈ σ, H be the space of f0-adapted functions ϕ(s) ∈ Rn, s ≤ 0,
‖ϕ‖2

0 = sups≤0E|ϕ(s)|2, E be the mathematical expectation, ‖B‖ be arbi-
trary matrix norm of matrix B.

Definition 1. The zero solution of the equation (3) is called mean
square stable if for any ε > 0 there exists δ > 0 such that E|x(t)|2 < ε for all
t ≥ 0 if ‖ϕ‖2

0 < δ. If, besides, limt→∞E|x(t)|2 = 0, then the zero solution of
the equation (3) is called asymptotic mean square stable.

Theorem 1. Let there exists the functional V (t, ϕ), which satisfies the
conditions

EV (0, ϕ) ≤ c1‖ϕ‖2
0,

EV (t, xt) ≥ c2E|x(t)|2,

ELV (t, xt) ≤ −c3E|x(t)|2,
where ci > 0, i = 1, 2, 3, xt = x(t + s), s ≤ 0, L is the generator of the
equation (3). Then the zero solution of the equation (3) is asymptotic mean
square stable.

2. The stochastic equation with one delay in deterministic part
and one delay in stochastic part. From Theorem 1 it follows that the
construction of stability conditions for the equation (3) is reduced to the
construction of appropriate Lyapunov functionals. Constructing different
Lyapunov functionals we will obtain different stabillity conditions. Using
the general method of Lyapunov functionals construction [4]-[14], we will
construct two different Lyapunov functionals for the equation (3).

It is supposed that delays h(t) and τ(t) are nonnegative differentiable
functions satisfying the conditions:

ḣ(t) ≤ 0, τ̇(t) ≤ 0,(4)
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α = sup
t≥0

|ḣ(t)| < ∞.(5)

2.1. We will construct the Lyapunov functional V in the form V =
V1 + V2, where V1 = x′Px. Calculating LV1, we get

LV1 = (Ax(t) + Bx(t− h(t)))′Px(t) + x′(t)P (Ax(t) + Bx(t− h(t)))+

+x′(t− τ(t))C ′PCx(t− τ(t)) =

= x′(t)(A′P + PA)x(t) + x′(t− τ(t))C ′PCx(t− τ(t))+

+x′(t− h(t))B′Px(t) + x′(t)PBx(t− h(t)).

Note that for arbitrary vectors a, b and any R > 0 we have

a′b + b′a = a′Ra + b′R−1b− (Ra− b)′R−1(Ra− b) ≤ a′Ra + b′R−1b.(6)

Using (6) for a = x(t− h(t)) and b = B′Px(t) we have

x′(t− h(t))B′Px(t) + x′(t)PBx(t− h(t)) ≤

≤ x′(t− h(t))Rx(t− h(t)) + x′(t)PBR−1B′Px(t).

Then

LV1 ≤ x′(t)(A′P + PA + PBR−1B′P )x(t)+

+x′(t− h(t))Rx(t− h(t)) + x′(t− τ(t))C ′PCx(t− τ(t)).

Choosing the functional V2 in the form

V2 =
∫ t

t−h(t)
x′(s)Rx(s)ds +

∫ t

t−τ(t)
x′(s)C ′PCx(s)ds,

we have

LV2 = x′(t)Rx(t)− (1− ḣ(t))x′(t− h(t))Rx(t− h(t))+

+x′(t)C ′PCx(t)− (1− τ̇(t))x′(t− τ(t))C ′PCx(t− τ(t)).
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Using (4) as a result for V = V1 + V2 we have LV ≤ −x′(t)Qx(t), where

Q = −[A′P + PA + C ′PC + R + PBR−1B′P ].(7)

Thus, it is proved
Theorem 2. Let the condition (4) hold and for some symmetric matri-

ces Q > 0 and R > 0 there exists a positive definite solution P of the matrix
Riccati equation (7). Then the zero solution of the equation (3) is asymptotic
mean square stable.

Remark 1. Using (6) for a = x(t) and b = PBx(t− h(t)) we obtain

x′(t− h(t))B′Px(t) + x′(t)PBx(t− h(t)) ≤

≤ x′(t− h(t))B′PR−1PBx(t− h(t)) + x′(t)Rx(t).

In this case choosing the functional V2 in the form

V2 =
∫ t

t−h(t)
x′(s)B′PR−1PBx(s)ds +

∫ t

t−τ(t)
x′(s)C ′PCx(s)ds,

we obtain LV ≤ −x′(t)Qx(t), where

Q = −[A′P + PA + C ′PC + R + B′PR−1PB].(8)

Thus, in Theorem 2 in place of the equation (7) can be used the equation
(8).

Example 1. In the scalar case a positive solution of the equation (7)
(or (8)) there exists if and only if

A + |B|+ 1

2
C2 < 0.

Example 2. Consider the two-dimensional system (3), with h(t) = h(0)
(i.e. α = 0) and

A =

(−a1 0
0 −a2

)
, B =

(
b1 b2

−b2 b1

)
, C =

(
c1 0
0 c2

)
.

Let be Q = qI, R = rI, q, r > 0, I is (2 ∗ 2)-identity matrix. The positive
solution (P12 = 0, P11 > 0, P22 > 0) of the Riccati equation (7) in this case
there exists if and only if

ai >
√

b2
1 + b2

2 +
1

2
c2
i , i = 1, 2.
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Example 3. Consider Example 2 by additional assumptions: b1 = 0,
b2 = 1, 2a1 = 6 + c2

1, 2a2 = 3
2

+ c2
2. In this case the condition ai > 1 + 1

2
c2
i is

fulfilled for i = 1 and isn’t fulfilled for i = 2. Therefore the Riccati equation
(7) doesn’t have a positive solution. But the Riccati equation (8) has positive
solution P11 = 1, P22 = 2, P12 = 0 for q = r = 1.

2.2. Consider now another way of the construction of a Lyapunov func-
tional V leading to another Riccati equation.

Let us represent the equation (3) as a neutral type equation in the form

d

dt
(x(t) + B

∫ t

t−h(t)
x(s)ds) = (A + B)x(t)+

+ḣ(t)Bx(t− h(t)) + Cx(t− τ(t))ξ̇(t).

We will construct the Lyapunov functional V in the form V = V1 + V2

again, but now the functional V1 we will choose in the form

V1 = (x(t) + B
∫ t

t−h(t)
x(s)ds)′P (x(t) + B

∫ t

t−h(t)
x(s)ds).(9)

Calculating LV1, we get:

LV1 = (x(t) + B
∫ t

t−h(t)
x(s)ds)′P [(A + B)x(t) + ḣ(t)Bx(t− h(t))]+

+[x′(t)(A + B)′ + ḣ(t)x′(t− h(t))B′]P (x(t) + B
∫ t

t−h(t)
x(s)ds)+

+x′(t− τ(t))C ′PCx(t− τ(t)) =

= x′(t)[P (A + B) + (A + B)′P ]x(t) + x′(t− τ(t))C ′PCx(t− τ(t))+

+
∫ t

t−h(t)
(x′(t)(A + B)′PBx(s) + x′(s)B′P (A + B)x(t))ds+

+ḣ(t)(x′(t)PBx(t− h(t)) + x′(t− h(t))B′Px(t))+

+ḣ(t)
∫ t

t−h(t)
(x′(s)B′PBx(t− h(t)) + x′(t− h(t))B′PBx(s))ds.



STABILITY AND RICCATI EQUATION 284

Using (6) for any R > 0, a = x(s), b = B′P (A + B)x(t), for any
R1 > 0, a = x(t), b = PBx(t − h(t)) and for any R2 > 0, a = x(s),
b = B′PBx(t− h(t)) we obtain

∫ t

t−h(t)
[x′(t)(A + B)′PBx(s) + x′(s)B′P (A + B)x(t)]ds ≤

≤ h(t)x′(t)(A + B)′PBR−1B′P (A + B)x(t) +
∫ t

t−h(t)
x′(s)Rx(s)ds,(10)

ḣ(t)(x′(t)PBx(t− h(t)) + x′(t− h(t))B′Px(t)) ≤

≤ |ḣ(t)|(x′(t)R1x(t) + x′(t− h(t))B′PR−1
1 PBx(t− h(t))),(11)

ḣ(t)
∫ t

t−h(t)
(x′(s)B′PBx(t− h(t)) + x′(t− h(t))B′PBx(s))ds ≤

≤ |ḣ(t)|[
∫ t

t−h(t)
x′(s)R2x(s)ds+h(t)x′(t−h(t))B′PBR−1

2 B′PBx(t−h(t))].(12)

Then by virtue of (4), (5) we have

LV1 ≤ x′(t)[(A+B)′P+P (A+B)+h(0)(A+B)′PBR−1B′P (A+B)+αR1]x(t)+

+
∫ t

t−h(t)
x′(s)Rx(s)ds + x′(t− τ(t))C ′PCx(t− τ(t))+

+αx′(t− h(t))B′PR−1
1 PBx(t− h(t))+

+α

(∫ t

t−h(t)
x′(s)R2x(s)ds + h(0)x′(t− h(t))B′PBR−1

2 B′PBx(t− h(t))

)
.

Choosing functional V2 in the form

V2 =
∫ t

t−h(t)
(s− t + h(t))x′(s)Rx(s)ds +

∫ t

t−τ(t)
x′(s)C ′PCx(s)ds+

+α
∫ t

t−h(t)
x′(s)B′PR−1

1 PBx(s)ds + α
∫ t

t−h(t)
(s− t + h(t))x′(s)R2x(s)ds+
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+αh(0)
∫ t

t−h(t)
x′(s)B′PBR−1

2 B′PBx(s)ds,

for V = V1 + V2 we obtain LV ≤ −x′(t)Qx(t), where

Q = −[(A + B)′P + P (A + B) + C ′PC+

+h(0)(R + (A + B)′PBR−1B′P (A + B))+

+α(R1 + B′PR−1
1 PB) + αh(0)(R2 + B′PBR−1

2 B′PB)].(13)

Remark 2. Functional (9) is so-called degenerated functional (i.e. non-
positive definite). It means that direct application of Theorem 1 is impossible.
The appropriate modification of Theorem 1 for degenerated functionals there
is in [1]. Using this modification we obtain the following

Theorem 3. Let the conditions (4), (5) and the inequality h(0)‖B‖ < 1
hold and for some symmetric matrices Q > 0, R > 0, R1 > 0, R2 > 0 there
exists a positive definite solution P of the matrix Riccati equation (13). Then
the zero solution of the equation (3) is asymptotic mean square stable.

Remark 3. Using (6) for any R > 0, a = x(t), b = (A+B)′PBx(s), for
any R1 > 0, a = x(t−h(t)), b = B′Px(t) and for any R2 > 0, a = x(t−h(t)),
b = B′PBx(s) in place of the inequalities (10)-(12) we obtain the inequalities

∫ t

t−h(t)
[x′(t)(A + B)′PBx(s) + x′(s)B′P (A + B)x(t)]ds ≤

≤ h(t)x′(t)Rx(t) +
∫ t

t−h(t)
x′(s)B′P (A + B)R−1(A + B)′PBx(s)ds,(14)

ḣ(t)(x′(t)PBx(t− h(t)) + x′(t− h(t))B′Px(t)) ≤

≤ |ḣ(t)|(x′(t− h(t))R1x(t− h(t)) + x′(t)PBR−1
1 B′Px(t)),(15)

ḣ(t)
∫ t

t−h(t)
(x′(s)B′PBx(t− h(t)) + x′(t− h(t))B′PBx(s))ds ≤

≤ |ḣ(t)|[h(t)x′(t− h(t))R2x(t− h(t))+(16)
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∫ t

t−h(t)
x′(s)B′PBR−1

2 B′PBx(s))ds].

Using different combinations of the inequalities (10)-(12), (14)-(16) and
choosing a corresponding form of the functional V2, in place of the equation
(13) in Theorem 3 we can use one from the four different matrix Riccati
equations. For example, using in the place of the all inequalities (10)-(12)
the inequalities (14)-(16) and choosing the functional V2 in the form

V2 =
∫ t

t−h(t)
(s− t + h(t))x′(s)B′P (A + B)R−1(A + B)′PBx(s)ds+

+
∫ t

t−τ(t)
x′(s)C ′PCx(s)ds,

we can see that in Theorem 3 in place of the equation (13) can be used the
equation

Q = −[(A + B)′P + P (A + B) + C ′PC+

+h(0)(R + B′P (A + B)R−1(A + B)′PB)+

+α(R1 + PBR−1
1 B′P ) + αh(0)(R2 + B′PBR−1

2 B′PB)].(17)

Example 4. In scalar case a positive solution of the equation (13) (or
(17)) there exists if and only if

(A + B)(1− h(0)|B|) + α|B|(1 + h(0)|B|) +
1

2
C2 < 0, h(0)|B| < 1.

3. The stochastic equation with several delays in determinis-
tic part and one delay in stochastic part. Consider now more general
stochastic linear differential equation with delays

ẋ(t) = Ax(t) +
m∑

i=1

Bix(t− hi(t)) + Cx(t− τ(t))ξ̇(t).(18)

Here m is a positive integer, delays hi(t) are nonnegative differentiable func-
tions satisfying the conditions

τ̇(t) ≤ 0, ḣi(t) ≤ 0, αi = sup
t≥0

|ḣi(t)| < ∞.(19)
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For the construction of Lyapunov functionals for the equation (18) we
will use now both previous representations of initial equation. Namely, rep-
resent the equation (18) in the form

d

dt
(x(t) +

m0∑

j=1

Bj

∫ t

t−hj(t)
x(s)ds) = (A + B)x(t)+

+
m0∑

l=1

ḣl(t)Blx(t− hl(t)) +
m∑

i=m0+1

Bix(t− hi(t)) + Cx(t− τ(t))ξ̇(t).

Here

B =
m0∑

j=1

Bj, 0 ≤ m0 ≤ m.

We will construct now a Lyapunov functional V in the form V = V1+V2,
where

V1 = (x(t) +
m0∑

j=1

Bj

∫ t

t−hj(t)
x(s)ds)′P (x(t) +

m0∑

j=1

Bj

∫ t

t−hj(t)
x(s)ds).

In this case

LV1 = [(A + B)x(t) +
m∑

i=m0+1

Bix(t− hi(t))+

+
m0∑

l=1

ḣl(t)Blx(t− hl(t))]
′P (x(t) +

m0∑

j=1

Bj

∫ t

t−hj(t)
x(s)ds)+

+(x(t) +
m0∑

j=1

Bj

∫ t

t−hj(t)
x(s)ds)′P [(A + B)x(t)+

+
m∑

i=m0+1

Bix(t− hi(t)) +
m0∑

l=1

ḣl(t)Blx(t− hl(t))]+

+x′(t− τ(t))C ′PCx(t− τ(t)) =

= x′(t)[(A + B)′P + P (A + B)]x(t) + x′(t− τ(t))C ′PCx(t− τ(t))+
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+
m∑

i=m0+1

[x′(t− hi(t))B
′
iPx(t) + x′(t)PBix(t− hi(t))]+

+
m0∑

j=1

∫ t

t−hj(t)
[x′(t)(A + B)′PBjx(s) + x′(s)B′

jP (A + B)x(t)]ds+

+
m∑

i=m0+1

m0∑

j=1

∫ t

t−hj(t)
[x′(t− hi(t))B

′
iPBjx(s) + x′(s)B′

jPBix(t− hi(t))]ds+

+
m0∑

l=1

ḣl(t)[x
′(t− hl(t))B

′
lPx(t) + x′(t)PBlx(t− hl(t))]+

+
m0∑

l=1

m0∑

j=1

ḣl(t)
∫ t

t−hj(t)
[x′(t− hl(t))B

′
lPBjx(s) + x′(s)B′

jPBlx(t− hl(t))]ds.

Using (6) for any Ri > 0, i = m0 + 1, ..., m and a = x(t − hi(t)),
b = B′

iPx(t) we obtain

x′(t− hi(t))B
′
iPx(t) + x′(t)PBix(t− hi(t)) ≤

≤ x′(t)PBiR
−1
i B′

iPx(t) + x′(t− hi(t))Rix(t− hi(t)).(20)

For any Gj > 0, j = 1, ...,m0, and a = x(s), b = B′
jP (A + B)x(t) we obtain

x′(t)(A + B)′PBjx(s) + x′(s)B′
jP (A + B)x(t) ≤

≤ x′(t)(A + B)′PBjG
−1
j B′

jP (A + B)x(t) + x′(s)Gjx(s).(21)

For any Sij > 0, i = m0+1, ..., m, j = 1, ..., m0 and a = x(s), b = B′
jPBix(t−

hi(t)) we obtain

x′(t− hi(t))B
′
iPBjx(s) + x′(s)B′

jPBix(t− hi(t)) ≤

≤ x′(t− hi(t))B
′
iPBjS

−1
ij B′

jPBix(t− hi(t)) + x′(s)Sijx(s).(22)

For any Ul > 0, l = 1, ..., m0 and a = x(t− hl(t)), b = B′
lPx(t) using (19) we

obtain

ḣl(t)[x
′(t− hl(t))B

′
lPx(t) + x′(t)PBlx(t− hl(t))] ≤
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≤ αl[x
′(t)PBlU

−1
l B′

lPx(t) + x′(t− hl(t))Ulx(t− hl(t))].(23)

For any Zlj > 0, l = 1, ..., m0, j = 1, ..., m0 and a = x(s), b = B′
jPBlx(t −

hl(t)) using (19) we obtain

ḣl(t)[x
′(t− hl(t))B

′
lPBjx(s) + x′(s)B′

jPBlx(t− hl(t))] ≤

≤ αl[x
′(t− hl(t))B

′
lPBjZ

−1
lj B′

jPBlx(t− hl(t)) + x′(s)Zljx(s)].(24)

Using the inequalities (20)-(24), we obtain

LV1 ≤ x′(t)[(A + B)′P + P (A + B)+

+
m0∑

l=1

αlPBlU
−1
l B′

lP +
m∑

i=m0+1

PBiR
−1
i B′

iP+

+
m0∑

j=1

hj(0)(A + B)′PBjG
−1
j B′

jP (A + B)]x(t)+

+x′(t− τ(t))C ′PCx(t− τ(t))+

+
m∑

i=m0+1

x′(t− hi(t))Rix(t− hi(t)) +
m0∑

j=1

∫ t

t−hj(t)
x′(s)Gjx(s)ds+

+
m∑

i=m0+1

m0∑

j=1

[
∫ t

t−hj(t)
x′(s)Sijx(s)ds+

+hj(0)x′(t− hi(t))B
′
iPBjS

−1
ij B′

jPBix(t− hi(t))]+

+
m0∑

l=1

αl[x
′(t− hl(t))Ulx(t− hl(t)) +

m0∑

j=1

∫ t

t−hj(t)
x′(s)Zljx(s)ds]+

+
m0∑

l=1

m0∑

j=1

αlhj(0)x′(t− hl(t))B
′
lPBjZ

−1
lj B′

jPBlx(t− hl(t)).
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Choosing the functional V2 in the form

V2 =
∫ t

t−τ(t)
x′(s)C ′PCx(s)ds+

+
m∑

i=m0+1

∫ t

t−hi(t)
x′(s)Rix(s)ds +

m0∑

j=1

∫ t

t−hj(t)
(s− t + hj(t))x

′(s)Gjx(s)ds+

+
m∑

i=m0+1

m0∑

j=1

[hj(0)
∫ t

t−hi(t)
x′(s)B′

iPBjS
−1
ij B′

jPBix(s)ds+

+
∫ t

t−hj(t)
(s− t + hj(t))x

′(s)Sijx(s)ds]+

+
m0∑

l=1

αl[
∫ t

t−hl(t)
x′(s)Ulx(s)ds +

m0∑

j=1

∫ t

t−hj(t)
(s− t + hj(t))x

′(s)Zljx(s)ds]+

+
m0∑

l=1

m0∑

j=1

αlhj(0)
∫ t

t−hj(t)
x′(s)B′

lPBjZ
−1
lj B′

jPBlx(s)ds.

for V = V1 + V2 we obtain LV ≤ −x′(t)Qx(t), where

Q = −[(A + B)′P + P (A + B) + C ′PC+

+
m0∑

l=1

αl(Ul + PBlU
−1
l B′

lP ) +
m∑

i=m0+1

(Ri + PBiR
−1
i B′

iP )+

+
m0∑

j=1

hj(0)(Gj + (A + B)′PBjG
−1
j B′

jP (A + B))+(25)

+
m0∑

j=1

hj(0)




m0∑

l=1

αl(Zlj + B′
lPBjZ

−1
lj B′

jPBl) +
m∑

i=m0+1

(Sij + B′
iPBjS

−1
ij B′

jPBi)


],

B =
m0∑

j=1

Bj, 0 ≤ m0 ≤ m.
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Thus, it is proved
Theorem 4. Let the condition (19) and the inequality

m0∑

j=1

hj(0)‖Bj‖ < 1

for some m0 ∈ [0,m] hold and for some symmetric matrices Ul > 0, Ri > 0,
Gj > 0, Sij > 0, Zlj > 0 and Q > 0 there exists a positive definite solution
P of the matrix Riccati equation (25). Then the zero solution of the equation
(18) is asymptotic mean square stable.

Remark 4. Using other variants of the inequalities (20)-(24) and choo-
sing a corresponding form of the functional V2 in place of the equation (25) in
Theorem 4 we can use one from the sixteen different matrix Riccati equations.
For example,

Q = −[(A + B)′P + P (A + B) + C ′PC+

+
m0∑

l=1

αl(Ul + B′
lPU−1

l PBl) +
m∑

i=m0+1

(Ri + B′
iPR−1

i PBi)+

+
m0∑

j=1

hj(0)(Gj + B′
jP (A + B)G−1

j (A + B)′PBj)+

+
m0∑

j=1

hj(0)(
m0∑

l=1

αl(Zlj +B′
jPBlZ

−1
lj B′

lPBj)+
m∑

i=m0+1

(Sij +B′
jPBiS

−1
ij B′

iPBj))].

Remark 5. It is easily to see that representing the equation (18) in the
form

d

dt
(x(t) +

m∑

j=m0+1

∫ t

t−hj(t)
x(s)ds) = (A + B)x(t)+

+
m∑

j=m0+1

ḣl(t)Blx(t− hl(t)) +
m0∑

l=1

Bix(t− hi(t)) + Cx(t− τ(t))ξ̇(t),

where

B =
m∑

j=m0+1

Bj, 0 ≤ m0 ≤ m,



STABILITY AND RICCATI EQUATION 292

we obtain the new modification of Theorem 4 after replacement in the equa-
tion (25) the all sums type of

∑m0
j=1 on

∑m
j=m0+1 and the all sums type of∑m

i=m0+1 on
∑m0

i=1 . Using other combinations of the summands for represen-
tations of the equation (18), we will obtain other modifications of Theorem4.

Example 5. Consider the scalar case of the equation (18) for m = 2.
Using Theorem 4 and Remark 5 for different values of m0 = 0, 1, 2, we obtain
four different sufficient conditions of asymptotic mean square stability of the
scalar equation (18) zero solution:

A + |B1|+ |B2|+ 1

2
C2 < 0,

(A+B1)(1−h1(0)|B1|)+(α1|B1|+|B2|)(1+h1(0)|B1|)+1

2
C2 < 0, h1(0)|B1| < 1,

(A+B2)(1−h2(0)|B2|)+(|B1|+α2|B2|)(1+h2(0)|B2|)+1

2
C2 < 0, h2(0)|B2| < 1,

(A + B1 + B2)(1− h1(0)|B1| − h2(0)|B2|) + (α1|B1|+ α2|B2|)(1+

+h1(0)|B1|+ h2(0)|B2|) +
1

2
C2 < 0, h1(0)|B1|+ h2(0)|B2| < 1.

Remark 6. Note that sufficient asymptotic mean square stability con-
ditions for stochastic systems with several delays in stochastic part of the
equation under consideration or for systems with distributed delay can be
obtained by analogously way.
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