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ABSTRACT. Controlling growth at crystalline surfaces requires a detailed and quantitative understanding of the thermodynamic and kinetic parameters governing mass transport. Many of these parameters can be determined by analyzing the isothermal wandering of steps at a vicinal "step-terrace" type surface [for a recent review see [JW99]]. In the case of orthodox crystals one finds that these meanderings develop larger amplitudes as the equilibrium temperature is raised (as is consistent with the statistical mechanical view of the meanderings as arising from atomic interchanges). The classical theory due to Herring, Mullins and others [M57], coupled with advances in real-time experimental microscopy techniques, has proven very successful in the applied development of such crystalline materials. However in 1997 a series of experimental observations on vicinal defects of heavily boron-doped Silicon crystals revealed that these crystals were quite unorthodox in the sense that a lowering of the equilibrium temperature led to increased amplitude for the isothermal wanderings of a step edge [Han97]. In addition, at low temperatures the step profile adopted a periodic saw-tooth structure rather than the straight profile predicted by the classical theories. This article examines a stored free energy model for such crystals involving a (higher order) Landau/ de Gennes type "order parameter" term and provides a proof for the existence of a minimizer.
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1. THE CLASSICAL MODEL

The “classical” model for the free energy of certain crystals is given by

\[ J_1(y) = \int_0^s \beta(\theta) \, ds \]  

where \( s \) is arclength and \( y \) is a function defined on a fixed interval \([0, L]\) whose graph is the locus under consideration:

\[ y \in W^{1,1}(0, L), \quad \theta = \arctan y' \in [-\pi/2, \pi/2], \]

while \( \beta \) is a positive \( \pi \)-periodic function which satisfies \( \beta(\theta) = \beta(-\theta) \).

An additional very important property of \( \beta \) is

\[ \max \beta = \beta(0), \quad \min \beta = \beta(\pi/2). \]

Minimization of \( J_1 \) subject to appropriate boundary data is clearly a parametric variational problem [so that the graph could in general possess vertical sections]. It is closely related to the variational problem defining the Wulff crystal shape as that shape for a domain of prescribed area such that the boundary integral with respect to arclength involving the integrand in \( J_1 \) [referred to as the surface tension] attains its minimum value. Since the existence and convexity, as well as uniqueness up to translation, of such a figure [also referred to as the \( \beta \) crystal] has been demonstrated (cf. for example [DP92, Fon91]), it readily follows that for a given \( L \) any locus lying fully on one side of the given horizontal segment of length \( L \) on which \( J_1 \) attains its minimum value would have to be a section of the boundary of (some dilation of) the \( \beta \) crystal. In fact, supposing the area below this minimizing locus to be \( A_0 \), there is a dilation \( C \) of the \( \beta \) crystal for which a horizontal chord of length \( L \) cuts off an area \( A_0 \). The boundary section of \( C \) lying above this region is therefore the minimizer in question. In particular, the locus in question would be a convex curve. Consequently, a nonconvex minimizing locus cannot occur unless it lies partly above and partly below the given segment, in which case the sections lying
above the segment and the sections lying below it would necessarily consist of unions of convex figures. A necessary condition which any minimizing locus must satisfy is associated with the quantity labelled \textit{stiffness} which is defined by $B(\theta) = \beta''(\theta) + \beta(\theta)$. We proceed to discuss the structure of such minimizers in the simpler case in which $B(0) < 0$, which is the one relevant to the experiments in [Han97]. For this case we will show in particular that each minimizing locus is indeed the graph of a function $y$ of the horizontal $x$-coordinate. Put

\begin{equation}
\beta^*(z) = \beta(\arctan z), \quad z \in [-\infty, \infty], \quad \arctan z \in [-\pi/2, \pi/2].
\end{equation}

Then $\beta^*$ is a positive function which has its maximum at zero and its minimum at $\infty$. We now rewrite $J_1$ in the form

\begin{equation}
J_1(y) = \int_0^L \beta^*(y') \sqrt{1 + (y')^2} \, dx.
\end{equation}

\textbf{Proposition 1.1.} Suppose that $\beta$ is even and belongs to $C^2(\mathbb{R})$. If

\begin{equation}
B(0) = \beta''(0) + \beta(0) < 0,
\end{equation}

then there exists a positive number $\gamma$ such that every function $y$ satisfying

\begin{equation}
y \in W^{1,1}_0(0, L), \quad |y'| = \gamma \text{ a.e.in } (0, L),
\end{equation}

is a minimizer of $J_1$.

\textbf{Proof.} The function $y$ is clearly a minimizer if

\[ G(z) := \beta^*(z) \sqrt{1 + z^2} = \alpha, \quad \text{a.e.,} \]

where $z = y'$, with $\alpha = \min G$. In that event $\min J_1 = L \alpha$. Under assumption (5) the function $G$ does not attain its minimum value at zero. Since $G(z) \to \infty$ as $z \to \pm\infty$, $G$ possesses a minimum $\alpha$ which is attained at one or more positive arguments $\gamma$. The set $M_G := \{ z > 0 : G(z) = \alpha \}$ need not be a singleton, so that every function $y \in W^{1,1}_0(0, L)$ satisfying $|y'| \in M_G$ a.e. is a minimizer of $J_1$. \hfill \blacksquare

Now the connection to the Wulff model led us to impose the constraint $y(0) = y(L) = 0$ on minimizers. On the other hand, physical arguments lead to a somewhat weaker constraint formulated as follows:

\begin{equation}
1/L \int_0^L n \sqrt{1 + (y')^2} \, dx = (0, 1),
\end{equation}

where $n(x) = (-y'(x), 1)/\sqrt{1 + (y')^2}$ denotes the outer unit normal to the graph of $y$ at $x$ with $y \in W^{1,1}(0, L)$. This yields

\begin{equation}
\int_0^L y' \, dx = 0 \Rightarrow y(0) = y(L).
\end{equation}
2. The new model

Since the classical model led (in the $B(0) < 0$ case) to a variational problem with an infinite number of solutions, even under the constraint $y(0) = y(L) = 0$, most of which do not conform to the experimental data we wish to model, there was need of improvement. One suggestion was to add a curvature term to the free energy,

$$J_2(y) = \int_0^L \left( \beta^*(y') + \rho \frac{(y'')^2}{(1 + (y')^2)^{3/2}} \right) \sqrt{1 + (y')^2} \, dx,$$

where $\rho$ is a positive scalar. Here we have taken the square of the curvature; one could of course try other powers. The main point is that there is a cost exacted for changing direction, so that this should not occur too frequently. However it is then clear that this model will select among the possible minimizers associated with the classical model, a minimizer which has the fewest changes of direction, e.g. with $\gamma \in M_G$ that solution $y$ such that $y' \equiv \gamma$ on $[0, L/2)$ and $y' \equiv -\gamma$ on $(L/2, L]$. Of course the solution would be slightly modified, with a rounded corner at $L/2$. The concern is that such a solution likewise fails to correspond to the experimental data we wish to model. Therefore a further modification of the model is needed. It became clear that adding a term which exacts a cost in elastic energy for vertical displacement may achieve our aim, and such a term is consistent with physical reasoning. Therefore we propose to study the following model,

$$J(y) = \int_0^L \left( \beta^*(y') + \rho \frac{(y'')^2}{(1 + (y')^2)^{3/2}} + \sigma y^2 \right) \sqrt{1 + (y')^2} \, dx,$$

where $\sigma$ and $\rho$ are positive scalars. For the sake of simplicity we assume for the present discussion that $\alpha = \min G$ occurs at precisely one point $\gamma > 0$. It is then plausible that the new model will select from among the minimizers of $J_1$ a solution $y$ such that for some integer $k$, $y' \equiv \gamma$ in the intervals $((2j - 1)L/2k, (2j + 1)L/2k)$ for $j \leq 2k - 1$ even, $y' \equiv -\gamma$ in the intervals $((2j - 1)L/2k, (2j + 1)L/2k)$ for $j$ odd, and $y' \equiv \gamma$ on $(0, L/2k)$ and $((2k-1)L/2k, L)$. Of course the actual solution would be a perturbation of the above with corners rounded off. The number $k$ of triangles would be determined so as to minimize the net sum consisting of $k$ costs for changes in curvature compensated by the lowered cost resulting from the decreased displacements from the axis [compare with our earlier discussion concerning the minimizer for $J_2$]. Note that if one considers another intermediary model $J_3$ which is the form of $J$ when $\rho = 0$, then there is no minimizer since increasing the number of triangles and hence lowering their heights decreases the energy. That is $\inf J_3 = \min J_1$, but the infimum is not attained.
3. The existence theorem

In view of the above discussion we are led to the following variational problem where \( L, \rho, \) and \( \sigma \) are prescribed positive scalars

\[
J(\theta) = \int_0^S \left[ \rho (\theta')^2 + \beta(\theta) + \sigma y^2 \right] ds \to \inf,
\]

\[
y(s) = y(0) + \int_0^s \sin \theta(\tau)d\tau,
\]

where we take \( \theta \in W^{1,2}[0, S] \) and note that the following constraints hold

\[
\theta(s) \in [-\pi/2, \pi/2], \quad \int_0^S \cos \theta(\tau)d\tau = L, \quad \int_0^S \sin \theta(\tau)d\tau = 0.
\]

The first constraint expresses the condition that the curve \((x, y) = (x(s), y(s))\) does not "reverse", i.e.

\[
x(s) = \int_0^s \cos \theta(\tau)d\tau, \text{ is non-decreasing on } [0, S].
\]

The second constraint simply states that the \( x \) interval is \([0, L]\) while the third is the condition \( y(0) = y(S) \). Note that \( y_0 = y(0) \) and \( S \) are not prescribed so that the infimum is taken over all \( S \geq L, \theta \in W^{1,2}(0, S) \), and all real \( y_0 \).

Now it is easily verified that the uniform positivity of \( \beta \) (cf. (2)) ensures that there is an upper bound \( S_0 > L \) such that approach to the infimum in (11) requires that \( S \in [L, S_0] \). Similarly, it follows that for approach to the infimum there is a positive scalar \( N \) such that \( \|\theta'\|_{L_2[0, S]} \leq N \), which leads in view of the first constraint in (12) to \( \|\theta\|_{W^{1,2}(0, S)} \leq M \) for some \( M > 0 \). In particular, there is also a positive scalar \( Y \) such that \( |y_0| \leq Y \). These considerations lead to the existence for any minimizing sequence of (11) of a subsequence \( \theta_n \), with \( \theta_n \in W^{1,2}[0, S_n] \) such that

\[
S_n \to S_\ast \quad \text{and} \quad Y_n = y_n(0) \to Y_\ast.
\]

[It is easy to see that for any given function \( \theta \) the optimal \( y(0) \) choice is that for which the function \( y \) has mean zero, i.e.

\[
y(0) = \frac{1}{S} \int_0^S s \sin \theta(s) ds.
\]

Furthermore, by the boundedness of the \( W^{1,2}(0, S_n) \) sequence \( \theta_n \) we can also suppose that there is an element \( \theta_\ast \in W^{1,2}(0, S_\ast) \) such that for our
(diagonal) subsequence, \( \theta_n \rightarrow \theta_* \) in the weak topology of \( W^{1,2}(0, S_* - \eta) \), for each \( \eta \in (0, S_*) \); in particular, the functions \( \theta_n \) converge boundedly pointwise on \([0, S_*)\). Thus by Fatou's lemma, for each \( \eta > 0 \),

\[
\int_0^{S_* - \eta} [\rho(\theta'_*)^2 + \beta(\theta_*) + \sigma y(\theta_*)^2] ds \leq \\
\liminf \int_0^{S_* - \eta} [\rho(\theta'_n)^2 + \beta(\theta_n) + \sigma y(\theta_n)^2] ds
\]

Since the integrand is positive, this implies

\[
J(\theta_*) = \inf J.
\]

Note that the above reasoning does not exclude the possibility that \( |\theta_*| = \pi/2 \) on one or more nondegenerate intervals, in which case the locus for \( \theta_* \) would not be the graph of a function defined on \([0, L]\).

We plan to follow up the present work with a numerical study of the minimization problem in (11) to ascertain whether this model does indeed mimic the results observed in [Han97].
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