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Abstract

In this paper we consider the problem of learning a linear threshold function (a half-space in \( n \) dimensions, also called a “perceptron”). Methods for solving this problem generally fall into two categories. In the absence of noise, this problem can be formulated as a Linear Program and solved in polynomial time with the Ellipsoid Algorithm or Interior Point methods. Alternatively, simple greedy algorithms such as the Perceptron Algorithm are often used in practice and have certain provable noise-tolerance properties; but, their running time depends on a separation parameter, which quantifies the amount of “wiggle room” available for a solution, and can be exponential in the description length of the input.

In this paper, we show how simple greedy methods can be used to find weak hypotheses (hypotheses that correctly classify noticeably more than half of the examples) in polynomial time, without dependence on any separation parameter. Suitably combining these hypotheses results in a polynomial-time algorithm for learning linear threshold functions in the PAC model in the presence of random classification noise. (Also, a polynomial-time algorithm for learning linear threshold functions in the Statistical Query model of Kearns.)

Our algorithm is based on a new method for removing outliers in data. Specifically, for any set \( S \) of points in \( \mathbb{R}^n \), each given to \( b \) bits of precision, we show that one can remove only a small fraction of \( S \) so that in the remaining set \( T \), for every vector \( v \),

\[
\max_{x \in T} (v \cdot x)^2 \leq \text{poly}(n, b) \mathbb{E}_{x \in T} (v \cdot x)^2;
\]

i.e., for any hyperplane through the origin, the maximum distance (squared) from a point in \( T \) to the plane is at most polynomially larger than the average. After removing these outliers, we are able to show that a modified version of the Perceptron Algorithm finds a weak hypothesis in polynomial time, even in the presence of random classification noise.

1 Introduction

The problem of learning a linear threshold function is one of the oldest problems studied in machine learning. Typically, this problem is solved by using simple greedy methods. For
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instance, one commonly-used greedy algorithm for this task is the Perceptron Algorithm [Ros62, Agm54], described below in Section 3. These algorithms have running times that depend on the amount of “wiggle room” available to a solution. In particular, the Perceptron Algorithm has the following guarantee [MP69]. Given a collection of data points in $\mathbb{R}^n$, each labeled as positive or negative, the algorithm will find a vector $w$ such that $w \cdot x > 0$ for all positive points $x$ and $w \cdot x < 0$ for all negative points $x$, if such a vector exists.\footnote{If a non-zero threshold is desired, this can be achieved by adding one extra dimension to the space.} Moreover, the number of iterations made by the algorithm is at most $1/\sigma^2$ where $\sigma$ is a “separation parameter” defined as the largest value such that for some vector $w^*$, all positive $x$ satisfy $\cos(w^*, x) > \sigma$, and all negative $x$ satisfy $\cos(w^*, x) < -\sigma$, where $\cos(a, b) = \frac{a \cdot b}{|a||b|}$ is the cosine of the angle between vectors $a$ and $b$.

Unfortunately, it is possible for the separation parameter $\sigma$ to be exponentially small, and for the algorithm to take exponential time, even if all the examples belong to $\{0, 1\}^n$. A classic setting in which this can occur is a data set labeled according to the function “if $x_1 = 1$ then positive else if $x_2 = 1$ then negative else if $x_3 = 1$ then positive, ...”. This function has a linear threshold representation, but it requires exponentially large weights and can cause the Perceptron Algorithm to take exponential time. (In practice, though, the Perceptron Algorithm and its variants tend to do fairly well; e.g., see [AR88].)

Given this difficulty, one might propose instead to use a polynomial-time linear programming algorithm to find the desired vector $w$. Each example provides one linear constraint and one could simply apply an LP solver to solve them [Kha79, Kar84, MT89]. In practice, however, this approach is less often used in machine learning applications. One of the main reasons is that the data often is not consistent with any vector $w$ and one’s goal is simply to do as well as one can. And, even though finding a vector $w$ that minimizes the number of misclassified points is NP-hard, variants on the Perceptron Algorithm typically do well in practice [Gal90, Ama94]. In fact, it is possible to provide guarantees for variations on the Perceptron Algorithm in the presence of inconsistent data (e.g., see [Byl93, Byl94, Kea93\footnote{The word “polynomial” in the title of [Byl93] means polynomial in the inverse of the separation parameter, which as noted above can be exponential in $n$ even when points are chosen from $\{0, 1\}^n$}.), under models in which the inconsistency is produced by a sufficiently “benign” process, such as the random classification noise model discussed below.

In this paper, we present a version of the Perceptron Algorithm that maintains its properties of noise-tolerance, while providing polynomial-time guarantees. Specifically, the algorithm we present is guaranteed to provide a weak hypothesis (one that correctly classifies noticeably more than half of the examples) in time polynomial in the description length of the input and not dependent on any separation parameter. The output produced by the algorithm can be thought of as a “thick hyperplane,” satisfying the following two properties:

1. Points outside of this thick hyperplane are classified with high accuracy (points inside can be viewed as being classified as “I don’t know”).

2. At least a $1/poly$ fraction of the input distribution lies outside of this hyperplane.

This sort of hypothesis can be easily boosted in a natural way (by recursively running the algorithm on the input distribution restricted to the “don’t know” region) to achieve a hypothesis of arbitrarily low error.\footnote{Thanks to Rob Schapire for pointing out that standard Boosting results [Sch90, Fre92] do not apply in the}
Theorem 1 The class of linear threshold functions in \( \mathbb{R}^n \) can be learned in polynomial time in the PAC prediction model in the presence of random classification noise.

Remark: The learning algorithm can be made to fit the Statistical Query learning model [Kee93].

The main idea of our result is as follows. First, we modify the standard Perceptron Algorithm to produce an algorithm that succeeds in weak learning unless an overwhelming fraction of the data points lie on or very near to some hyperplane through the origin. Specifically, the algorithm succeeds unless there exists some “bad” vector \( w \) such that most of the data points \( x \) satisfy \( |\cos(w, x)| < \delta \) for some small \( \delta > 0 \). Thus, we are done if we can somehow preprocess the data to ensure that no such bad vector \( w \) exists.

The second part of our result is a method for appropriately preprocessing the data. One natural approach that \textit{almost} works is to use the principal components of the data set \( S \) to perform a linear transformation so that for every hyperplane through the origin, the average squared distance of the examples to the hyperplane is 1. In other words, for every unit vector \( w \), we now have \( \mathbb{E}_{x \in S}(w \cdot x)^2 = 1 \). (This assumes that there are no planes through the origin on which all the examples lie, but that case is easy to handle by restricting to that plane and reducing \( n \) by 1.) Unfortunately, it is possible that this linear transformation will not solve our problem because of the presence of a small number of outliers. For instance, there may exist a unit vector \( w \) such that even though the average value of \( (w \cdot x)^2 \) is 1, almost all of the points \( x \) satisfy \( w \cdot x = 0 \), and just a few outliers have a very large dot product with \( w \).

We solve this last problem by proving the following result. Given any set \( S \) of points in \( n \) dimensional space, each requiring \( b \) bits of precision, one can remove only a small fraction of those points and then guarantee that in the set \( T \) remaining, for every vector \( v \),

\[
\max_{x \in T} (x \cdot v)^2 \leq \text{poly}(n, b) \mathbb{E}_{x \in T}[(x \cdot v)^2].
\]

In this sense, the set remaining has no outliers with respect to any hyperplane through the origin. In addition, we show that removing these outliers can be done in polynomial time. After removing these outliers, we can then apply the linear transformation mentioned above so that in the transformed space, for every unit vector \( v \),

\[
\mathbb{E}_{x \in T}[(x \cdot v)^2] = 1 \quad \text{and} \quad \max_{x \in T} (x \cdot v)^2 \leq \text{poly}(n, b).
\]

Because the maximum is bounded, having the expectation equal to 1 means that for every hyperplane through the origin, at least a \( 1/\text{poly}(n, b) \) fraction of the examples are at least a \( 1/\text{poly}(n, b) \) distance away, which then allows us to guarantee that the modified Perceptron Algorithm will be a weak learner.

context of random classification noise. (It is an open question whether arbitrary weak-learning algorithms can be boosted in the random classification noise model.) Thus, we use the fact that the hypothesis produced by the algorithm can be viewed as a high-accuracy hypothesis over a known, non-negligible portion of the input distribution. Alternatively, Aslam and Decatur [AD93] have shown that Statistical Query (SQ) algorithms \textit{can}, in fact, be boosted in the presence of noise. Since our algorithm can be made to fit the SQ framework (see Section 4.1), we could also apply their results to achieve strong learning.
1.1 The structure of this paper

We will begin by formally stating the Outlier Removal Lemma, whose proof is deferred to a later section. We then consider the problem of learning a linear threshold function in the case of zero noise and describe how the Perceptron Algorithm can be modified and combined with the procedure from the Outlier Removal Lemma to produce a polynomial time PAC-learning algorithm. Finally, we describe how the algorithm can be adjusted to the noisy case using known techniques [Byl94, Kea93, AD94].

1.2 Notation, definitions, and preliminaries

In this paper, we consider the problem of learning linear threshold functions in the PAC model in the presence of random classification noise [KV94]. The problem can be stated as follows.

We are given access to examples (points) drawn from some distribution $D$ over $\mathbb{R}^n$. Each example is labeled as positive or negative. The labels on examples are determined by some unknown target function $w^* \cdot x > 0$ (i.e., $x$ is positive if $w^* \cdot x > 0$ and is negative otherwise) but each label is then flipped independently with some fixed probability $\eta < 1/2$ before it is presented to the algorithm. $\eta$ is called the noise rate. We assume that all points are given to some $b$ bits of precision. More precisely, we define $I_b = \{p/q : |p|, |q| \in \{0, 1, 2, \ldots, 2^b - 1\}, q \neq 0\}$, and assume that $D$ is restricted to $I_b^n$ (i.e., $I_b \times \cdots \times I_b$).

A hypothesis is a polynomial-time computable function. The error of a hypothesis $h$ with respect to the target function is the probability that $h$ disagrees with the target function on a random example drawn from $D$. Thus, if $h$ has error $\epsilon$, then the probability for a random $x$ that $h(x)$ disagrees with the noisy label observed is $(1 - \eta)\epsilon + \eta(1 - \epsilon) = \eta + \epsilon(1 - 2\eta)$.

Our goal is an algorithm that for any (unknown) distribution $D$, any (unknown) target concept $w^* \cdot x > 0$, any (unknown) $\eta < 1/2$, and any inputs $\epsilon, \delta > 0$, with probability at least $1 - \delta$ produces a hypothesis whose error with respect to the target function is at most $\epsilon$. The algorithm may request a number of examples polynomial in $n, b, 1/\epsilon, \log(\frac{1}{\delta})$, and $\frac{1}{1 - 2\eta}$, and should run in time polynomial in these parameters as well.

The algorithms we describe are most easily viewed as working with a fixed sample of data. We can apply the algorithms to the PAC setting by running them on a sufficiently large sample of data drawn according to the above model, and then applying standard VC-dimension arguments to the result [VC71].

For most of this paper, we will consider the above problem for the case of zero noise ($\eta = 0$), which we extend to the general case in Section 4. The reason for considering the $\eta = 0$ case first is that we will be modifying algorithms that have already been proven tolerant to random classification noise (e.g., [Byl94]), and the key issue is getting the polynomial time guarantee. The extension to $\eta \neq 0$ is a bit messy, but follows well-trodden ground.

2 The Outlier Removal Lemma

Our main lemma, needed for our algorithm and analysis, states that given any set of data points in $I_b^n$, one can remove a small portion and guarantee that the remainder contains no outliers in a certain well-defined sense.
Lemma 1 (Outlier Removal Lemma) For any set $S \subseteq \mathbb{R}^n$ and any $\varepsilon > 0$, there exists a subset $S' \subseteq S$ such that:

(i) $|S'| \geq (1 - \varepsilon - 2^{-nk})|S|$, and

(ii) for every vector $w \in \mathbb{R}^n$, $\max_{x \in S'} (w \cdot x)^2 \leq \beta \mathbf{E}_{x \in S'} [(w \cdot x)^2]$, where $\beta = O(n^7b/\varepsilon)$. Moreover, such a set $S'$ can be computed in polynomial time.

It turns out that the algorithm for computing the set $S'$ of Lemma 1 is quite simple and in fact shares many characteristics with the high-level description given earlier in Section 1 of how the Lemma is used. The algorithm is as follows:

First, we may assume that the matrix $X$ of points in $S$ has rank $n$; otherwise we simply drop to the subspace spanned. Next we perform a linear transformation so that in the transformed space, for every unit vector $w$, $\mathbf{E}_{x \in S}[(w \cdot x)^2] = 1$. This transformation is just left-multiplication by $A^{-1}$ (so the new set of points is $A^{-1}X$) where $A^2$ is the symmetric factorization of $XX^T$ that can be determined by an eigenvalue/eigenvector computation. Next we remove all points $x \in S$ such that $|x|^2 \geq \beta/144n$. If $S$ now satisfies the condition of the theorem we stop. Otherwise, we repeat.

The difficult issue is proving that this algorithm will in fact halt before removing too many points from $S$. The proof of this fact is deferred to Section 5.

3 The Perceptron Algorithm

The Perceptron Algorithm [Ros62, Agm54] operates on a set $S$ of labeled data points in $n$ dimensional space. Its goal is to find a vector $w$ such that $w \cdot x > 0$ for all positive points $x$ and $w \cdot x < 0$ for all negative points $x$. We will say that such a vector $w$ correctly classifies all points in $S$. If a non-zero threshold value is desired, this can be handled by simply creating an extra $(n+1)$st coordinate and giving all examples a value of 1 in that coordinate.

For convenience, define $\ell(x)$ (the label of $x$) to be 1 if $x$ is positive and $-1$ if $x$ is negative. So, our goal is to find a vector $w$ such that $\ell(x)(w \cdot x) > 0$ for all $x \in S$. Also, for a point $x$ let $\hat{x} = x/|x|$. I.e., $\hat{x}$ is the vector $x$ normalized to have length 1.

3.1 The standard algorithm

The standard algorithm proceeds as follows. We begin with $w = \hat{0}$. We then perform the following operation until all examples are correctly classified:

Pick some arbitrary misclassified example $x \in S$ and let $w \leftarrow w + \ell(x)\hat{x}$.

A classic theorem (see [MP69]) describes the convergence properties of this algorithm.

Theorem 2 [MP69] Suppose the data set $S$ can be correctly classified by some unit vector $w^*$. Then, the Perceptron Algorithm converges in at most $1/\sigma^2$ iterations, where $\sigma = \min_{x \in S}|w^* \cdot \hat{x}|$. 
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Proof. Consider the cosine of the angle between the current vector \( w \) and the unit vector \( w^* \) given in the theorem. That is, \( \frac{w \cdot w^*}{|w|} \). In each step of the algorithm, the numerator of this fraction increases by at least \( \sigma \) because \( (w + \ell(x) \hat{x}) \cdot w^* = w \cdot w^* + \ell(x) \hat{x} \cdot w^* \geq w \cdot w^* + \sigma \). On the other hand, the square of the denominator increases by at most 1 because \( |w + \ell(x) \hat{x}|^2 = |w|^2 + 2\ell(x)(w \cdot \hat{x}) + 1 < |w|^2 + 1 \) (since \( x \) was misclassified, this means the cross term is negative). Therefore, after \( t \) iterations, \( w \cdot w^* \geq t\sigma \) and \( |w| < \sqrt{t} \). Notice that the former cannot be larger than the latter. Thus, \( t \leq 1/\sigma^2 \). \( \square \)

3.2 A modified version

We now describe a modified version of the Perceptron Algorithm that will be needed for our construction. Recall our notation that \( \cos(a, b) \) is the cosine of the angle between vectors \( a \) and \( b \), or equivalently \( \frac{a \cdot b}{|a||b|} \).

The reason we need to modify the algorithm is this: In the standard algorithm, if some of the points are far from the target plane (in the sense that \( \cos(w^*, x) \) is large) and some are near, then eventually the hypothesis will correctly classify the far away points but may make mistakes on the nearby ones. This is simply because the points far from \( w^* \cdot x = 0 \) cause the algorithm to make substantial progress but the others do not. Unfortunately, we cannot test for points being far or near to the target plane. So, we cannot produce the rule: "if \( |\cos(w^*, x)| \) is large then predict based on \( x \cdot w \), else say 'I don't know'." What we want instead is an algorithm that does well on points that are far from the hypothesis plane, because \( |\cos(w, x)| \) is something that the algorithm can calculate. If we then can guarantee that a reasonable fraction of points will have this property, we will have our desired weak hypothesis (just replacing \( w^* \) by \( w \) in the above rule).

Specifically, our modified algorithm takes as input a quantity \( \sigma \) and its goal is to produce a vector \( w \) such that every misclassified \( x \in S \) should satisfy \( |\cos(w, x)| \leq \sigma \). The algorithm proceeds as follows.

The Modified Perceptron Algorithm

1. Begin with \( w \) as a random unit vector.
2. If every misclassified \( x \in S \) satisfies \( |\cos(w, x)| \leq \sigma \) (i.e., if \( |w \cdot \hat{x}| \leq \sigma|w| \)) then halt.
3. Otherwise, pick the misclassified \( x \in S \) maximizing \( |\cos(w, x)| \) and update \( w \) using:

\[
w \leftarrow w - (w \cdot \hat{x}) \hat{x}.
\]

In other words, we add to \( w \) the appropriate multiple of \( x \) so that \( w \) is now orthogonal to \( x \), i.e., we add the multiple of \( x \) that shrinks \( w \) as much as possible.

4. If we have made fewer than \( (1/\sigma^2) \ln n \) updates then go back to Step 2. Otherwise, go back to Step 1 (begin anew with a new random unit starting vector).

Theorem 3 If the data set \( S \) is linearly separable, then with probability \( 1 - \delta \) the modified perceptron algorithm halts after \( O((1/\sigma^2)\ln(n)\ln(1/\delta)) \) iterations, and produces a vector \( w \) such that every misclassified \( x \in S \) satisfies \( |\cos(w, x)| \leq \sigma \).
Proof. Let \( w^* \) be a unit vector that correctly classifies all \( x \in S \). Suppose it is the case that the initial (random unit) vector \( w \) satisfies \( w \cdot w^* \geq 1/\sqrt{n} \). Notice that in each update made in Step (3), \( w \cdot w^* \) does not decrease because

\[
(w - (w \cdot \hat{x}) \hat{x}) \cdot w^* = w \cdot w^* - (w \cdot \hat{x})(w^* \cdot \hat{x}) \geq w \cdot w^*
\]

where the last inequality holds because \( w \) misclassifies \( x \). On the other hand, \( |w|^2 \) does decrease significantly because (this is just the Pythagorean Theorem)

\[
|w - (w \cdot \hat{x}) \hat{x}|^2 = |w|^2 - 2(w \cdot \hat{x})^2 + (w \cdot \hat{x})^2 \\
\leq |w|^2(1 - \sigma^2).
\]

Thus, after \( t \) iterations, \( |w| \leq (1 - \sigma^2)^{t/2} \). Since \( |w| \) cannot be less than \( w \cdot w^* \), this means that the number of iterations \( t \) satisfies \( (1 - \sigma^2)^{t/2} \geq 1/\sqrt{n} \), which implies \( t \leq (\ln n)/\sigma^2 \).

Each time we choose a random initial unit vector for \( w \), there is at least a constant \( > 0 \) probability that \( w \) satisfies our desired condition that \( w \cdot w^* > 1/\sqrt{n} \). Thus, the theorem follows. \( \square \)

We have described the algorithm as one that runs in expected polynomial time. Alternatively we could stop the algorithm after a suitable number of iterations and have a high probability of success. In Section 4 we will alter this algorithm slightly to make it tolerant to random classification noise.

3.3 Combining the Perceptron Algorithm with the removal of outliers

The Modified Perceptron Algorithm can be combined with the Outlier Removal Lemma in a natural way. Given a data set \( S \), we use the Lemma to produce a set \( S' \) with \( |S'| \geq \frac{1}{2}|S| \) and such that for all vectors \( w \), \( \max_{S'} |w \cdot x|^2 \leq \beta \mathbb{E}_{S'} [(w \cdot x)^2] \) where \( \beta \) is polynomial in \( n \) and \( b \).

We then reduce dimensionality if necessary to get rid of any vectors \( w \) for which the above quantity is zero. That is, we project onto the subspace \( L \) spanned by the eigenvectors of the \( XX^T \) matrix having non-zero eigenvalue (\( X \) is the matrix of points in \( S' \)). Now, we perform the linear transformation \( A^{-1} \) described in Section 2 so that in the transformed space, for all unit vectors \( w \), \( \mathbb{E}_{S'} [(w \cdot x)^2] = 1 \). Our guarantee for set \( S' \) implies that in the transformed space, \( \max_{S'} |x|^2 \leq \beta n \). Thus, for any unit vector \( w \),

\[
\mathbb{E}_{S'} [\cos(w, x)^2] = \mathbb{E}_{S'} \frac{(w \cdot x)^2}{|x|^2} \\
\geq \frac{\mathbb{E}_{S'} [(w \cdot x)^2]}{\max_{S'} |x|^2} \\
\geq 1/(\beta n).
\]

This implies that in the transformed space, at least a \( 1/(2\beta n) \) fraction of the points in \( S' \) satisfy \( \cos(w, x)^2 \geq 1/(2\beta n) \). We can now run the Modified Perceptron Algorithm with \( \sigma = 1/\sqrt{2\beta n} \), and guarantee that at the end, at least a \( 1/(2\beta n) \) fraction of the points in \( S' \) satisfy \( |\cos(w, x)| \geq \sigma \).

The final hypothesis of the algorithm, in the original untransformed space, is: if \( x \notin L \) or \( |\cos(w, A^{-1}x)| < \sigma \) then guess the label randomly (or say “I don’t know”), and otherwise predict according to the hypothesis \( w^T A^{-1} x > 0 \).
3.4 Achieving Strong (PAC) Learning

The algorithm presented above splits the input space into a classification region

\[ \{ x : x \in L \text{ and } | \cos(w, A^{-1}x) | \geq \sigma \} \]

and a don’t-know region

\[ \{ x : x \notin L \text{ or } | \cos(w, A^{-1}x) | < \sigma \}. \]

By standard VC-dimension arguments [VC71], if the sample \( S \) is drawn from distribution \( D \), then for any \( \epsilon, \delta > 0 \), if \( S \) is sufficiently (polynomially) large, then with high probability \( (\geq 1 - \delta) \), the true error of the hypothesis inside the classification region is less than \( \epsilon \). Furthermore, the weight under \( D \) of the classification region is at least \( 1/poly(n, b) \); that is, the fraction of \( S \) that lies in the classification region is representative of the weight of this region under \( D \). Therefore, we can boost the accuracy of the learning algorithm by simply running it recursively on the distribution \( D \) restricted to the don’t-know region. The final hypothesis produced by this procedure is a decision list of the form: “if the example lies in the classification region of hypothesis 1, then predict using hypothesis 1, else if the example lies in the classification region of hypothesis 2, then predict using hypothesis 2, and so on”.

4 Learning with Noise

We now describe how the Modified Perceptron Algorithm can be converted to one that is robust to random classification noise. We present two ways of doing this. The first is to recast the algorithm in the Statistical Query (SQ) model of Kearns [Kea93] as extended by Aslam and Decatur [AD94], and to use the fact that any SQ algorithm can be made tolerant of random classification noise. The second is a direct argument along the lines of Bylander [Byl94], who describes how the standard Perceptron Algorithm can be modified to work in this noise model.

We begin with some observations needed for both approaches. For convenience, in the discussion below we will normalize the examples to all have length 1, so that we need not distinguish between \( x \) and \( \hat{x} \). Recall that \( \ell(x) = 1 \) if \( x \) is a positive example and \( \ell(x) = -1 \) if \( x \) is a negative example.

The first observation is that the only properties of the point \( x \) selected in Step 3 of the Modified Perceptron Algorithm that are actually used in the analysis of Theorem 3 are:

\[
\cos(w, x) \ell(x) \leq -\sigma, \text{ and } \quad (1)
\]

\[
\cos(w^*, x) \ell(x) \geq 0. \quad (2)
\]

The second observation is that, in fact, we only need points that \textit{approximately} achieve these two properties. In particular, suppose that every point \( x \) we use in Step 3 satisfies the relaxed conditions:

\[
\cos(w, x) \ell(x) \leq -\sigma/2, \text{ and } \quad (3)
\]

\[
\cos(w^*, x) \ell(x) \geq \frac{-\sigma^2}{16\sqrt{n} \ln n}. \quad (4)
\]
The first condition guarantees that after \( t = (8 \ln n)/\sigma^2 \) iterations we have \( |w| \leq (1 - \sigma^2/2)^{t/2} < 1/n \). The second guarantees that if initially \( w \cdot w^* \geq \frac{1}{\sqrt{n}} \), then after \( t \) iterations \( w \cdot w^* \geq \frac{1}{\sqrt{n}} - \frac{\ln^2 4}{4n} \geq \frac{1}{2\sqrt{n}} \). Therefore, we are guaranteed to halt before \( t \) iterations have been made.

The final observation is that any positive multiple of

\[
\mu_{w,S} = E_S[\ell(x) : \cos(w, x) \ell(x) \leq -\sigma]
\]

will satisfy conditions (1) and (2), assuming zero noise so that every \( x \in S \) satisfies (2), and if we define \( \ell(w,S) = 1 \). Furthermore, any point sufficiently near to \( \mu_{w,S} \) will satisfy the relaxed conditions (3) and (4). Specifically, the definition of \( \mu_{w,S} \), the fact that all examples have length 1, and condition (1) together imply that \( |\mu_{w,S}| \geq \sigma \). So, any point \( \tilde{\mu}_{w,S} \) such that \( |\tilde{\mu}_{w,S} - \mu_{w,S}| \leq \sigma^3/(16\sqrt{n} \ln n) \) satisfies conditions (3) and (4).

### 4.1 Learning with Noise via Statistical queries

Let \( f \) be a function from labeled examples to \([0, 1] \). That is, in our setting,

\[
f : \mathbb{R}^n \times \{-1, 1\} \rightarrow [0, 1].
\]

A statistical query is a request for the expected value of \( f \) over examples drawn from distribution \( D \) and labeled according to the target concept \( c \); i.e., a request for \( E_{x \in D}[f(x, c(x))] \). Assuming that \( f \) is polynomial-time computable, it is clear that given access to non-noisy data, this expectation can be estimated to any desired accuracy \( \tau \) with any desired confidence \( 1 - \delta \) in time \( \text{poly}(\frac{1}{\tau}, \log(\frac{1}{\delta})) \), by simply calculating the expectation over a sufficiently large sample. Kearns \[Kea93\] and Aslam and Decatur \[AD94\] prove that one can similarly perform such an estimation even in the presence of random classification noise.\(^4\) Specifically, for any noise rate \( \eta < 1/2 \) and any accuracy (or tolerance) parameter \( \tau \), the desired expectation can be estimated with confidence \( 1 - \delta \) in time (and sample size) \( \text{poly}(\frac{1}{\tau}, \log(\frac{1}{\delta}), \frac{1}{2\eta}) \).

Thus, to prove an algorithm tolerant to random classification noise, it suffices to show that its use of labeled examples can be recast as requests for approximate expectations of this form.

The Modified Perceptron Algorithm uses labeled examples in two places. The first is in Step 2 where we ask if there are any points \( x \in S \) such that \( \cos(w, x) \ell(x) \leq -\sigma \), and we halt if there are none. We can replace this with a statistical query requesting the probability that a random labeled example from \( D \) satisfies this property (formally, a request for \( E_{x \in D}[f(x, c(x))] \) where \( f(x, \ell) = 1 \) if \( \cos(w, x) \ell \leq -\sigma \) and \( f(x, \ell) = 0 \) otherwise) and halting if this probability is sufficiently small. Specifically, we can set \( \tau = \frac{1}{3} \epsilon/(2\beta n) \) and halt if the result of the query is at most \( \frac{2}{3} \epsilon/(2\beta n) \), where \( 1/(2\beta n) \) is a lower bound on \( \Pr_{x \in D}(|\cos(w, x)| \geq \sigma) \) from the Outlier Removal Lemma.

The second place that labeled examples are used is in Step 3. As noted in the discussion following equations (3) and (4), it suffices for this step to use a good approximation to \( \mu_{w,S} \) instead of using any specific labeled example. We can find such an approximation via statistical queries. Specifically, to approximate the \( i \)th coordinate of \( \mu_{w,S} \), we ask for \( E_{x \in D}[\ell(x) x_i | \cos(w, x) \ell(x) \leq -\sigma] \). This conditional expectation can be approximated

\(^4\)Kearns \[Kea93\] considers queries with range \([0, 1] \). Aslam and Decatur \[AD94\] extends these arguments (among other things) to queries with range \([0, 1] \), which is more convenient for our purposes.
from statistical queries since we are guaranteed from Step 2 that \( \Pr(\cos(w, x) \ell(x) \leq -\sigma) \) is reasonably large. Finally, we combine the approximations for each coordinate into an approximation \( \hat{\mu}_{w, S} \) of \( \mu_{w, S} \).

Note that examples are also used in the algorithm for the Outlier Removal Lemma. However, since this algorithm ignores the labels, it is unaffected by random classification noise.

### 4.2 A direct analysis

We now describe a direct method for making the algorithm noise tolerant, along the lines of Bylander [Byl94]. First, for simplicity, we will reflect negative examples through the origin, and view every example as having a positive label. Thus we can ignore the “\( \ell(x) \)” term in equations (1)–(4) and in the definition of \( \mu_{w, S} \) at the beginning of this section.

We now consider the addition of random noise. Let \( S \) denote the original set of non-noisy examples (which our algorithm does not get to see) and let \( S^n \) denote the set in which each \( x \in S \) independently at random has been reflected through the origin with probability \( \eta \). I.e., \( S^n \) is the noisy data seen by the algorithm. For simplicity, let us assume that \( \eta \) is known to the algorithm; we will see how to remove this assumption at the end of the section.

For a given vector \( w \), define

\[
S^n_{\text{error}} = \{ x \in S^n : \cos(w, x) < -\sigma \}
\]

and

\[
S^n_{\text{correct}} = \{ x \in S^n : \cos(w, x) > -\sigma \}.
\]

For convenience, for any set \( S' \) define \( \text{Sum}[S'] = \sum_{x \in S'} x \). We claim that a quantity that suffices for performing the update of Step 3 is now simply

\[
x_{\text{update}} = \text{Sum}[S^n_{\text{error}}] + \frac{\eta}{1-\eta} \text{Sum}[S^n_{\text{correct}}]. \tag{5}
\]

To see why this is a good vector, define \( S_{\text{correct}} = \{ x \in S : \cos(w, x) > \sigma \} \) and \( S_{\text{error}} = \{ x \in S : \cos(w, x) < -\sigma \} \). Let us now, for the purpose of exposition, make the assumption:

**A:** The vectors \( w \) produced by the algorithm are independent of the noise. (This is clearly erroneous and it will be removed shortly.)

Then, with respect to the random choice of noisy examples, we have: (noting that the noise does not change \(|\cos(w, x)|\))

\[
\mathbb{E}[\text{Sum}[S^n_{\text{error}}]] = (1-\eta)\text{Sum}[S_{\text{error}}] - \eta \text{Sum}[S_{\text{correct}}]
\]

and

\[
\mathbb{E}[\text{Sum}[S^n_{\text{correct}}]] = (1-\eta)\text{Sum}[S_{\text{correct}}] - \eta \text{Sum}[S_{\text{error}}].
\]

Therefore, the expected value of the vector \( x_{\text{update}} \) used for updating is simply

\[
\mathbb{E}[x_{\text{update}}] = (1-\eta - \eta^2/(1-\eta))\text{Sum}[S_{\text{error}}]
\]

\[
= \left( \frac{1 - 2\eta}{1-\eta} \right) \text{Sum}[S_{\text{error}}], \tag{6}
\]
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which is a multiple of the desired vector $\mu_w$. We now show that given a sufficiently large sample, with high probability either (Case 1) the calculated value of $x_{\text{update}}$ is small implying that the current hypothesis is a good classifier, or else (Case 2) the value of $x_{\text{update}}$ calculated is sufficiently close to its expectation to satisfy conditions (3) and (4). In what follows, we use “with high probability” to mean with probability at least $1 - n^{-c}$ where “c” can be increased by adjusting the base of the logarithms to appropriate constants.

We are going to assume that

$$
m = |S_{\text{correct}} \cup S_{\text{error}}| \geq m_0 = \frac{10^4 n^2 (\ln n)^4 (1 - \eta)^2}{\epsilon^2 \sigma^6 (1 - 2\eta)^2}.
$$

where $\epsilon < 1/2$. From Lemma 1 this amounts to assuming that $|S|$ is at least $2\beta m_0 n$. Also, since each example is of length 1, it is easy to see that

**Claim 1** With high probability, $|x_{\text{update}} - E|x_{\text{update}}| | \leq \sqrt{m} \log n.$

We now consider the two cases mentioned above.

**Case 1:** Suppose

$$
|x_{\text{update}}| \leq \left( \frac{1 - 2\eta}{1 - \eta} \right) m \sigma - \sqrt{m} \log n.
$$

In this case, we have with high probability that $|\text{Sum}[S_{\text{error}}]| \leq m \sigma$ using equation (6). But, by definition, each point $x \in S_{\text{error}}$ is a unit vector satisfying $-\cos(x, w) > \sigma$, and so $|\text{Sum}[S_{\text{error}}]| > \sigma |S_{\text{error}}|$. Therefore, $|S_{\text{error}}| \leq m \epsilon$ and we have achieved the goal of having a good classifier on $S_{\text{correct}} \cup S_{\text{error}}$.

**Case 2:** Suppose

$$
|x_{\text{update}}| > \left( \frac{1 - 2\eta}{1 - \eta} \right) m \sigma - \sqrt{m} \log n.
$$

In this case, we know that with high probability,

$$
\frac{w^* \cdot x_{\text{update}}}{|x_{\text{update}}|} \geq \frac{w^* \cdot E|x_{\text{update}}|}{|x_{\text{update}}|} - \frac{\sqrt{m} \log n}{|x_{\text{update}}|} \geq \frac{-\sqrt{m} \log n}{|x_{\text{update}}|}
$$

which implies (4). To verify (3) we use

$$
E(w \cdot x_{\text{update}}) = \left( \frac{1 - 2\eta}{1 - \eta} \right) w \cdot \text{Sum}[S_{\text{error}}]
$$

$$
\leq -\left( \frac{1 - 2\eta}{1 - \eta} \right) |S_{\text{error}}| \sigma |w| \leq -\sigma |w|/2,
$$

since with high probability

$$
|S_{\text{error}}| \geq \frac{1 - \eta}{2(1 - 2\eta)}.
$$

Therefore the conditions of the Algorithm are satisfied and we have Theorem 1.
We now deal with Assumption A. The simplest idea is to use a new independent set of samples for each iteration. This new set is clearly independent of the current vector \( w \) which depends only on previous samples. Assumption A is satisfied at the expense of many more samples than are actually needed.

Alternatively, we know that (6) holds for every fixed \( w \) and we will argue that with high probability Claim 1 is true simultaneously for every \( w \). For example consider

\[
|\text{Sum}[S_{\text{error}}] - ((1 - \eta)\text{Sum}[S_{\text{error}}] - \eta\text{Sum}[S_{\text{correct}}])| \\
\leq \left| \sum_{w \cdot x < \sigma} [\theta_+(x) - (1 - \eta)]x \right| + \left| \sum_{w \cdot x > \sigma} [\theta_-(x) - \eta]x \right|
\]

where \( \theta_+(x) + \theta_-(x) = 1 \) and \( \theta_+(x) = 1 \) if \( x \) is not corrupted and 0 otherwise. For a fixed \( w \), the sums are unlikely to be very large. Indeed, assuming \( |w| = 1 \),

\[
\Pr\left( \left| \sum_{w \cdot x < \sigma} [\theta_+(x) - (1 - \eta)]x \right| \geq \sqrt{m n \log n} \right) \leq e^{-n(\log n)^2}.
\]

Furthermore, in showing all such sums are small with high probability, we need only consider the \( \leq \binom{|S|}{n} = e^{O(n \log n)} \) half spaces which contain \( n \) points of \( S \). Thus the deviation allowed in Claim 1 needs to be increased to \( \sqrt{m n \log n} \). This has already been allowed for in the definition of \( m_0 \).

The above discussion assumes that \( \eta \) is known to the algorithm. If \( \eta \) is not known, one standard fix is to simply run the algorithm multiple times, each time with a different guessed value in \( \{0, 1/|S|, 2/|S|, \ldots, 1/2\} \). However, in our case there is also a less time-consuming fix. Notice that as we increase our guess for \( \eta \) towards 1/2, the multiple of \( \text{Sum}[S_{\text{error}}] \) appearing in \( \mathbb{E}[x_{\text{update}}] \) decreases (but remains positive) and the multiple of \( \text{Sum}[S_{\text{correct}}] \) increases (and becomes positive once we exceed the true value). In other words, our performance with respect to criteria (3) drops but our performance with respect to (4) improves. But, we can always check if (3) is satisfied. Thus, we may simply choose as large a guess of \( \eta \) as possible that still satisfies (3).

5 Proof of Lemma 1

For a set \( S \subseteq \mathbb{R}^n \) (\( S \) need not be finite) and a distribution \( \mu \) on \( \mathbb{R}^n \), let

\[ W_\mu(S) = \{ w \in \mathbb{R}^n : \mathbb{E}_\mu[(w^T x)^2 | x \in S] \leq 1 \}. \]

We will drop the subscript \( \mu \) (on both \( W \) and on the expectation \( \mathbb{E} \)) when the distribution is clear from context. The key to our proof is the following lemma.

**Lemma 2** Let \( \mu \) be a measure on \( \mathbb{R}^n \) which is not concentrated on a subspace of dimension less than \( n \) (i.e. the total measure on any subspace of dimension less than \( n \) is less than 1). Then, for any \( 0 < \alpha < 1/3n \), \( \beta = 36n^3/\alpha \) and \( n \) sufficiently large, there exists an ellipsoid \( S \subseteq \mathbb{R}^n \) such that

(a) \( \Pr(x \notin S) \leq \alpha \).

(b) Either
\(\text{(i) for all } w \in \mathbb{R}^n, \max\{(w^T x)^2 : x \in S\} \leq \beta \mathbb{E}((w^T x)^2 | x \in S), \text{ or} \)
\(\text{(ii) vol}(W(S)) \geq 2\text{vol}(W(\mathbb{R}^n)).\)

**Proof.** Let \(M = \mathbb{E}(xx^T) = A^2\), where \(A\) is symmetric, and non-singular by assumption. Then \(\mathbb{E}((w^T x)^2) = w^T M w\) for all \(w \in \mathbb{R}^n\). Now let
\[E = \{x \in \mathbb{R}^n : (w^T x)^2 \leq w^T M w, \forall w \in \mathbb{R}^n\} = \{x \in \mathbb{R}^n : ((Aw)^T(A^{-1} x))^2 \leq |Aw|^2, \forall w \in \mathbb{R}^n\} = \{x \in \mathbb{R}^n : |A^{-1} x| \leq 1\}.\]

Note that this shows that \(E\) is an ellipsoid. Putting \(z = A^{-1} x\) we see that for any \(\gamma > 0\),
\[
\Pr(x \not\in \gamma E) = \Pr(|z| > \gamma) \\
\leq \sum_{j=1}^{n} \Pr(|z_j| \geq \gamma/\sqrt{n}) \\
\leq n\gamma^{-2} \sum_{j=1}^{n} \mathbb{E}(z_j^2),
\]
by the Chebychev inequality.

But,
\[
\mathbb{E}(zz^T) = \mathbb{E}(A^{-1} xx^T A^{-1}) = I
\]
and so
\[
\Pr(x \not\in \gamma E) \leq n^2/\gamma^2.
\]
We now take \(\gamma = n/\alpha^{1/2}, S = \gamma E\) and we see that (a) of the lemma is satisfied.

We now consider two possibilities:

**Case (i)**
\[
\mathbb{E}((w^T x)^2 | x \in S) \geq \gamma^2 \mathbb{E}((w^T x)^2)/\beta
\]
for all \(w \in \mathbb{R}^n\).

In this case
\[
\max\{(w^T x)^2 : x \in S\} \leq \gamma^2 \mathbb{E}((w^T x)^2) \leq \beta \mathbb{E}((w^T x)^2 | x \in S).\]
**Case (ii)** There exists \( \hat{w} \in \mathbb{R}^n \) such that
\[
E((\hat{w}^T x)^2 \mid x \in S) < \gamma^2 E((\hat{w}^T x)^2) / \beta. \tag{8}
\]

Let
\[
M_1 = E(xx^T \mid x \in S).
\]
We complete the lemma by showing that
\[
\text{vol}(T_1) \geq 2\text{vol}(T), \tag{9}
\]
where
\[
T = W(\mathbb{R}^n) = \{w \in \mathbb{R}^n : w^T M w \leq 1\}
\]
and
\[
T_1 = W(S) = \{w \in \mathbb{R}^n : w^T M_1 w \leq 1\}
\]

It will be convenient to show that
\[
\text{vol}(AT_1) \geq 2\text{vol}(AT), \tag{10}
\]
which is equivalent to (9) because the linear transformation \( A \) multiplies volumes by \( |\text{det}(A)| \).

Note next that by substituting \( v = Aw \) we see that
\[
AT = \{v \in \mathbb{R}^n : v^T A^{-1} M A^{-1} v \leq 1\} = \{v \in \mathbb{R}^n : v^T v \leq 1\} = B_n,
\]
where \( B_n \) is the unit ball in \( \mathbb{R}^n \).

Furthermore,
\[
E((w^T x)^2 \mid x \in S) \leq (1 - \alpha)^{-1} E((w^T x)^2)
\]
which follows from \( E((w^T x)^2) \geq E((w^T x)^2 \mid x \in S) \Pr(x \in S) \). So,
\[
AT_1 = \{v \in \mathbb{R}^n : v^T A^{-1} M_1 A^{-1} v \leq 1\} \supseteq \{v \in \mathbb{R}^n : v^T A^{-1} M A^{-1} v \leq 1 - \alpha\} = (1 - \alpha) B_n. \tag{11}
\]

Also, \( AT_1 \) contains a vector of length \( \lambda = \beta^{1/2} / \gamma \). Indeed, let
\[
\hat{v} = \frac{A \hat{w}}{|A \hat{w}|}.
\]
Then, from (8),
\[
\hat{v}^T A^{-1} M_1 A^{-1} \hat{v} = \frac{\lambda^2}{|A \hat{w}|^2} \hat{w} M_1 \hat{w}^T \leq \frac{\lambda^2}{|A \hat{w}|^2} \gamma^2 \hat{w} M \hat{w}^T = 1.
\]
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Since $AT_1$ contains an $n-1$ dimensional ball around the origin and a point at a distance of $1 - \alpha$ from the center of the ball, from the convexity of $AT_1$ it follows then that $AT_1$ contains a cone with base an $(n-1)$-dimensional ball of radius $1 - \alpha$ and height $\lambda$.

Thus if $V_n$ denotes the volume of $B_n$ we see that

$$\frac{\text{vol}(AT_1)}{\text{vol}(AT)} \geq \frac{\lambda V_{n-1}(1 - \alpha)^{n-1}}{n V_n} \geq \frac{\lambda(1 - \alpha)^{n-1}}{2 \sqrt{n}} \geq 2.$$

We now specialize the above result to the case where $\mu$ is concentrated on $I^n_b$. Let $L_0 = \{ x \in I^n_b : \mu(x) \geq 2^{-3nb} \}$. So, $\mu(L_0) \geq 1 - |I^n_b|2^{-3nb} \geq 1 - 2^{-nb}$.

Let $\mu_0$ denote the measure induced on $L_0$ by $\mu$ i.e. $\mu_0(x) = \mu(x)/\mu(L_0)$ for $x \in L_0$. We consider applying the construction of Lemma 2, $K$ times starting with $\mu_0$. In general we would expect to construct a sequence of ellipsoids $S_i$. This assumes Case (bii) always occurs. Let $\mu_i$ denote the measure induced on $S_1 \cap S_2 \cap \cdots \cap S_i$ by $\mu_0$. It is possible that $\mu_i$ is concentrated on a subspace $V_i$ of lower dimension. If so, we simply work within $V_i$ from then on. This cannot happen more than $n$ times.

Suppose that Case (bi) never occurs. Then there exists a subspace $V_K$ of dimension $\nu$ and ellipsoids $S_1, S_2, \ldots, S_K$ such that if $T_K = L_0 \cap S_1 \cap S_2 \cap \cdots \cap S_K \cap V_K$ then

(a) $\dim(T_K) = \nu$.

(b) $\mu_0(T_K) \geq 1 - \alpha K$.

(c) $\text{vol}_\nu(W(T_K)) \geq 2^{K/n}$,

where in (c),

$$W(T_K) = \{ w \in V_K : \mathbf{E}(\langle w^T x \rangle^2 \mid x \in T_K) \leq 1 \}.$$

Part (c) takes into account the doubling of volume $K$ times, and restarting each time we move to a lower dimensional subspace (at most $n$ times).

The above is not possible for sufficiently large $K$ as we will now show. By assumption, $T_K$ contains $\nu$ linearly independent vectors $v_1, v_2, \ldots, v_\nu \in I^n_b$. But then

$$\mathbf{E}(\langle w^T x \rangle^2 \mid x \in T_K) \geq \sum_{i=1}^{\nu} \langle w^T v_i \rangle^2 \mu_K(v_i) \geq 2^{-3nb} \sum_{i=1}^{\nu} \langle w^T v_i \rangle^2.$$

So if $w \in W(T_K)$ then

$$\sum_{i=1}^{\nu} \langle w^T v_i \rangle^2 \leq 2^{3nb}.$$  \hspace{1cm} (12)

Let $B$ denote the $n \times n$ matrix $\sum_{i=1}^{\nu} v_i v_i^T$ so that

$$w^T B w = \sum_{i=1}^{\nu} \langle w^T v_i \rangle^2.$$  \hspace{1cm} (13)
Let $B$ have eigenvalues $0 = \lambda_1 = \lambda_2 = \cdots = \lambda_{n-\nu} < \bar{\lambda} = \lambda_{n-\nu+1} \leq \lambda_{n-\nu+2} \leq \cdots \lambda_n$. Let $a_1, a_2, \ldots, a_n$ be a corresponding orthonormal basis of eigenvectors. Now if $w = \sum_{i=1}^n u_i a_i$ then $|w|^2 = \sum_{i=1}^n u_i^2$ and $w^T B w = \sum_{i=1}^n \lambda_i u_i^2$ and so

$$\frac{w^T B w}{w^T w} \geq \bar{\lambda} \text{ whenever } w^T B w > 0. \quad (14)$$

But if $w \in V_K$ then $w^T B w > 0$ since $w^T v_i \neq 0$ for at least one $i$ and we can apply (13). But $\bar{\lambda} \neq 0$ is a root of a polynomial of degree at most $n - 1$ with rational coefficients $\alpha_i / \beta_i$ where $|\alpha_i|, |\beta_i| \leq n! 2^{nb}$. By a simple computation, this implies that $\bar{\lambda} \geq (n! 2^{nb})^{-2n}$ and so (12), (13) and (14) imply that if $w \in W(T_K)$ then

$$|w|^2 \leq 2^{3nb} 2^{2n^2} (n!)^2 n \leq 2^{3n^2 b}$$

(for $b > \log n$) and so

$$\operatorname{vol}_\nu(W(T_K)) \leq (2^{3n^2 b})^{n/2}.$$  

This is a contradiction for $K \geq K_0 = \frac{3}{2} n^n b$. We deduce then that

Theorem 4 For any $0 < \alpha < 1/3n$ and $\beta = 36n^3 / \alpha$ and $\mu$ concentrated on $I^n$, there exist $k \leq K_0$ ellipsoids $S_i$ such that if $S = \bigcap_{i=1}^k S_i$

(i) $\mu(S) \geq 1 - k\alpha - 2^{-nb}$

(ii) $\max\{ (w^T x)^2 : x \in S \} \leq \beta \mathbf{E}((w^T x)^2 | x \in S)$, for all $w \in \mathbb{R}^n$.

The previous discussion has been existential in nature and we now show how to make it constructive. This is relatively easy for a finite set of $m$ points (i.e. $\mu$ is concentrated on the $m$ points). Now if we apply the above theorem to $\mu$ then all of the ellipsoids and subspaces are computable in polynomial time.

One way to view the algorithm is the following. We wish to find a set of points with the property that in any direction $w$, the maximum squared value of the projection of points in that direction is not much more than the average. If initially there is a direction where this is not true, we apply a transformation to the points ($A^{-1} x$, above) that results in their inertial ellipsoid becoming the unit ball. Then we drop all points outside a multiple $\gamma$ of this ellipsoid and repeat on the smaller set of points (with their original coordinates). This cannot go on forever since we assume that the points are represented by bounded rationals and an associated ellipsoid is doubling in volume at each iteration.

Note that we can make the method constructive for the infinite case as well by picking a sample of points and applying VC-dimension arguments.

6 Open Problems

We list here two open problems related to the topic of this paper. The first is whether it is possible to achieve PAC-learning of linear threshold functions in the presence of random classification noise, using a hypothesis that itself is a linear threshold function (as opposed to a decision list of linear threshold functions as in this paper). In the context of linear programming, one could state this question as follows: suppose one has a feasible set of
linear inequalities $Ax > 0$, but then 10% of the rows of $A$ are negated at random to produce the matrix $\tilde{A}$ that is actually presented to the algorithm. Is there an algorithm than with reasonable probability produces a solution $x$ that satisfies nearly 90% of the constraints of $\tilde{A}$? (At least for sufficiently (polynomially) many constraints.)

A second open question is whether weak-learning is possible in the presence of adversarial noise. For instance, given a set of examples that are nearly (90%) linearly separable, can one find a linear threshold function that correctly classifies at least a $1/2 + 1/\text{poly}(n, b)$ fraction? More generally, one could present this question in somewhat cryptographic terms: given access to (example, label) pairs drawn from a distribution $D$, where $D$ satisfies the property than there is some linear threshold function that agrees with $D$ over 90% of the labelings, can one in polynomial time be able to predict the label given to a new example drawn from $D$ with probability at least $1/2 + 1/\text{poly}(n, b)$? Known reductions show that a positive answer to this question would imply an $n^{\text{polylog}(n)}$-time algorithm for learning DNF formulas, and more generally, $\text{AC}^0$ circuits, over arbitrary distributions [ABFR91].
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