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Introduction


At the end of the Fall 2006 semester, one member of Group B must return home to Boulder, Colorado for winter break.  The entire party plans to go along, and after arriving in Colorado, the remaining three will then return to Pittsburgh.  The intention is to visit several important cities or noteworthy points of interest along the way, in an effort to fully appreciate what the American Midwest has to offer.  Of twelve possible stops, it has been decided that a total of eight shall be chosen due to limited time, funds, and energy.  A full twenty-four hours will be spent at each location, sixteen of which will be conscious hours, meaning that no more than eight hours per stop will be spent sleeping.  In order to be home by Christmas Day, departure from Carnegie Mellon University has been set for the morning of 1 December 2006.


Ultimately, the cost of the trip is to be minimized.  Each city has been assigned a cost based on the estimated expense of visiting the location.  Varying gas prices have also been considered.  With limited time and the expense of fuel, both the cities chosen and the total mileage must be considered in order to determine the optimal path.
Explanation of Problem


The problem as previously defined is, in essence, a Traveling Salesman Problem.  The variant under consideration differs from the ordinary version in a few respects.  First, only eight, rather than all twelve of the possible stops must be visited.  Second, this setup considers a round-trip, beginning and ending in the same location.  While these modifications alter the precise analysis of the problem, the fact that a Traveling Salesman Problem is under consideration remains unchanged.  As such, an efficient algorithm for solving such a problem was sought.
Details

First it was necessary to obtain some data as to the costs of traveling between cities.  The total cost of traveling from one city to another was obtained by analysis of the two principle factors, the cost of travel itself and the cost of staying at the given destination. 

 
The cost of stopping at a city was calculated based on local hotel costs, the price of any tourist attractions, estimated dining expenses, and local gas prices (it was assumed that, regardless of the fuel level when a destination was reached, the group would fill up at each stop).  Pittsburgh, Carlinville, and Boulder represent the least expensive stops, as lodging and food would be provided by friends in each area.  The resultant city costs may be found in Appendix B.  
The cost of travel was determined based upon the price of gas and the mileage between each two cities.  The vehicle being used for travel has a 16 gallon fuel tank, its fuel economy may be approximated at 16 miles per gallon (on a highway).  Thus, a full tank of gasoline permits a distance of 256 miles to be traversed.  Based on the mileage between the two cities, it was calculated how many times the van needed filled with gas between the two stops by dividing the total mileage by 256 (it is assumed that there will be a gas station at the point where the fuel is expended).  This calculated number was always rounded down since the van is additionally being filled with gas at every stop made, which is calculated into the cost of the city rather than the cost of the edge.  
Next, gas prices in various parts of the country were researched over the internet.  Based on these numbers, an estimated price of gas per gallon was given between any two given cities.  In finding the final cost of the edge, the number of times the tank needed to be filled, the estimated price of gas per gallon, and the sixteen gallons the tank can hold were multiplied together.  A total of 182 edge costs were calculated and may be found in Appendix C.  
Adding together the cost of traveling to the city and the cost of staying at any given destination gave the final cost of traveling to a particular city.  The total costs of traveling to each city from every other possible city may be found in Appendix D.

Attempted Solutions


Initially, several different approaches to this problem were considered; however, some problems were encountered in obtaining a satisfactory solution. First, approaching this problem directly, as a modified Traveling Salesman Problem, proved unsuccessful, as no algorithm currently exists to solve such a problem.  Considering currently utilized algorithms for approximating the solution to TSPs was also ineffectual, as such processes tend to be very complex and produce extremely long runtimes.  Next, it was decided to construct the problem as two separate shortest paths, (one from Pittsburgh to Boulder, and another returning) where the stops along one path would be dependent upon the stops made on the other. This solution, however, involved the creation of constraints that were extremely detailed for any possible situation, and the problem only became more difficult to solve.  A branch and bound-type approach was also considered, but the number of potential variations left such an approach unfeasible, due to long runtimes as well as an extremely complex algorithm.  After these ideas were deemed inadequate, a suitable algorithm was chosen.

Heuristic

In order to solve the problem, the round-trip was represented as a straight line, with Boulder a fixed stop in the middle, and Pittsburgh at either end.  A kind of greedy algorithm was then utilized whereby, at any given time, a single city out of all those remaining was chosen such that the total cost of the trip would increase by the least amount.  The algorithm continues selecting cities in such a manner, choosing the local optimum at each point in an effort to determine the global optimum.

This solution is clearly not optimal in all cases (see attached map), as the greedy algorithm offers no possibility of reconsidering previously-made decisions.  In such instances, however, a fairly close approximation may still be obtained.

Initially, the solution was attempted longhand, by use of a chart listing all the city-to-city costs.  While this approach would have been reasonable means of solving the problem had the chart been symmetrical (i.e. by having the cost from Pittsburgh to Memphis equal the cost from Memphis to Pittsburgh), this difficulty rendered such a method unlikely to yield the proper solution within a reasonable margin of error.  
Code


It was decided to code the optimization in Java. The chart of costs was entered as a matrix, with each city being represented by a number.  A double called “costs” yields the price of traveling from one given city to another.  An array called “path” was also created, so that further iterations of the algorithm would not alter the selections already made.  A boolean variable called “used” was created to keep track of which cities had been inserted into “path.”
Initially “path” has three elements: Pittsburgh, Boulder, and Pittsburgh again, as previously defined in the heuristic.  Boulder and Pittsburgh are marked “true” for “used,” while all other cities are marked “false.”  The program then finds the lowest cost for a trip from one point in “path” to a city marked “false.”  The city that meets this description is then marked “true” for “used.”  “Path” increases by one element, and the city is inserted into the array.  This cycle is repeated until eight stops have been added.  The code itself may be found in Appendix E.
NP Completeness

As stated earlier, there is presently no optimal algorithm in existence for efficiently solving a Traveling Salesman Problem.  To understand the meaning of this, it is necessary to briefly explain Complexity Theory and NP completeness.  All current efficient algorithms reside within the complexity class P, which represents all problems which are solvable in polynomial time.  Such problems may be solved efficiently using various types of algorithms.  The Traveling Salesman Problem, however, has no such efficient algorithm, and thus resides within the larger class NP, which represents all problems which are solvable in non-deterministic polynomial time.  
This considered, the greedy algorithm is, in fact, a popularly utilized algorithm for solving Traveling Salesman Problems, as the result obtained is usually a fair approximation to the optimal one, the run time is typically very short, and the program itself is fairly intuitive.  The greedy algorithm, however, is a deterministic, polynomial time algorithm, and as such, under current complexity theory assumptions, cannot universally solve Traveling Salesman Problems.  By considering only the current local optimum, this type of algorithm fails to check previous decisions, instead assuming that all previous decisions are optimal.  While this is the primary reason for the short run times, it is also the cause of most potential inaccuracy in the algorithm.
Conclusion

The results of our program are as follows:

From Pittsburgh to Boulder

Carlinville ($118)

Dodge City ($216)

Rapid City ($241)

Boulder ($34)

From Boulder to Pittsburgh

Kansas City ($292)

Oklahoma City ($308)

Little Rock ($257)

Ft Knox ($233)

Columbus ($250)

Pittsburgh ($0)



Refer to the maps in Appendix F for the visual solution.

The total cost of the trip will be $1949, with 4,535 miles traversed over a total of 12 days (including the time spent in each city).  It is important to note that, because of the nature of the algorithm used, changes in the fixed costs assigned to each city would impact the route taken.  For instance, by reducing the cost of Chicago, it is possible that it may appear in the solution obtained by the program.

While it has already been noted that the greedy algorithm does not, in all cases, yield an optimal solution, the method utilized in obtaining this solution is still useful, as it still obtains a good approximation to the actual solution, and does so in a reasonable amount of time.  For instance, if the solution to this problem were attempted with dynamic programming, the solution would require in excess of 87 billion computations.  Such a program would not be useful to companies wishing to optimize their transportation or shipping routes, as days, or even weeks would be necessary to compute each trip.  In this manner, such an organization may determine approximately the best possible route, while reducing computational time and cost to a minimum.
Appendix A 

