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Homework 5: Due Monday October 26.

1. Players A and B choose integers i and j respectively from the set
{1, 2, . . . , n} for some n ≥ 2. Player A wins if |i − j| = 1. Other-
wise there is no payoff. Solve the game.

Solution: Let An be the matrix of the game. For example,

A9 =



1 0 0 0 0 0 0 0 0
−1 1 0 0 0 0 0 0 0
−1 −1 1 0 0 0 0 0 0
−1 −1 −1 1 0 0 0 0 0
−1 −1 −1 −1 1 0 0 0 0
−1 −1 −1 −1 −1 1 0 0 0
−1 −1 −1 −1 −1 −1 1 0 0
−1 −1 −1 −1 −1 −1 −1 1 0
−1 −1 −1 −1 −1 −1 −1 −1 1


The matrix An is non-singular. These games are discussed in my notes,
on the last page. Let 1n be the n× 1 matrix [1, 1, . . . , 1]T .

Now the solution to Any = 1n is given by yj = 2j−1 and is non-negative.

Thus y1 + · · ·+ yn = 2n − 1. So we put qj = 2j−1

2n−1 .

The solution to xTA = 1Tn is given by xi = 2n−i and is non-negative.
Thus x1 + · · ·+ xn = 2n − 1. So we put pi = 2n−i

2n−1 .

The vectors p, q solve the game. This follows from the notes. One can
check that they solve the dual pair of linear programs associated with
the game.

2. Find the optimal ordering strategy for the following inventory system.
If you order an amount Q, it costs AQα for some 0 < α < 1 and the
inventory cost is I per unit per period. The demand is λ units per
period and no stock-outs are allowed.

Solution: If we order Q units at a time then the total cost per period
is

λAQα

Q
+
IQ

2
.
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The optimal choice of Q is therefore (2λA(1− α))1/(2−α).

3. Show that EDD is an exact algorithm for 1 | rj, pmtn | Lmax i.e. there
are n jobs with release dates r1, r2, . . . , rn and due dates d1, d2, . . . , dn,
preemption is allowed and the goal is to minimise the maximum lateness
Cj − dj.
Solution: If at time t, job j with the earliest remaining due date is
not being processed and job k with a later due date is, we reallocate
the time spent processing job k to job j. This makes job j finish earlier
and job k finish when job j did originally. Thus

max{C ′j−dj, C ′k−dk} = max{C ′j−dj, Cj−dk} ≤ max{Cj−dj, Cj−dk}
= Cj − dj ≤ max{Cj − dj, Ck − dk}.
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