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We compute tight lower bounds on the log–Sobolev constant of a class of inductively defined Markov chains, which contains the bases–exchange walks for balanced matroids studied by Feder and Mihail. As a corollary, we obtain improved upper bounds for the mixing time of a variety of Markov chains. An example: the “natural” random walk on spanning trees of a graph $G$ as proposed by Broder — which has been studied by a number of authors — mixes in time $O(mn \log n)$, where $n$ is the number of vertices of $G$ and $m$ the number of edges. This beats the best previous upper bound on this walk by a factor $n^2$.

1 Introduction

The most successful approach in recent years to sampling combinatorial structures (and hence estimating their number) has been Markov chain simulation. This technique is the basis of the so–called Markov chain Monte Carlo method. In order to obtain useful performance guarantees, it is important to have tight bounds on the convergence rates of the Markov chains in question to equilibrium. Our interest in this article is in a class of inductively defined Markov chains, which we call “$\pi$–recursive”. This class will be defined precisely in Section 3, but, roughly speaking, a $\pi$–recursive Markov chain is one that is either trivial or can be decomposed into two $\pi$–recursive (sub-) Markov chains, such that the transitions between the two chains support a matching of a certain kind.

The paradigmatic example of a $\pi$–recursive Markov chain is the Boolean cube, but the class extends well beyond this simple case to cover, for example, the “bases–exchange walk” (Alg. 6.1) on balanced matroids studied by Feder and Mihail [7]. The main results of this paper are lower bounds on the spectral gap (Theorem 4.4) and log–Sobolev constant (Theorem 5.4) of $\pi$–recursive Markov chains. Our approach yields a tight bound on spectral gap for the random walk on the Boolean cube (cf. Example 6.3). Furthermore, our bound on log–Sobolev constant for the cube is within a factor 4 of the spectral gap. Thus, owing to a result by Rothaus [19], our bound on the log–Sobolev constant is tight up to a constant factor.

Both spectral gap and log–Sobolev constant of the cube were already known by other methods [5]; however, the advantage of our “hands–on” approach is that it is robust and extends to $\pi$–recursive Markov chains in general. Since the log–Sobolev constant is more tightly related to mixing time, as measured by convergence to stationary in total variation distance, we obtain mixing times that are typically about $O(k)$ shorter than those currently known. Here $k$ is the roughly the “dimension” of the Markov chain, or the depth of recursion defining it.

As a specific example, consider the “natural” random walk on spanning trees of a graph $G$ as defined by Broder [3]: Suppose the current spanning tree (state) is $T$; choose an edge $e \in E(G)$ and another $f \in T$ uniformly at random (u.a.r.); if $T' = T \cup \{e\} \setminus \{f\}$ is a spanning tree then $T'$ is the new state, otherwise we remain at $T$. (This is a special case of the bases–exchange walk for matroids mentioned earlier.) We show that the mixing time of this random walk is $O(mn \log n)$, where $n$ is the number of vertices of $G$ and $m$ the number of edges. As far as we are aware, the best previously known bound$^1$ was $O(mn^3 \log m)$, established by Feder and Mihail.

The rest of the paper is organised as follows. In Section 2 we give definitions of spectral gap and log–Sobolev constants and how they result in bounds on mixing time. Section 3 defines the above mentioned $\pi$–recursive Markov chains. In Section 4 lower bounds on the spectral gap of
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such Markov chains are derived and in Section 5 lower bounds on the log–Sobolev constant. Section 6 contains applications of the results found in Section 4 and 5.

2 Spectral gap, log–Sobolev constants and mixing time

Unless stated otherwise, let throughout the paper \( M = (X_0, X_1, X_2, \ldots) \) be a time–reversible, irreducible and aperiodic Markov chain on finite state space \( \Omega \) with transition kernel \( P(x, y) \). Since \( M \) is finite, irreducible and aperiodic, it is also ergodic and has a unique stationary distribution \( \pi \). Furthermore,

\[
P^t(x, y) = \Pr(X_t = y \mid X_0 = x),
\]

the probability that after \( t \) steps the chain \( M \) is at state \( y \) if it was initially at state \( x \), converges towards the stationary distribution, i.e. \( \lim_{t \to \infty} P^t(x, y) = \pi(y) \) for all \( x, y \in \Omega \). For the Markov chain Monte Carlo method to be of any practical significance, the Markov chain \( M \) has to converge quickly towards its stationary distribution. The earliest techniques for bounding the rate of convergence (or mixing) were coupling [1] and conductance [14]. Since then, an abundance of work has been carried out and we refer readers to survey articles such as [16] and [12] and the references given therein. This might be particularly helpful to readers unfamiliar with this area since here, we will only mention concepts immediately relevant for this paper.

Given two probability distributions \( \mu \) and \( \zeta \) on state space \( \Omega \) their total variation distance is

\[
\|\mu - \zeta\|_{TV} = \frac{1}{2} \sum_{x \in \Omega} |\mu(x) - \zeta(x)|.
\]

There are various definitions of mixing time \( \tau \). Here let it be defined as

\[
\tau = \max_{x \in \Omega} \min \{t > 0 : \|P^t(x, \cdot) - \pi\|_{TV} \leq e^{-1}\}.
\]

Among the various techniques for bounding mixing time are spectral gap and logarithmic–Sobolev constants. The logarithmic Sobolev constant of a chain \( M \) is defined as

\[
\alpha_M = \inf_f \left\{ \frac{\mathcal{E}_M(f, f)}{\mathcal{L}_\pi(f)} : \mathcal{L}_\pi(f) \neq 0 \right\},
\]

where \( f : \Omega \to \mathbb{R} \),

\[
\mathcal{E}_M(f, f) = \frac{1}{2} \sum_{x,y \in \Omega} (f(x) - f(y))^2 \pi(x)P(x, y)
\]

is the Dirichlet–form with respect to the Markov chain \( M \) with transition kernel \( P \) and stationary distribution \( \pi \), and

\[
\mathcal{L}_\pi(f) = \sum_{x \in \Omega} |f(x)|^2 \pi(x) \log \frac{|f(x)|^2}{\|f\|_{2,\pi}^2}
\]

is an entropy like quantity, with

\[
\|f\|_{2,\pi} = \sqrt{\sum_{x \in \Omega} |f(x)|^2 \pi(x)}.
\]

Formally, the log–Sobolev constant resembles the definition of the spectral gap

\[
\lambda_M = \inf_f \left\{ \frac{\mathcal{E}_M(f, f)}{\mathcal{L}_\pi(f)} : \mathcal{L}_\pi(f) \neq 0 \right\},
\]

\( f : \Omega \to \mathbb{R} \), of the chain, where \( \mathcal{L}_\pi(f) \) is variance with respect to (w.r.t.) probability distribution \( \pi \). But while spectral gap can be regarded as the difference between the first two largest eigenvalues of the transition kernel \( P(x, y) \), there seems to be no analogous interpretation for log–Sobolev constants. The bounds on mixing time using spectral gap and log–Sobolev constants [5] are:

\[
\tau \leq \frac{2 + \log[1/\pi_*]}{2\lambda},
\]

and

\[
\tau \leq \frac{4 + \log \log[1/\pi_*]}{4\alpha},
\]

where \( \pi_* = \min_{x \in \Omega} \{\pi(x)\} \) (we dropped the subscripts of \( \alpha \) and \( \lambda \) as they were inessential). Suppose that \( n \) measures input size, then typically \( 1/\pi_* = 2^{O(n)} \); thus using (1) gains a factor of \( n/\log n \) whenever \( \lambda \) and \( \alpha \) are of similar magnitude. It has been shown that \( \alpha \leq \lambda/2 \) (see [19], [5]). However, in contrast to spectral gap, log–Sobolev constants are notoriously hard to compute. But in the few cases where both spectral gap and log–Sobolev constant are explicitly known the above bound has proven to be amazingly tight: for the symmetric two–point space, the Ornstein–Uhlenbeck process on \( \mathbb{R} \) or the standard diffusion on the \( n \)-sphere \( \alpha = \lambda/2 \) (see [2], [8], [9]). A diffusion where \( \alpha = \lambda/4 \) is given in [15]. On the other hand, cases are known where \( \alpha \ll \lambda \). Examples are random walks on generic regular \( r \)-graphs (see [5]) or complete graphs (see [11]). Very recent work [11] shows how quantities that are easier to compute, e.g. spectral gap or conductance, can be used to lower bound log–Sobolev constants. Here, we will directly compute the spectral gap and log–Sobolev constant of \( \pi \)-recursive Markov chains and show that our bound on the log–Sobolev constant is sometimes tight up to a constant factor. This is achieved by splitting the chain up into two sub–chains and applying induction to obtain the desired result. Other work where decomposition yields bounds on spectral gap and log–Sobolev constant is [4] and [17].

3 \( \pi \)-recursive Markov chains

Let \( G = (V, E) \) be an undirected graph. The subgraph \( G_S \) of \( G \) induced by a subset \( S \subseteq V \) has vertex set \( S \) and edges \( E_S = \{\{x, y\} \in E \mid x, y \in S\} \).
Let $M = (\Omega, P)$ be a Markov chain. Recall that we stipulated that $M$ be finite, time-reversible, irreducible and aperiodic. Hence, it converges towards a unique stationary distribution, say $\pi$. For $S \subseteq \Omega$ the restriction chain of $M$ on $S$ is the Markov chain $M_S = (S, P_S)$ with

$$
P_S(x, y) = \begin{cases} 
P(x, y) & \text{if } x, y \in S, x \neq y \\ 1 - \sum_{y \neq x} P(x, y) & \text{if } x = y. 
\end{cases}
$$

Notice that $M = M_\Omega$. Since $M$ is time-reversible, it fulfills the detailed balance condition, which says that

$$
\pi(x)P(x, y) = \pi(y)P(y, x) \text{ for all } x, y \in \Omega.
$$

This condition is extremely useful because if a probability distribution $\mu$ meets detailed balance, then $\mu$ is a stationary distribution. Now observe that if $M_S$ itself is irreducible, then its unique stationary distribution is $\pi_S$, where $\pi_S(x) = \pi(x)/\pi(S)$ for $x \in S$ and $\pi(S) = \sum_{x \in S} \pi(x)$; this is because $\pi_S$ fulfills detailed balance (or equivalently $M_S$ is time-reversible with respect to $\pi_S$).

Observe that $M$ is equivalent to a random walk on an undirected graph $G = (V, E)$ with $V = \Omega$ and $E = \{(x, y) \mid P(x, y) > 0\}$ where for current vertex $x$ the subsequent vertex $y$ is chosen with probability $P(x, y)$. Call $G$ the underlyig graph of $M$. Let $A \neq \emptyset, \bar{A} \neq \emptyset$ be a bipartition of $\Omega$. The set of crosstes $C(A, \bar{A}) \subseteq E$ is the set of edges with one endpoint in $A$ and the other in $\bar{A}$. Any assignment $w : C(A, \bar{A}) \rightarrow \mathbb{R}^+$ satisfying

$$
\sum_{y \in \bar{A}} w(x, y) = \pi_A(x) \quad \text{and} \quad \sum_{x \in A} w(x, y) = \pi_{\bar{A}}(y)
$$

is a $\pi$–matching. The graph $G$ is called $\pi$–matchable if there exists a bipartition $A, \bar{A}$ that allows a $\pi$–matching. The breaking up of $G$ into the disjoint subgraphs $G_A$ and $G_{\bar{A}}$ such that $A, \bar{A}$ allows a $\pi$–matching is referred to as a split (of $G$) (or alternatively we say that $G$ is split into $G_A$ and $G_{\bar{A}}$). By a series of splits we mean a sequence $G = G_{S_1}, G_{S_2}, \ldots, G_{S_l} = G_S$, $l \in \mathbb{N}$, where each $G_{S_i}$, $i = 2\ldots l$, is obtained by splitting $G_{S_{i-1}}$ and $G_S$ is said to be obtained by a series of splits. A Markov chain $M$ is $\pi$–recursive on $G$ if:

1. $\Omega$ is of size 1, or
2. $G$ is $\pi$–matchable and if $G$ is split into, say $G_A$ and $G_{\bar{A}}$, then $M_A$ is $\pi_A$–recursive on $G_A$ and $M_{\bar{A}}$ is $\pi_{\bar{A}}$–recursive on $G_{\bar{A}}$.

A prototypical example is the random walk on the Boolean cube.

### 4 Spectral gap of $\pi$–recursive Markov chains

Our ultimate goal is to establish a lower bound on the log–Sobolev constant. However our approach is more easily understood in the context of spectral gap. So we consider this parameter first, on the one hand as a warm up exercise, on the other as a benchmark for our bound on the log–Sobolev constant.

Suppose that $M = (\Omega, P)$ is $\pi$–recursive on an underlying graph $G = (\Omega, E)$. The main result of this section is a lower bound on the spectral gap of $M$ (Theorem 4.4). The idea of the proof is to find a value $\hat{\lambda}_M$ s.t. $\mathcal{E}_M(f, f) \geq \lambda_M \mathcal{V} \text{a}_f(f)$ for all $f : \Omega \rightarrow \mathbb{R}$. Then, from the definition of spectral gap, $\lambda_M \geq \hat{\lambda}_M$ is an immediate consequence. We will find such a value $\hat{\lambda}_M$ by decomposition/induction.

The first ingredient is the observation that variacne and Dirichlet form can be split up w.r.t. a partition of the state space:

**Lemma 4.1** Let $A, \bar{A}$ be a partition of $\Omega$, $f : \Omega \rightarrow \mathbb{R}$ and $\pi$ a probability distribution on $\Omega$, then

$$
\mathcal{V} \text{a}_\pi(f) = \pi(A)\mathcal{V} \text{a}_A(f) + \pi(\bar{A})\mathcal{V} \text{a}_{\bar{A}}(f) + \text{ct}_{\mathcal{V} \text{a}_\pi}(f),
$$

where

$$
\text{ct}_{\mathcal{V} \text{a}_\pi}(f) = \pi(A)\mathcal{P} \text{a}_A(f)\mathcal{V} \text{a}_\pi(f) - \mathcal{V} \text{a}_\pi(f)^2
$$

is a weighted crossterm,

$$
\mathcal{V} \text{a}_\pi(f) = \sum_{x \in A} \pi_A(x)f(x),
$$

are expectation and variance w.r.t. $\pi_A$, and similarly for $\mathcal{V} \text{a}_\pi(f)$ and $\mathcal{V} \text{a}_\pi(f)$.

**Proof.** Despite the fact that the lemma is standard knowlge now, we will include a proof for the sake of completeness. A proof of

$$
\mathcal{V} \text{a}_\pi(f) = \pi(A)\mathcal{V} \text{a}_A(f) + \pi(\bar{A})\mathcal{V} \text{a}_{\bar{A}}(f) + \pi(A)\mathcal{P} \text{a}_A(f)\mathcal{V} \text{a}_\pi(f) - \mathcal{V} \text{a}_\pi(f)^2
$$


can be found in [13]. Now, observe that
\[
\begin{align*}
\pi(A)(E_{x,A}[f] - E_{x}[f])^2 &+ \pi(A)(E_{x,A}[f] - E_{x}[f])^2 \\
= \pi(A)(E_{x,A}[f] - \pi(A)E_{x,A}[f] - \pi(A)E_{x,A}[f])^2 \\
&+ \pi(A)(E_{x,A}[f] - \pi(A)E_{x,A}[f] - \pi(A)E_{x,A}[f])^2 \\
= \pi(A)(\pi(A)E_{x,A}[f] - \pi(A)E_{x,A}[f])^2 \\
&+ \pi(A)(\pi(A)E_{x,A}[f] - \pi(A)E_{x,A}[f])^2 \\
&= \pi(A)(\pi(A)^2(\pi(A)E_{x,A}[f] - \pi(A)E_{x,A}[f])^2 \\
&= \pi(A)(\pi(A)(E_{x,A}[f] - \pi(A)E_{x,A}[f])^2.
\end{align*}
\]
\[\square\]

Similarly,

**Lemma 4.2** For a partition \(A\), \(\tilde{A}\) of \(\Omega\), \(f : \Omega \to \mathbb{R}\) and a probability distribution \(\pi\) on \(\Omega\)
\[
\mathcal{E}_M(f, f) = \pi(A)\mathcal{E}_{M \tilde{A}}(f, f) + \pi(\tilde{A})\mathcal{E}_{M \tilde{A}}(f, f) + \text{ct}_{\mathcal{E}_M}(f),
\]
where \(\text{ct}_{\mathcal{E}_M}(f) = \sum_{x \in A} \left( f(x) - f(y) \right)^2 \pi(x) P(x, y)\).

**Proof.** As before, the lemma is standard and the proof included for the sake of completeness. Observe that given a partition \(A\) and \(\tilde{A}\) the Dirichlet form can be rewritten as
\[
\mathcal{E}_M(f, f) = \frac{1}{2} \sum_{x, y \in A} \left( f(x) - f(y) \right)^2 \pi(x) P(x, y)
\]
\[
+ \frac{1}{2} \sum_{x, y \in \tilde{A}} \left( f(x) - f(y) \right)^2 \pi(x) P(x, y)
\]
\[
+ \sum_{x \in A} \left( f(x) - f(y) \right)^2 \pi(x) P(x, y).
\]
Since
\[
\pi(A)\mathcal{E}_{M \tilde{A}}(f, f) = \frac{1}{2} \sum_{x, y \in A} \left( f(x) - f(y) \right)^2 \pi(x) P(x, y)
\]
and
\[
\pi(\tilde{A})\mathcal{E}_{M \tilde{A}}(f, f) = \frac{1}{2} \sum_{x, y \in \tilde{A}} \left( f(x) - f(y) \right)^2 \pi(x) P(x, y),
\]
the lemma holds. \[\square\]

The following lemma is the main stepping stone for the induction in Theorem 4.4.

**Lemma 4.3** Assume that \(M = (\Omega, P)\) is a finite, time-reversible, irreducible and aperiodic Markov chain with stationary distribution \(\pi\) on a \(\pi\)-matchable graph \(G = (\Omega, E)\). Then
\[
\text{ct}_{\mathcal{E}_M}(f) \geq 2 \min_{\{x,y\} \in E} \{P(x, y)\} \text{ct}_{\text{Var}_\pi}(f).
\]

**Proof.** Since \(G\) allows a \(\pi\)-matching, there exists a bipartition \(A, \tilde{A}\) and an assignment \(w\) such that \(\pi(x)/\pi(A) = \sum_{y \in \tilde{A}} w(x, y)\) and thus \(E_{x,A}[f] = \sum_{y \in \tilde{A}} w(x, y)f(x)\); similarly for \(E_{\tilde{A}}[f]\). Thus:
\[
\text{ct}_{\text{Var}_\pi}(f) = \pi(A)\pi(\tilde{A}) \left( \sum_{x, y \in A} \sqrt{w(x, y)}(f(x) - f(y))\sqrt{w(x, y)} \right)^2.
\]
Observe that \(\sum_{x \in A} w(x, y) = 1\). Applying the Cauchy–Schwarz inequality yields:
\[
\text{ct}_{\text{Var}_\pi}(f) \leq \pi(A)\pi(\tilde{A}) \sum_{x, y \in A} w(x, y)(f(x) - f(y))^2.
\]
Thus, to complete the proof it suffices to find a factor \(\eta\) such that
\[
\eta \pi(A)\pi(\tilde{A}) \sum_{x, y \in A} w(x, y)(f(x) - f(y))^2
\]
\[
\leq \sum_{x, y \in A} \pi(x) P(x, y)(f(x) - f(y))^2.
\]
Observe that since \(M\) is time-reversible, we can always choose \(A\) such that \(\pi(\tilde{A}) \leq \pi(A)\). Furthermore, \(w(x, y) \leq \sum_{y \in \tilde{A}} w(x, y) = \pi(x)\). Thus
\[
\pi(A)\pi(\tilde{A}) w(x, y) \leq \pi(A)\pi(\tilde{A}) \pi(x) \pi(\tilde{A}) \pi(x)
\]
\[
\leq \frac{1}{2} \pi(x) \leq \frac{\pi(x) P(x, y)}{2 \min_{\{x, y\} \in E} \{P(x, y)\}}.
\]
This shows that our claim is valid for \(\eta = 2 \min_{\{x, y\} \in E} \{P(x, y)\}\). \[\square\]

The significance of Lemma 4.3 is that \(2 \min_{\{x, y\} \in E} \{P(x, y)\}\) is exactly the value \(\lambda_M\) we were looking for, i.e. it satisfies \(\mathcal{E}_M(f, f) \geq \lambda_M \text{Var}_\pi(f)\) for all \(f : \Omega \to \mathbb{R}\). This is made rigorous next.

**Theorem 4.4** Given a finite, time-reversible, irreducible and aperiodic Markov chain \(M = (\Omega, P)\) with stationary distribution \(\pi\) on a graph \(G = (\Omega, E)\) such that \(M\) is \(\pi\)-reducible on \(G\). The spectral gap of \(M\) is lower bounded by twice the minimum transition probability of \(M\), i.e.:
\[
\lambda_M \geq 2 \min_{\{x, y\} \in E} \{P(x, y)\}.
\]

**Proof.** It suffices to show that for any \(f : \Omega \to \mathbb{R}\) and for all \(S \subseteq \Omega\) where \(S\) is obtained by a series of splits of \(G\) the following holds: \(\mathcal{E}_M(f, f) \geq 2 \min_{\{x, y\} \in E} \{P(x, y)\} \text{Var}_\pi(f)\). The proof is by induction on the size of the state space of the restriction.
chain $M_S = (S, P_S)$. For $|S| = 1$ the variance $\text{Var}_{\pi_S}(f) = \frac{1}{2} \sum_{x,y \in S} (f(x) - f(y))^2 \pi_S(x) \pi_S(y) = 0$ and the induction hypothesis is trivially true.

Assume that $|S| > 1$ and $M_S$ has stationary distribution $\pi_S$. Since $M$ is $\pi$-recursive on $G$, the chain $M_S$ is $\pi_S$-recursive on $G_S$. Thus there is a split of $G_S$ into, say $G_A, G_B$. By Lemma 4.2: $\mathcal{E}_{M_S}(f, f) = \pi_S(A) \mathcal{E}_{M_A}(f, f) + \pi_S(\tilde{A}) \mathcal{E}_{M_B}(f, f) + ct \mathcal{E}_{M_S}(f)$ which is by induction hypothesis greater than $2 \min_{(x,y) \in E} \{P(x, y)\} \times (\pi_S(A) \text{Var}_{\pi_A}(f) + \pi_S(\tilde{A}) \text{Var}_{\pi\tilde{A}}(f)) + ct \mathcal{E}_{M_S}(f)$. By Lemma 4.3: $\mathcal{E}_{M_S}(f, f) \geq 2 \min_{(x,y) \in E} \{P(x, y)\} \times \text{ct Var}_{\pi_S}(f)$. Thus, applying Lemma 4.1 we obtain: $\mathcal{E}_{M_S}(f, f) \geq 2 \min_{(x,y) \in E} \{P(x, y)\} \text{Var}_{\pi_S}(f)$. □

Remark: An unnatural feature of Theorem 4.4 (and later Theorem 5.4) is that the existence of one single low-probability transition is enough to degrade the bound. What we mean is the following: let $M = (\Omega, P)$ be a Markov chain whose transition probabilities are similar in size (i.e., differ by at most a small constant factor). We define a “perturbed chain” $M^! = (\Omega, P^!)$ whose transition probabilities agree with $M$ except between a pair of distinguished states $x$ and $y$. For this pair $x, y$, we arrange that $P^!(x, y) = P^!(y, x) = 0$ while $0 < P^!(x, y), P^!(y, x) < \delta$, where $\delta$ is some small value much less than $\min_{(x,y) \in E} \{P(x, y)\}$. (The stationary distribution $\pi$ may be retained by choosing $P^!(x, y)$ and $P^!(y, x)$ to satisfy detailed balance.) Then our bound for $\lambda_{M^!}$ is much smaller than that for $M$, even though the spectral gap of $M^!$ is actually slightly larger than that of $M$. This is counter-intuitive since the addition of a tiny extra edge should not have such a huge impact. This paradox can be resolved by a look at the proof of Lemma 4.3 and Theorem 4.4. Both continue to hold if $2 \min_{(x,y) \in E} \{P(x, y)\}$ is replaced by $\min_{(x,y) \in E(A, \bar{A})} \frac{\pi(x) P(x, y)}{\pi(A) \pi(\bar{A}) w(x, y)}$. (2)

Thus, the tiny transition probability can be compensated for as long as the $\pi$-matching does not assign it significant weight. In general, this will apply whenever a vertex is incident to more than one edge of the cut. Thus, an alternative formulation of Lemma 4.3 and Theorem 4.4 involving (2) will be closer to the truth. However, later on we will only be dealing with Markov chains whose transition probabilities are uniform, i.e., all non-zero transition probabilities are identical, and for those chains the current versions of Lemma 4.3 and Theorem 4.4 are sufficiently well suited.

5 log–Sobolev constant of $\pi$–recursive Markov chains

A similar inductive proof can be used to obtain a lower bound on the log–Sobolev constant of $\pi$–recursive Markov chains. As before, we assume that $M = (\Omega, P)$ is $\pi$-recursive on the underlying graph $G = (\Omega, E)$ (Theorem 5.4). Again, we will identify a value $\hat{\alpha}_M$ such that if $G_S$ is obtained by a series of splits: $\mathcal{E}_{M_S}(f, f) \geq \hat{\alpha}_M \mathcal{L}_{\pi_S}(f)$ for all $f : \Omega \rightarrow \mathbb{R}$. The approach is along the same lines as the proof of Theorem 4.4. Similar to variance and Dirichlet–form, the entropy–like quantity $\mathcal{L}_{\pi}(f)$ can be split up with respect to a bipartition $A, \tilde{A}$ of $\Omega$.

Lemma 5.1

$$\mathcal{L}_{\pi}(f) = \mathcal{L}_{\pi_A}(f) + \mathcal{L}_{\pi_{\tilde{A}}}(f) + \text{ct} \mathcal{L}_{\pi}(f),$$

where

$$\text{ct} \mathcal{L}_{\pi}(f) = \mathcal{L}_{\pi_A}(f) \frac{\|f\|_{2,\pi_A}^4 \log \|f\|_{2,\pi}^4}{\|f\|_{2,\pi_A}^4} + \mathcal{L}_{\pi_{\tilde{A}}}(f) \frac{\|f\|_{2,\pi_{\tilde{A}}}^4 \log \|f\|_{2,\pi}^4}{\|f\|_{2,\pi_{\tilde{A}}}^4}$$

is a weighted crossover,

$$\|f\|_{2,\pi_A} = \sqrt{\sum_{x \in A} |f(x)|^2 \pi_A(x)}$$

and

$$\mathcal{L}_{\pi_A}(f) = \sum_{x \in A} |f(x)|^2 \pi_A(x) \log \frac{|f(x)|^2}{\|f\|_{2,\pi_A}^2}$$

and accordingly for $\|f\|_{2,\pi_{\tilde{A}}}$ and $\mathcal{L}_{\pi_{\tilde{A}}}(f)$.

Proof. Again, the proof is standard and included merely for the sake of completeness. Recall that

$$\mathcal{L}_{\pi}(f) = \sum_{x \in \Omega} |f(x)|^2 \pi(x) \log \frac{|f(x)|^2}{\|f\|_{2,\pi}^2}. \quad (3)$$

Splitting up (3) with respect to $A, \tilde{A}$ yields

$$\mathcal{L}_{\pi}(f) = \sum_{x \in A} |f(x)|^2 \pi(x) \log |f(x)|^2 + \sum_{x \in A} |f(x)|^2 \pi(x) \log |f(x)|^2 - \|f\|_{2,\pi}^2 \log \|f\|_{2,\pi}^2.$$

Notice that $\|f\|_{2,\pi_A}^2 = \mathcal{L}_{\pi_A}(f) \|f\|_{2,\pi_A}^2 + \mathcal{L}_{\pi_{\tilde{A}}}(f) \|f\|_{2,\pi_{\tilde{A}}}^2$ and

$$\sum_{x \in A} |f(x)|^2 \pi(x) \log |f(x)|^2 = \mathcal{L}_{\pi_A}(f) \|f\|_{2,\pi_A}^2 + \mathcal{L}_{\pi_{\tilde{A}}}(f) \|f\|_{2,\pi_{\tilde{A}}}^2 \log \|f\|_{2,\pi_{\tilde{A}}}^2.$$
Then

\[ \mathcal{L}_\pi(f) = \pi(A) \mathcal{L}_{\pi,A}(f) + \pi(\bar{A}) \mathcal{L}_{\bar{\pi},\bar{A}}(f) + \pi(\bar{A}) \mathcal{L}_{\bar{\pi},\bar{A}}(f) \]

and observe that this is merely an alternative formulation of the claim.

Section 4 related the crossterms of Dirichlet form to variance. Now, we have to relate the crossterms of Dirichlet form and \( \mathcal{L}_\pi(f) \).

**Lemma 5.2** Assume that \( M = (\Omega, P) \) is a finite, time-reversible, irreducible and aperiodic Markov chain with stationary distribution \( \pi \) on a \( \pi \)-matchable graph \( G = (\Omega, E) \). Then

\[
\text{ct}_{\mathcal{E}_M}(f) \geq \frac{1}{2} \min_{(x,y) \in E} \{ P(x,y) \} \text{ct}_{\mathcal{L}_\pi}(f).
\]

**Proof.** Let \( A, \bar{A} \) be a split of \( G \). Using \( \ln x \leq x - 1 \) we obtain

\[
\text{ct}_{\mathcal{L}_\pi}(f) \leq \pi(A) \|f\|^2_{\mathcal{L}_{\pi,A}} \frac{\|f\|^2_{\mathcal{L}_{\bar{\pi},\bar{A}}}}{\|f\|^2_{\mathcal{L}_{\bar{\pi},\bar{A}}}} + \pi(\bar{A}) \|f\|^2_{\mathcal{L}_{\bar{\pi},\bar{A}}} - \|f\|^2_{\mathcal{L}_{\bar{\pi},\bar{A}}}.
\]

Since \( \|f\|^2_{\mathcal{L}_{\bar{\pi},\bar{A}}} = \pi(A) \|f\|^2_{\mathcal{L}_{\pi,A}} + \pi(\bar{A}) \|f\|^2_{\mathcal{L}_{\bar{\pi},\bar{A}}} \), we see that the right-hand side of the above inequality is equal to

\[
\pi(A) \pi(\bar{A}) \frac{(\|f\|^2_{\mathcal{L}_{\pi,A}} - \|f\|^2_{\mathcal{L}_{\bar{\pi},\bar{A}}})^2}{\|f\|^2_{\mathcal{L}_{\bar{\pi},\bar{A}}}}.
\]

It is then enough to show that

\[
\text{ct}_{\mathcal{E}_M}(f) \geq \frac{1}{2} \min_{(x,y) \in E} \{ P(x,y) \} \pi(A) \pi(\bar{A}) \frac{(\|f\|^2_{\mathcal{L}_{\pi,A}} - \|f\|^2_{\mathcal{L}_{\bar{\pi},\bar{A}}})^2}{\|f\|^2_{\mathcal{L}_{\bar{\pi},\bar{A}}}^2}.
\]

This can be done with the help of two intermediate inequalities. The first is

\[
\sum_{x \in A, y \in \bar{A}} (f(x) - f(y))^2 \pi(x) P(x,y) \geq \frac{1}{2} \min_{(x,y) \in E} \{ P(x,y) \} \sum_{x \in A, y \in \bar{A}} (f(x) - f(y))^2 w(x,y),
\]

and the second one

\[
\sum_{x \in A, y \in \bar{A}} (f(x) - f(y))^2 w(x,y) \geq \pi(A) \pi(\bar{A}) \frac{(\|f\|^2_{\mathcal{L}_{\pi,A}} - \|f\|^2_{\mathcal{L}_{\bar{\pi},\bar{A}}})^2}{\|f\|^2_{\mathcal{L}_{\bar{\pi},\bar{A}}}}.
\]

As regards the first inequality, observe the following. Since \( M \) is time-reversible \( \pi \), we can choose \( A \) such that \( \pi(\bar{A}) \leq \pi(A) \) without affecting the very first inequality which upper bounds \( \text{ct}_{\mathcal{L}_\pi}(f) \) and remember that \( M \) allows a \( \pi \)-matching between \( A \) and \( \bar{A} \) such that \( w(x,y) \leq \sum_{y \in \bar{A}} w(x,y) = \frac{\pi(x)}{\pi(A)} \). Thus,

\[
w(x,y) \leq \frac{\pi(x)}{\pi(A)} \leq 2 \pi(x) \leq \frac{2 \pi(x) P(x,y)}{\min_{(x,y) \in E} \{ P(x,y) \}}.
\]

This establishes the first inequality. To finish the proof we must show that the second inequality (4) is valid. Set \( F_A = \sum_{x \in A} |f(x)|^2 \pi(x) \) and \( \bar{F}_A \) analogously, then the RHS turns into \( \pi(\pi(A) \pi(\bar{A}) \left( \frac{F_A}{(\pi(A) + \bar{F}_A)} \right)^2 \). Observe that

\[
\sum_{x \in A, y \in \bar{A}} (f(x) - f(y))^2 w(x,y)
\]

\[
= \frac{F_A}{\pi(A)} - 2 \sum_{x \in A, y \in \bar{A}} f(x) f(y) w(x,y) + \frac{\bar{F}_A}{\pi(A)}.
\]

According to the Cauchy–Schwarz inequality

\[
\sum_{x \in A, y \in \bar{A}} f(x) \sqrt{w(x,y)} f(y) \sqrt{w(x,y)} \leq \sqrt{\frac{F_A \bar{F}_A}{\pi(\pi(A) \pi(A)}}
\]

and so

\[
\sum_{x \in A, y \in \bar{A}} (f(x) - f(y))^2 w(x,y) \geq \left( \sqrt{\frac{F_A}{\pi(A)}} - \sqrt{\frac{\bar{F}_A}{\pi(A)}} \right)^2.
\]

It therefore suffices to show that

\[
\left( \sqrt{\frac{F_A}{\pi(A)}} - \sqrt{\frac{\bar{F}_A}{\pi(A)}} \right)^2 \geq \pi(A) \pi(\bar{A}) \left( \frac{F_A}{\pi(A)} - \frac{\bar{F}_A}{\pi(A)} \right)^2,
\]

which is equivalent to

\[
\left( \sqrt{\frac{F_A}{\pi(A)}} - \sqrt{\frac{\bar{F}_A}{\pi(A)}} \right)^2 \geq \pi(A) \pi(\bar{A}) \left( \frac{F_A}{\pi(A)} - \frac{\bar{F}_A}{\pi(A)} \right)^2,
\]

where \( F_A + \bar{F}_A \) has been normalised to 1. Below, in Lemma 5.3 we will show that the last inequality is valid, which concludes the proof of Lemma 5.2. \(\square\)
Lemma 5.3 Let \( x, y \in (0, 1) \). Then
\[
\left( \sqrt{\frac{x}{y}} - \sqrt{\frac{1-x}{1-y}} \right)^2 - y(1-y) \left( \frac{x}{y} - \frac{1-x}{1-y} \right)^2 \geq 0.
\]

Proof. The claimed inequality is equivalent to
\[
1 - \frac{y(1-y)(\frac{x}{y} - \frac{1-x}{1-y})^2}{(\sqrt{\frac{x}{y}} - \sqrt{\frac{1-x}{1-y}})^2} \geq 0
\]
and hence to
\[
y(1-y) \left( \sqrt{\frac{x}{y}} + \sqrt{\frac{1-x}{1-y}} \right)^2 \leq 1. \tag{5}
\]
Since \( x, y \in (0, 1) \), inequality (5) is equivalent to
\[
\sqrt{x(1-y)} + \sqrt{y(1-x)} \leq 1.
\]
Then use \( x = \cos^2 a \) and \( y = \sin^2 b \) for \( a, b \in \mathbb{R} \) to conclude the proof. \( \square \)

We can now formulate the main result

Theorem 5.4 Given a finite, time–reversible, irreducible and aperiodic Markov chain \( M = (\Omega, P) \) with stationary distribution \( \pi \) on a graph \( G = (\Omega, E) \) such that \( M \) is \( \pi \)-recursive on \( G \). The logarithmic Sobolev constant of \( M \) is lower bounded by half the minimum transition probability of \( M \), i.e.:
\[
\alpha_M \geq \frac{\min_{\{x,y\} \in E} \{P(x,y)\}}{2}.
\]

Proof. The proof is of a similar flavour as the proof of Theorem 4.4. It is carried out by induction on the size of state spaces of restriction chains of \( M \). Let \( M_S = (S, P_S) \) with stationary distribution \( \pi_S \) be a restriction chain on underlying graph \( G_S = (S, E_S) \) obtained by a series of splits of \( G \).

If \( |S| = 1 \), then \( \pi_S(x) = 1 \) for \( x \in S \), in which case
\[
\frac{\pi(x)}{\pi(x)} \left( x - f(y) \right)^2 \pi_S(x) P_S(x, y) \geq \frac{1}{2} \sum_{x,y \in S} |f(x) - f(y)|^2 \pi_S(x) \pi_S(x) \log \frac{|f(x)|^2}{\|f(x)\|^2} = 0
\]
is trivially true.

Inductive step: As \( M_S \) is \( \pi_S \)-recursive, the underlying graph \( G_S \) can be split into two non-empty sets \( A \) and \( \overline{A} \) such that:
\[
\mathcal{E}_{M_S}(f, f) = \pi_S(A) \mathcal{E}_{M_S}(f, f) + \pi_S(\overline{A}) \mathcal{E}_{M_S}(f, f) + c \mathcal{E}_{M_S}(f).
\]
By induction hypothesis this is greater than
\[
\frac{1}{2} \min_{\{x,y\} \in E} \{P(x,y)\} \{\pi_S(A) \mathcal{L}_{\pi_S}(f) + \pi_S(\overline{A}) \mathcal{L}_{\pi_S}(f) + c \mathcal{E}_{M_S}(f)\}.
\]
By Lemma 5.2 this in turn is greater than
\[
\frac{1}{2} \min_{\{x,y\} \in E} \{P(x,y)\} \{\pi_S(A) \mathcal{L}_{\pi_S}(f) + \pi_S(\overline{A}) \mathcal{L}_{\pi_S}(f) + c \mathcal{E}_{M_S}(f)\}
\]
and finally using Lemma 5.1:
\[
\mathcal{E}_{M_S}(f, f) \geq \frac{1}{2} \min_{\{x,y\} \in E} \{P(x,y)\} \pi_S(f).
\]
Remark: The bound on the log–Sobolev constant we state here is nearly tight in that any significant improvement, specifically by a factor greater than 2, would implicitly lead to an improvement in the bound on \( \lambda \) stated in Theorem 4.4. (This follows from the known inequality \( \alpha \leq \lambda/2 \) [19], [5]). But the bound in Theorem 4.4 is tight, e.g. in the case of the hypercube.

6 Application

In this section we will discuss some applications of Theorem 4.4 and Theorem 5.4. The applications we have in mind are random walks on bases–exchange walks on balanced matroids.

6.1 Balanced matroids

Matroids are algebraic structures that capture the concept of linear independence. Formally, a pair \( \mathcal{M} = (S, \mathcal{I}) \) with a finite ground set \( S \) and independent sets \( \mathcal{I} \subseteq 2^S \) forms a matroid if

1. \( \emptyset \in \mathcal{I} \),
2. if \( A \in \mathcal{I} \) and \( B \subseteq A \) then \( B \in \mathcal{I} \), and
3. if \( A, B \in \mathcal{I} \) and \( |B| = |A| + 1 \) then there exists \( e \in B \setminus A \) such that \( A \cup \{e\} \in \mathcal{I} \).

A matroid can be entirely defined by its set of maximal independent sets or bases \( \mathcal{B} \subseteq 2^S \) (sometimes we will use \( \mathcal{B}(\mathcal{M}) \) to denote the bases of a matroid \( \mathcal{M} \) or conversely \( \mathcal{M}(\mathcal{B}) \) to denote the matroid with bases \( \mathcal{B} \)). Bases possess the following two properties:

1. all bases are of the same size, namely the rank of \( \mathcal{M} \)
2. for every pair of bases \( X, Y \subseteq B \) and every element \( e \in X \) there exists an element \( f \in Y \) s.t. \( (X \setminus \{e\}) \cup \{f\} \in \mathcal{B} \).

The properties of matroid bases suggest a very natural random walk on \( \mathcal{B} \). Define the bases–exchange graph \( G(\mathcal{M}) = (\mathcal{B}, E) \) as the undirected graph with vertex set \( \mathcal{B} \) and two vertices \( X, Y \subseteq G(\mathcal{M}) \) are connected by an edge if \( |X \cup Y| = 2 \), i.e. only one element of \( X \) is not in \( Y \) and vice versa. In future, we will call every random walk on the bases–exchange graph a bases–exchange walk.

As an example take the following random walk:

Algorithm 6.1 Let \( X \) be the current basis. We move on to basis \( X' \) according to the rule

1. choose a ground set element \( e \) and an element \( f \in X \) u.a.r.
2. if \( (X \setminus \{f\}) \cup \{e\} \in \mathcal{B} \), then set \( X' = (X \setminus \{f\}) \cup \{e\} \), otherwise let \( X' = X \) (stay at the current basis).
Next, we introduce two important operations on matroids. For a ground set element \( e \in S \) the matroid \( \mathcal{M} \setminus e \) obtained by deleting \( e \) has ground set \( S(\mathcal{M} \setminus e) = S \setminus \{ e \} \) and set of bases \( B(\mathcal{M} \setminus e) = \{ X \setminus e \mid e \notin X \} \). The matroid \( \mathcal{M} / e \) obtained by contracting \( e \) has ground set \( S(\mathcal{M} / e) = S \setminus \{ e \} \) and set of bases \( B(\mathcal{M} / e) = \{ X \setminus \{ e \} \mid X \in B \land e \in X \} \). Any matroid obtained from \( \mathcal{M} \) by a series of contractions and deletions is a minor of \( \mathcal{M} \).

Let \( X \) be a basis chosen uniformly at random (u.a.r.) from \( B \) and \( e \in S \) a ground set element. With abuse of notation, let \( e \) denote the event \( e \in X \) and \( \bar{e} \) the event \( e \notin X \); juxtaposition expresses the conjunction of events, i.e. \( \bar{e}f \) means \( e \notin X \land f \in X \). A matroid is negatively correlated if the inequality \( \Pr[e,f] \leq \Pr[e] \Pr[f] \) holds for all pairs of distinct elements \( e,f \in S \). We say that a matroid \( \mathcal{M} \) is balanced if \( \mathcal{M} \) and all its minors are negatively correlated. All regular (and thus graphic) matroids are known to be balanced. Feder and Mihail introduced the notion of balance and showed that Algorithm 6.1 on balanced matroids has mixing time polynomial in the rank \( n \) and size of ground set \( m \), i.e., is rapidly mixing (cf. [7]).

### 6.1.1 Fractional matchings

In the same paper ([7]), Feder and Mihail discovered that vertices of the bases–exchange graph \( G(\mathcal{M}) \) of every balanced matroid have a natural bipartition into \( A \), \( \bar{A} \), such that the transitions between \( A \) and \( \bar{A} \) support a fractional matching. Let \( A \) and \( \bar{A} \) be the natural isomorphic copies of \( B(\mathcal{M} \setminus e) \) and \( B(\mathcal{M} / e) \) in \( \mathcal{M} \) respectively for some ground set element \( e \). A fractional matching is a function \( \psi : A \times \bar{A} \to \mathbb{N} \) assigning integer weights to the cutset (the edges of \( G(\mathcal{M}) \)) spanning \( A \) and \( \bar{A} \) such that

\[
\forall x \in A : \sum_{y \in \bar{A}} \psi(x,y) = |\bar{A}|
\]

and

\[
\forall y \in \bar{A} : \sum_{x \in A} \psi(x,y) = |A|.
\]

Note that if \( \pi \) is uniform over \( A \) and \( \bar{A} \), then the probability distribution

\[
P_\psi = \begin{pmatrix} (x,y) \mapsto \frac{\psi(x,y)}{|A||\bar{A}|} \end{pmatrix} : A \times \bar{A} \to [0,1]
\]

on the cutset is a \( \pi \)-matching.

### 6.2 Spectral gap and log–Sobolev constant of balanced matroids

Let \( \mathcal{M} = (B, P) \) be a bases–exchange walk with constant transition probabilities, i.e. \( P(x,y) = p \) if \( x \neq y \) and \( x \sim y \), i.e. \( x \) and \( y \) are connected by an edge, and \( P(x,x) = 1 - \sum_{(x,y) \in E} P(x,y) > 0 \) (so that the chain is aperiodic), on a matroid \( \mathcal{M}(B) \) and \( \mathcal{G}(\mathcal{M}(B)) = (B, E) \) the underlying bases–exchange graph. Note that \( \mathcal{M} \) is finite and irreducible; thus it has unique stationary distribution \( \pi \). Since \( \mathcal{M} \) fulfills the detailed balance condition (i.e. is time–reversible) with respect to the uniform distribution on \( B \), the stationary distribution \( \pi \) must be the uniform distribution on \( B \). Observe that if \( \mathcal{M}' \) with bases \( B' \) is a minor of \( \mathcal{M}(B) \), then the restriction chain \( \mathcal{M}' \) is time–reversible with stationary distribution \( 1/|B'| \). Furthermore if \( \mathcal{M} \) is a balanced matroid, then every fractional matching gives rise to a \( \frac{1}{|B|} \)-matching with weights \( P_\psi(\cdot, \cdot) \). These observations show that the bases–exchange walk \( \mathcal{M} = (B, P) \) with constant transition probabilities is \( \frac{1}{|B|} \)-recursive on the bases–exchange graph $^2$.

**Corollary 6.2** Let \( \mathcal{M} = (B, P) \) be a bases–exchange walk with constant transition probabilities, i.e. \( P(x,y) = p \) if \( x \neq y \) and \( x \sim y \) and \( P(x,x) = 1 - \sum_{(x,y) \in E} P(x,y) > 0 \), on a balanced matroid \( \mathcal{M}(B) \) with bases–exchange graph \( \mathcal{G}(\mathcal{M}(B)) = (B, E) \). The spectral gap and log–Sobolev constant of \( \mathcal{M} \) are lower bounded by:

\[
\lambda_M \geq 2p \quad \text{and} \quad \alpha_M \geq \frac{p}{2}.
\]

**Proof.** Apply Theorems 4.4 and 5.4. \( \square \)

We will give two example applications of Corollary 6.2:

**Example 6.3** Random walk on a hypercube:

Consider the \( d \)-dimensional hypercube. The vertices can be denoted by \( d \)-tuples from \( \{0,1\}^d \) and edges connect vertices whose Hamming distance is 1, i.e. tuples that differ by exactly one entry. Consider the random walk \( \mathcal{M} \) with transition probabilities \( P(x,y) = 1/(d+1) \) whenever \( x \) and \( y \) are connected by an edge. This random process has been studied quite extensively before (see [6] and the references given therein) and has uniform stationary distribution \( \pi(x) = 1/2^d \). It is already known that the walk on the hypercube has spectral gap \( \lambda = 2/(d+1) \) and log–Sobolev constant \( \alpha = 1/(d+1) \) (see [5] and [6] for a discussion). There are several ways to see that this Markov chain is \( \pi \)-recursive. The easiest way is to split the hypercube into two sub–cubes of dimension \( d-1 \). Since each vertex of a sub–cube has only one neighbour in the other sub–cube, the \( \pi \)-matching is given by \( w(x,y) = 2/2^d \). Using Theorem 4.4 and Theorem 5.4 we obtain the bounds \( \lambda \geq 2/(d+1) \)

$^2$Observe that some minors of a matroid are empty. This can happen if the minor is obtained by contracting an element that is in no basis or by deleting an element that is in every basis. In this case the minors do not constitute a split. However, unless a matroid has only one basis, there will always exist non-empty minors and thus a split of the bases-exchange graph.
and $\alpha \geq 1/2(d + 1)$. While our bound on spectral gap is identical to the aforementioned result, our bound on log–Sobolev constant is off by the factor 2. However, for the random walk on hypercubes it can be shown that Lemma 5.2 and Theorem 5.4 hold for dom walk on hypercubes it can be shown that Lemma 5.2

The next example is more interesting.

**Example 6.4 Balanced matroids:**

Let $M$ be a matroid of rank $n$ on a ground set $S$ of size $m$. Assume that transitions are done as specified in Algorithm 6.1. For the sake of simplicity add self–loops with probability at least 1/2 and reduce all other transition probabilities by 1/2, i.e. $P(x, y) = 1/2mn$ for $x \sim y$ and $P(x, x) = 1 - \sum_{(x, y) \in E} P(x, y) \geq 1/2$, this will ensure that $M$ is irreducible, aperiodic and time–reversible w.r.t. the uniform distribution on $B$. If $M$ is balanced, then applying Theorem 5.4 yields the lower bound $\alpha \geq 1/4mn$ on the log–Sobolev constant. Remember that log–Sobolev constants can be used to upper bound mixing time thus by (1) we obtain: $\tau \leq O(mn(\log n + \log \log m))$. This greatly improves on the mixing time for this walk given in [18]: $\tau \leq O(m^{3/2}n^2(\log n + \log \log m))$. Using a result by Heller [10] which says that for simple regular matroids, i.e. regular matroids with no parallel elements, $m < n(n + 1)$ we can infer that for regular matroids with only a constant number of parallel elements $m = O(n^2)$. Thus for such matroids our bound on the log–Sobolev constant yields a mixing time of $O(n^3 \log n)$ for this walk. This is at present the best bound on mixing time for this random walk on the bases–exchange graph of regular matroids with constant number of parallel elements\(^3\).
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\(^3\)However, if the size of the groundset is larger, say $m = \Omega(n^3)$, then Feder and Mihail’s modified random walk on balanced matroids (see [7], Theorem 5.2) with $\tau \leq O(n^4 \log m)$ converges faster.


