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Abstract. We consider, for maps f ∈ Ḣ1/2(R2; S1), an energy E(f) related to a seminorm equivalent to the

standard one. This seminorm is associated to a measurable matrix field in the half space. Under structure

assumptions on it, we show that the infimum of E over a class of maps two prescribed singularities induces

a natural geodesic distance on the plane. In case of a continuous matrix field, we determine the asymptotic

behavior of minimizing sequences. We prove that, for such minimizing sequences, the energy concentrates near

a geodesic curve on the plane. We describe this concentration in terms of bubbling-off of circles along this

curve. Then we explicitly compute the relaxation with respect to the weak Ḣ1/2-convergence of the functional

f 7→ E(f) if f is smooth and +∞ otherwise. The formula involves the length of a minimal connection between

the singularities of f computed in terms of the distance previously obtained.
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1. Introduction

In the recent years, several papers were devoted to the study of the fractional Sobolev space H1/2

with values into the unit circle S1, in particular in the framework of the Ginzburg-Landau model (see
[7], [8], [9], [14], [22], [25], [27], [33] and [34]), but also into more general target manifolds (see [23],
[24]). In this paper, we are interested in one of the simplest case of such spaces, namely in

X :=
{
f ∈ L2

loc(R2; R2) ; |f | = 1 a.e. and |f |1/2 < +∞
}
, (1.1)

where | · |1/2 denotes the standard (Gagliardo) H1/2–seminorm

|f |1/2 =
(∫

R2

∫
R2

|f(x)− f(y)|2

|x− y|3
dxdy

)1/2

(1.2)

which makes X modulo constants a complete metric space. In this way, X naturally appears as a
closed subset of the homogeneous Sobolev space Ḣ1/2(R2; R2) (see Section 2 for the definitions and
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the basic properties of the homogeneous Sobolev spaces we are interested in). As it is well known, up
to a multiplicative constant,

|f |1/2 = ‖∇uf‖L2(R3
+) , (1.3)

where uf is the (unique, finite energy) harmonic extension of f to the half space R3
+ := R2× (0,+∞).

Alternatively, |f |21/2 =
∫

R2 |ξ||f̂(ξ)|2dξ, where f̂ denotes the Fourier transform of f . Throughout the
paper, we might identify R2 with ∂R3

+ = R2×{0} and for x = (x1, x2, x3) ∈ R3
+, (x1, x2, 0) = x̂ ∈ R2.

On the space X, we will consider a family of seminorms including (1.2) and equivalent to it. These
seminorms arise naturally from Riemannian metrics on R3

+. The main goal of this paper is to study
variational problems for energy functionals corresponding to Dirichlet integrals as in (1.3) with respect
to Riemannian metrics with measurable coefficients. The lack of regularity will force us to introduce
suitable length structures in the sense of [26] and corresponding geodesic distances related to Finsler
metrics that will be the proper substitutes for the Euclidean metric. For S1-valued maps, the present
study recovers some recent results proved in [9] and [22,25] in the setting of Cartesian currents. In
contrast with the aforementioned papers, our analysis is performed in the entire space which motivates
the use of homogeneous Sobolev spaces. In the case of the Euclidean metric, most of the present results
could be derived from the ones in [22,25] once adapted to the unbounded domain situation.

In order to describe the variational problems in details, we recall some properties of maps in X

related to the nontrivial topology of the target. These properties are well known in the bounded domain
case (see [9], [34] and see also [25] for a different approach) and their proofs can be found in the next
sections. In particular, the strong density of the subspace of smooth maps X ∩ C∞(R2) is known to
fail (see e.g. [14]) and the sequential weak density to hold (see [34]). However strong density holds for
maps with finitely many singualrities (see [34] and Section 2). For any f ∈ X, a characterization of the
topological singularities, i.e., the topologically relevant part of the singular set of f , can be obtained
in terms of a distribution T (f) as in [9], [27] and [34] (see [22] and [25] for an alternative approach
in terms of currents and [10], [27] and [23] for higher dimensional extensions). Roughly speaking, this
distribution measures how much f fails to preserve closed forms under pull-back.

For f = f(x1, x2) ∈ X and ϕ = ϕ(x1, x2) ∈ Lip(R2; R), we consider u = u(x1, x2, x3) ∈ Ḣ1(R3
+; R2)

and Φ = Φ(x1, x2, x3) ∈ Lip(R3
+; R) with u|R2 = f and Φ|R2 = ϕ. Setting

H(u) = 2
(
∂2u ∧ ∂3u, ∂3u ∧ ∂1u, ∂1u ∧ ∂2u

)
,

the distribution T (f) is defined through its action on ϕ by

< T (f), ϕ >=
∫

R3
+

H(u) · ∇Φ dx . (1.4)

It is not hard to check (see [9] for details) that such a definition makes sense, i.e., it is independent of
the extensions u and Φ, and T (f) ∈

(
Lip(R2)

)′. As shown in [34] (see also [9] and Section 2), T (f) = 0
if and only if f can be approximated strongly by smooth functions. For maps which are slightly more
regular, namely if f ∈ X ∩W 1,1

loc (R2), an integration by parts in (1.4) yields

< T (f), ϕ >= −
∫

R2
(f ∧ ∂1f)∂2ϕ− (f ∧ ∂2f)∂1ϕ ∀ϕ ∈ C1

0 (R2; R) , (1.5)

and the same formula holds for f ∈ Ḣ1/2 whenever ϕ ∈ C2
0 (R2; R), interpreting (1.5) in terms of

Ḣ1/2 − Ḣ−1/2 duality (see Remark 2.2 in Section 2). In addition, if f is smooth except at a finite
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number of points {aj}kj=1 and u is taken to be smooth in the open half space, then

H(u) · ∇Φ dx = u#dω ∧ dΦ = d(u#ω ∧ dΦ) ,

where ω(y1, y2) = y1dy2 − y2dy1 induces the standard volume form on S1 =
{
y2
1 + y2

2 = 1
}
. In this

way,

< T (f), ϕ >=
∫

R3
+

u#dω ∧ dΦ = −
∫

R2
f#ω ∧ dϕ = −2π

k∑
j=1

dj ϕ(aj) ,

where the integer dj = deg(f, aj) is the topological degree of f around aj and
∑k
j=1 dj = 0 because

f ∈ Ḣ1/2 (see [11], [17] and Lemma 2.2 in Section 2). The same finite sum representation holds if
T (f) is a finite measure (see [9]), this result being the H1/2−counterpart of the same statement for
W 1,1−maps proved in [22],[29] and [16].

As a consequence of the strong Ḣ1/2–continuity of T (f), we easily see that, no matter which
seminorm 〈·〉 equivalent to the standard one is used, given f0 ∈ X such that T0 := T (f0) 6= 0, we have

m〈·〉(T0) := Inf
{
〈f〉2 ; f ∈ X , T (f) = T0

}
> 0 . (1.6)

A slightly different quantity will play the decisive role in the sequel. It can be introduced as follows:

m̄〈·〉(T0) := Inf
{

lim inf
n→+∞

〈fn〉2 ; {fn}n∈N ⊂ X , T (fn) = T0 , (1.7)

fn ⇀ α weakly in Ḣ1/2 for some constant α ∈ S1

}
.

It is a nontrivial fact that m̄〈·〉(T0) is well defined. This issue will be discussed in Sections 2 and 7 (see
also [9]). In any case, we obviously have m̄〈·〉(T0) ≥ m〈·〉(T0) since the sequences converging weakly
to a constant are the only ones allowed in the definition of m̄〈·〉(T0).

In the particular case T0 = 2π(δP − δQ) with P,Q ∈ R2, it is tempting to show that the numbers

ρ(P,Q) := m〈·〉
(
2π(δP − δQ)

)
and ρ̄(P,Q) := m̄〈·〉

(
2π(δP − δQ)

)
, (1.8)

as functions of P and Q are distances on the plane. At least for suitable seminorms, this will be the
case, these functions giving heuristically the minimal Ḣ1/2–energy necessary to move the singularity
P up to the singularity Q.

In this paper, we discuss two natural questions concerning (1.8), namely
(Q1) Can we compute (1.8) in terms of 〈·〉 ?
(Q2) What is the behavior of a minimizing sequence in (1.8) ?

Both the questions are very delicate in nature and intimately related to the specific choice of the
seminorm. Since smooth maps are dense in the weak topology and T (f) = 0 for any such map,
it is obvious that the constraint T (f) = T0 is not sequentially weakly closed. Hence each of the
minimization problems above is highly nontrivial.

In analogy with the minimization problem studied in [33], we confine ourselves to a class of semi-
norms which come from second order linear elliptic operators in the half space. As we shall see, no
matter which regularity we assume on the coefficients of the operators, concentration phenomena oc-
cur near the boundary of the half space. These phenomena can be regarded as the boundary analogues
of the concentration phenomena in the Ginzburg-Landau theories and they will be explained in terms
of concentration and quantization effects for Jacobians.
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The class of seminorms we are interested in is defined as follows. Let S+ be the set of all positive
definite symmetric 3× 3 matrices and consider A : R3

+ → S+ satisfying the ellipticity assumption

λ|ξ|2 ≤ A(x)ξ · ξ ≤ Λ|ξ|2, for a.e. x ∈ R3
+ ,∀ξ ∈ R3, (1.9)

for some constants λ = λ(A) > 0 and Λ = Λ(A) > 0 independent of x. We denote by A the set of all
measurable matrix fields satisfying (1.9). Thus, A ⊂ L∞(R3

+;S+). We shall also consider A0 ⊂ A the
subset of those A ∈ A of product-type, i.e. such that

A =

(
B 0
0 b

)
, (1.10)

for some 2× 2 matrix field B and scalar function b such that B(x) = B(x1, x2) and b(x) = b(x1, x2).
Given A ∈ A, we introduce a functional on Ḣ1(R3

+; R2) as follows

EA(u) =
1
2

∫
R3

+

tr
(
∇uA(∇u)t

)
dx . (1.11)

We define an energy EA and a seminorm 〈·〉A on Ḣ1/2(R2; R2) by setting

EA(f) = 〈f〉2A := Inf
{
EA(u) ; u ∈ Ḣ1

f (R3
+; R2)

}
∀f ∈ Ḣ1/2(R2; R2) , (1.12)

where Ḣ1
f =

{
u ∈ Ḣ1 ; u|R2 = f

}
. Due to the uniform ellipticity assumption (1.9), this seminorm is

equivalent to (1.2). Moreover, as we recall in Section 2, the infimum in (1.12) is precisely attained by
the (unique) map u = uf ∈ Ḣ1

f (R3
+; R2) satisfying

div(A∇u) = 0 in Ḣ−1 . (1.13)

In the sequel, we will refer to uf as the A–harmonic extension of f .
Assuming the choice 〈·〉 = 〈·〉A in (1.6) (respectively (1.7)) for the rest of the paper, we will denote

by mA(T0) (respectively m̄A(T0)) the corresponding quantities and similarly ρA(P,Q) (respectively
ρ̄A(P,Q)) the functions as defined in (1.8).

To a given a matrix field A ∈ A which is continuous, one may associate natural geometric distances
on the half space and its boundary (see Section 3). We will introduce the integrand LA(x, τ) =√

(CofA(x))τ · τ in order to define the length functional LA : Lip
(
[0, 1]; R3

+

)
→ R+ by setting

LA(γ) =
∫ 1

0

LA
(
γ(t), γ̇(t)

)
dt . (1.14)

In the case of a measurable field A, the previous formula is meaningless since A has no trace on
sets of null Lebesgue measure. However, it is possible to construct a generalized length functional on
Lip
(
[0, 1]; R3

+

)
associated to A, still denoted by LA, such that (1.14) holds whenever A is continuous.

This issue has been partially pursued in [31], [32] and will be presented in Section 3. To the functional
LA, we associate the geodesic distance dA : R3

+ × R3
+ → R+ defined for P,Q ∈ R3

+ by

dA(P,Q) = Inf
{

LA(γ) ; γ ∈ Lip
(
[0, 1]; R3

+

)
, γ(0) = P , γ(1) = Q

}
.

In the same way, LA induces a distance d̄A on R2 by taking the previous infimum over curves lying
on ∂R3

+ ' R2, i.e., for P,Q ∈ R2,

d̄A(P,Q) = Inf
{

LA(γ) ; γ ∈ Lip([0, 1]; ∂R3
+) , γ(0) = P , γ(1) = Q

}
.
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Both these distances are equivalent to the Euclidean ones and reduce to the respective Riemannian
distances whenever A is continuous. In addition, formula (1.14) still holds for a suitable Finsler metric
L∞A (see Proposition 3.3).

The first result of this paper compares the functions ρA, ρ̄A, dA and d̄A.

Theorem 1.1. Let A ∈ A, ρA, ρ̄A, dA and d̄A as defined above.

(i) The function ρ̄A is a distance on R2. Moreover,

πλ|P −Q| ≤ ρ̄A(P,Q) ≤ πΛ|P −Q| ∀P,Q ∈ R2 ,

where λ = λ(A) and Λ = Λ(A) are the ellipticity bounds of A.
(ii) We have

πdA(P,Q) ≤ ρA(P,Q) and πd̄A(P,Q) ≤ ρ̄A(P,Q) ∀P,Q ∈ R2 .

(iii) If A ∈ A0, then ρA = ρ̄A = πd̄A = πdA. In particular, ρA is a distance.

(iv) If πdA(P,Q) = ρA(P,Q) for some distinct points P,Q ∈ R2, then, up to subsequences, any
minimizing sequence {fn}n∈N for ρA(P,Q) tends weakly to some constant α ∈ S1. As a
consequence, πdA(P,Q) = ρA(P,Q) = ρ̄A(P,Q) = πd̄A(P,Q) and ρA(P,Q) is not attained.

Except for the upper bound in (i), both (i) and (ii) come from a duality argument involving the
characterization of 1−Lipschitz functions with respect to the distance dA as subsolutions of suitable
Hamilton-Jacobi type equations with measurable matrices in the spirit of [18]. This argument was
originally introduced in [13] for the Dirichlet integral in the context of S2–valued maps from domains
in R3. Here we follow the same strategy of [31,32], where, still in the S2−valued case, this approach
was extended to the conformally flat case A(x) = w(x) Id. Essentially the same characterization, com-
bined with a differentiation argument yields the equality ρ̄A = πd̄A in (iii). Another basic ingredient
providing the upper bound in (i), is the construction of an explicit optimal dipole {fn}n∈N with re-
spect to a constant matrix. As in [33], the crucial role is played by Möbius transformations. Under
the structure assumption (1.10), dA and d̄A coincide as distances on the plane (see Corollary 3.2) and
this fact leads to the full equality in (iii). About claim (iv), we will show that the energy has to stay
in a bounded set, therefore concentration follows from the strong maximum principle.

Remark 1.1. We point out that the first inequality in Theorem 1.1, claim (ii), may be strict. More
precisely, we may construct a matrix field A ∈ A of the form A(x) = a(x3)Id with a ∈ C0([0,+∞))
such that πdA(P,Q) < ρA(P,Q) < ρ̄A(P,Q) = πd̄A(P,Q) whenever P 6= Q (see Example 4.1).

In the case of a general matrix field A depending also on the x3-variable, we would need, and this is
indeed the missing ingredient, a useful boundary version of the eikonal equation on ∂R3

+ to characterize
functions which are 1-Lipschitz with respect to d̄A. Though not yet completely satisfactory, the use of
measurable eikonal equations seems of interest for this problem. Indeed, due to the lack of regularity
of the matrix A, both the usual coarea type argument for the lower bounds (see e.g.[1]) and the direct
construction of optimal dipoles for the equality ρA = πdA seem to be impossible.

In the case of a continuous matrix field A, the situation simplifies a lot and much more can be
said. In particular, the asymptotic behavior of optimal sequences for ρ̄A can be described. We have
the following.
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Theorem 1.2. With the notation of Theorem 1.1, assume that A ∈ A is continuous in R3
+ and

Ā ∈ A0 where Ā = Ā(x1, x2) = A(x1, x2, 0). Let P,Q ∈ R2 be two distinct points, {fn}n∈N ⊂ X an
optimal sequence for ρ̄A(P,Q) and {un}n∈N ⊂ Ḣ1(R3

+; R2) the corresponding A–harmonic extensions.

(i) We have ρ̄A(P,Q) = πd̄A(P,Q).
(ii) Up to subsequences, there exists an injective curve γ ∈ Lip([0, 1]; ∂R3

+) satisfying γ(0) = Q,
γ(1) = P and LA(γ) = d̄A(P,Q) such that

1
2

tr(∇unA(∇un)t)dx
∗
⇀ πLA(x, τx)H1 Γ as n→ +∞, (1.15)

weakly-? in the sense of measures, where Γ = γ([0, 1]) and τx denotes a unit tangent vector
to Γ at the point x.

(iii) Up to subsequences, the graph current Gn associated to fn satisfies

< Gn, β > −→
n→+∞

< Gα, β > + < ~Γ× [S1], β > ∀β ∈ D2(R2 × S1) , (1.16)

where ~Γ is the 1–rectifiable current relative to the oriented curve γ.
(iv) The energy is carried by the vorticity sets, i.e., for any 0 < R < 1, we have

1
2

∫
{|un|≤R}

tr
(
∇unA(∇un)t

)
dx −→

n→+∞
πR2d̄A(P,Q) . (1.17)

In the light of Theorem 1.1, claim (i) is not surprising and actually holds even if Ā does not
satisfy the structure assumption (1.10). The upper bound could be obtained from a direct dipole
construction but we prefer to deduce it from claim (iii) of the previous theorem. Claim (ii) describes
lack of compactness of optimal sequences and the structure of the limiting defect measure. The analysis
of this quantization phenomena is based on a study of pre-Jacobians of Ḣ1/2-maps and their limits.
Claim (iii) interprets the topological counterpart of the energy concentration in terms of bubbling-off
of a vertical current in the framework of Cartesian currents (see [21]) as already pursued in the H1/2–
setting in [22,25] and [33] in the S1-valued case and [23,24] for more general target manifolds. Our
approach to graph currents is quite direct and does not rely heavily on Geometric Measure Theory.
Instead, it essentially relies on a representation formula for the pre-Jacobian current J(f) in terms of
a suitable lifting of the map f . Our lifting construction is based on a deep result in [9] (see Section 6
for details). Finally, claim (iv) asserts that the energy is carried by the vorticity sets of the extensions,
much in the spirit of the Ginzburg-Landau theories. This statement is the higher dimensional analogue
of [33], Remark 7, formula (3.54), and it is proved using the oriented coarea formula of [1].

The previous results are very useful in order to deal with approximation and relaxation type
problems. We recall that smooth maps are dense in X only for the Ḣ1/2–weak topology (see Section 2
and [34]). Then, a natural question is to know, for a given f ∈ X, how far from f remains a smooth
approximating sequence. Given the energy functional EA on X, we study the smooth approximation
defect via the relaxed functional EA : X → R defined by

EA(f) := Inf
{

lim inf
n→+∞

EA(fn) ; {fn}n∈N ⊂ X ∩ C∞(R2) , fn ⇀ f weakly in Ḣ1/2

}
.

Obviously EA ≥ EA and the determination of the gap between EA(f) and EA(f) for a given f ∈ X,
gives an answer to the previous question. We point out that in the definition of EA (as well as for m̄A),
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we could take the convergence a.e. instead of the weak convergence. Actually, in view of Theorem 2.5,
this alternative choice gives the same quantity.

In the context of S2–valued maps from three dimensional domains, it has been proved in [6] and
[32], that the gap occurring in the approximation process is proportional to the length of a minimal
connection between the topological singularities of positive and negative degree. In our setting, the
length of a minimal connection relative to the distance d̄A, corresponds to the functional LA : X → R+

defined by

LA(f) =
1
2π

Sup
{
< T (f), ϕ > ; ϕ ∈ Lip(R2,R) , (1.18)

|ϕ(P )− ϕ(Q)| ≤ d̄A(P,Q) ∀P,Q ∈ R2

}
.

For f ∈ X, LA(f) can be viewed as the dual norm of T (f) ∈
(
Lip(R2; R)

)′ with R2 endowed with
the metric d̄A, and in the particular case T (f) = 2π(δP − δQ), LA(f) is equal to d̄A(P,Q). Here we
can not assert that LA(f) is the right quantity to consider for computing EA(f) − EA(f). In view
of Theorem 1.1 (and as suggested in [16] for W 1,1–energies), a natural candidate is the length of a
minimal connection relative to the distance ρ̄A, i.e., the functional L̃A : X → R+ defined by

L̃A(f) =
1
2π

Sup
{
< T (f), ϕ > ; ϕ ∈ Lip(R2,R) , (1.19)

|ϕ(P )− ϕ(Q)| ≤ 1
π
ρ̄A(P,Q) ∀P,Q ∈ R2

}
.

For a general measurable matrix field A ∈ A, we have the following result.

Theorem 1.3. Let A ∈ A and d̄A, ρ̄A, m̄A, EA, EA, LA, L̃A as above. Then for every f ∈ X,

EA(f) + πLA(f) ≤ EA(f) ≤ EA(f) + πL̃A(f) , (1.20)

πLA(f) ≤ m̄A

(
T (f)

)
≤ πL̃A(f) . (1.21)

If in addition ρ̄A = πd̄A (e.g. if A ∈ C0(R3
+) or A ∈ A0) then equality holds in (1.20) and (1.21).

Conversely, if

EA(f) = EA(f) + πLA(f) (1.22)

or m̄A(T (f)) = πLA(f) for every f ∈ X, then ρ̄A = πd̄A.

For the upper bounds, the heart of the matter is a combination of the density of maps with finitely
many singularities with Theorem 1.1 through a dipole removing technique. The lower bounds are
obtained again by duality arguments. As already mentioned, when A = Id formula (1.22) could be
proved using the theory of Cartesian currents, adapted to the case of the entire space, combining the
lower semicontinuity of the energy functional and the approximation in energy (see [25], Prop.2.11
and Thm. 6.1). As for Theorem 1.1, it would be very interesting to know if the representation formula
(1.22) fails for a certain class of matrix fields A ∈ A, e.g., highly oscillating in the x3-variable.

We point out that it seems difficult to have a representation formula for EA(f) which is local,
i.e., with the term LA(f) written as an integral with respect to some measure. Indeed, in the case
T (f) = 2π(δP − δQ), Theorem 1.2 suggests to write LA(f) as an integral with respect to H1 on
a dA-geodesic running from P to Q. However there would be no canonical choice for such geodesic
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whenever P and Q are conjugate points. Moreover, for measurable matrix fields, we may even believe
that different recovery sequences could concentrate energy on different geodesics.

The plan of the paper is as follows. In Section 2, we recall and prove basic properties of homogeneous
Sobolev spaces, S1-valued maps and A–harmonic extensions. In Section 3, we introduce the notions
of length structures and geodesic distances related to a measurable field of matrices and we prove a
characterization of the corresponding 1–Lipschitz functions in terms of Hamilton-Jacobi equations. In
Section 4, we combine the previous notions with duality arguments and dipole-type constructions to
prove Theorem 1.1. In Section 5, we develop a theory for pre-Jacobians and graph currents associated to
Ḣ1/2–maps. In Section 6, we describe the quantization properties of Jacobians of harmonic extensions
and we prove Theorem 1.2. In Section 7, we apply the previous techniques to the relaxation problem
and we prove Theorem 1.3. We collect in a separate appendix the proof of the density of maps in X

with finitely many singularities.

2. Function spaces and A–harmonic extensions

In this section, we collect the definitions and the basic properties of the homogeneous function spaces
we use throughout the paper and the related results concerning A–harmonic extensions. Many proofs
will be omitted since they are similar to the ones for bounded domains. The main reference is [20],
Chap. II.

2.1 Homogeneous Sobolev spaces.

The main function spaces we are interested in are the homogeneous Sobolev spaces Ḣ1/2(R2; R2) and
Ḣ1(R3

+; R2). In Section 5, we will also consider the homogeneous BV -space ˙BV (R2; R). We start with
Ḣ1/2(R2; R2) which is defined by

Ḣ1/2(R2; R2) =
{
f ∈ L2

loc(R2; R2) ; |f |1/2 < +∞
}
,

where | · |1/2, given by (1.2), is just a seminorm since it vanishes on constant functions. Clearly
C∞

0 (R2; R2) ⊂ Ḣ1/2(R2; R2) and the same holds for the Schwartz class S(R2; R2). In addition, as
already recalled in the introduction, a direct computation yields |f |21/2 =

∫
R2 |ξ||f̂(ξ)|2dξ, where f̂

denotes the Fourier transform of f ∈ S(R2; R2). The following proposition clarifies the behavior of
Ḣ1/2–functions at infinity.

Proposition 2.1. For every f ∈ Ḣ1/2(R2; R2), there exists a uniquely determined f∞ ∈ R2 such that

−
∫
BR

(f − f∞)dx̂ = O(R−1/2) as R→ +∞ . (2.1)

Moreover, there exists a constant C > 0 independent of f such that

‖f − f∞‖L4(R2) ≤ C|f |1/2 and
∫

R2

|f − f∞|2

|x̂|
dx̂ ≤ C|f |21/2 . (2.2)

In view of Proposition 2.1, we have the following result.

Theorem 2.1. The space Ḣ1/2(R2; R2) endowed with the scalar product

〈f, g〉1/2 := f∞ · g∞ +
∫

R2

∫
R2

(
f(x̂)− f(ŷ)

)
·
(
g(x̂)− g(ŷ)

)
|x̂− ŷ|3

dx̂dŷ (2.3)
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is an Hilbert space. Moreover, setting ‖ · ‖1/2 to be the induced norm, we have :

(i) the subspace C∞
const(R2; R2) := C∞

0 (R2; R2)
⊕

R2 of smooth functions constant outside a compact

set is dense. In addition, f∞ = 0 if and only if f ∈ C∞
0 (R2; R2)

|·|1/2 ,

(ii) Ḣ1/2(R2; R2) ↪→ L2
loc(R2; R2) and the embedding is compact.

We postpone the proofs to the end of this subsection when we will derive them as a consequence
of other results below.

Remark 2.1. We observe that the operator f ∈ Ḣ1/2 7→ f∞ is linear and continuous. In particular,
if fn ⇀ f weakly in Ḣ1/2 then f∞n → f∞ as n→ +∞.

Remark 2.2. Let us consider the subspace

Ḣ
1/2
0 (R2; R2) := C∞

0 (R2; R2)
‖·‖1/2 =

{
f ∈ L4(R2; R2) , |f |1/2 < +∞

}
endowed with the scalar product (2.3) and let Ḣ−1/2(R2; R2) be its dual space (as an Hilbert space).
If f ∈ Ḣ

1/2
0 (actually if f ∈ Ḣ1/2) then ∂jf ∈ Ḣ−1/2 for j = 1, 2. Indeed, for f, g ∈ C∞

0 (R2; R2), an
easy application of the Fourier transform leads to the inequality∣∣∣∣ ∫

R2
∂jf ∧ g

∣∣∣∣ ≤ |f |1/2|g|1/2 .

Hence, arguing by density, for f ∈ Ḣ
1/2
0 (actually, for f ∈ Ḣ1/2) the distribution ∂jf extends to an

element in Ḣ−1/2 (actually in (Ḣ1/2)′). As a consequence, given f, g ∈ Ḣ1/2 and {fn}n∈N, {gn}n∈N ⊂
C∞

const(R2; R2) such that fn → f and gn → g in Ḣ1/2, we may set∫
R2
∂jf ∧ g := lim

n→+∞

∫
R2
∂jfn ∧ gn .

This number is well defined (i.e. independent of the sequences) and∫
R2
∂jf ∧ g = −

∫
R2
f ∧ ∂jg ,

∣∣∣∣ ∫
R2
f ∧ ∂jg

∣∣∣∣ ≤ |f |1/2|g|1/2 . (2.4)

Now we recall that the homogeneous Sobolev space Ḣ1(R3
+; R2) is defined as

Ḣ1(R3
+; R2) =

{
u ∈ L2

loc(R3
+; R2) ; ∇u ∈

(
L2(R3

+; R2)
)3}

,

where ‖∇u‖L2(R3
+) =

(
EId(u)

)1/2 =: |u|1 is the natural seminorm associated to the Dirichlet energy
which vanishes precisely on constant functions. The following proposition parallels Proposition 2.1
and clarifies the behavior of Ḣ1–functions at infinity.

Proposition 2.2. For every u ∈ Ḣ1(R3
+; R2), we have u ∈ L2

loc

(
R3

+; R2
)

and there exists a uniquely
determined u∞ ∈ R2 such that

−
∫
BR∩R3

+

(u− u∞)dx = O(R−1/2) as R→ +∞. (2.5)

Moreover, there exists a constant C > 0 independent of u such that for any x0 ∈ R3,

‖u− u∞‖2L6(R3
+) ≤ C

∫
R3

+

|∇u|2dx and
∫

R3
+

|u− u∞|2

|x− x0|2
dx ≤ C

∫
R3

+

|∇u|2dx . (2.6)
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Proof. According to [20] Chapt. II, Remark 4.1, we have u ∈ L2
loc

(
R3

+; R2
)
. Setting ũ to be the even

reflection of u across the plane {x3 = 0}, we have ũ ∈ Ḣ1(R3; R2) and ‖∇ũ‖2L2(R3) = 2‖∇u‖2
L2(R3

+)
.

By Lemma 5.2 and Theorem 5.1 in [20], Chapt. II, there exists

u∞ = lim
R→+∞

−
∫
∂BR

ũ dx

and for any x0 ∈ R3,

‖ũ− u∞‖2
L6
(

R3\B1(x0)
) +

∫
R3\B1(x0)

|ũ− u∞|2

|x− x0|2
dx ≤ C

∫
R3
|∇ũ|2dx .

Therefore,

u∞ = lim
R→+∞

−
∫
∂BR

ũ dx = lim
R→+∞

−
∫
BR

ũ dx = lim
R→+∞

−
∫
BR∩R3

+

u dx , (2.7)

and u − u∞ ∈ L6
(
R3

+ \ B1(x0)
)
. Then (2.5) follows from Hölder inequality. To complete the proof

of (2.6), we consider a cut-off function χ ∈ C∞
0 (B2(x0)), 0 ≤ χ ≤ 1, with χ ≡ 1 in B1(x0). Clearly

(ũ − u∞)χ2 ∈ H1
0 (B2(x0); R2). Combining the standard Hardy and Sobolev inequalities in B2(x0)

with (2.7), the conclusion easily follows. Finally, the uniqueness of u∞ is an obvious consequence of
(2.6). �

As a consequence of Proposition 2.2, we have the following classical theorem.

Theorem 2.2. The space Ḣ1(R3
+; R2) endowed with the scalar product

〈u, v〉1 := u∞ · v∞ +
∫

R3
+

tr
(
∇u(∇v)t

)
dx

is an Hilbert space. Moreover, setting ‖ · ‖1 to be the induced norm, we have :

(i) The subspace C∞
const

(
R3

+; R2
)

:= C∞
0

(
R3

+; R2
)⊕

R2 of smooth functions constant outside a compact

set is dense. In addition, u∞ = 0 if and only if u ∈ C∞
0 (R3

+; R2)
|·|1

,

(ii) Ḣ1(R3
+; R2) ↪→ L2

loc(R3
+; R2) and the embedding is compact.

Proof. The proof of the Hilbert space structure and (ii) are easy consequences of Proposition 2.2
together with standard arguments. Claim (i) is given in [20], Chapt. II, Theorem 6.6. �

Remark 2.3. The proof of Thm. 6.6 in [20], Chapt. II, is based on standard convolution and suitable
truncation arguments. From this proof, it follows that, for any u ∈ Ḣ1(R3

+; R2) ∩ L∞, there exists a
sequence {un}n∈N ⊂ C∞

const

(
R3

+; R2
)

such that un → u in Ḣ1 and ‖un‖∞ ≤ ‖u‖∞ for each n. In view
of Theorem 2.3 below, the analogous property holds for f ∈ Ḣ1/2(R2; R2) ∩ L∞ since such a map f

admits a bounded extension of finite energy.

The homogeneous Sobolev spaces introduced above are naturally related through the notions
of traces and extensions. Recall that for any Φ ∈ C∞

const(R3
+; R2) the function ϕ(x̂) ≡ Φ(x̂, 0) ∈

C∞
const(R2; R2) is the trace of Φ on the plane R2, i.e., ϕ = Φ|R2 . In Theorem 2.3 below, we introduce

the trace operator Tr acting on Ḣ1 but we might use in the next sections the notation u|R2 for u ∈ Ḣ1

instead of Tru .
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Theorem 2.3. There exits a unique bounded linear trace operator Tr from Ḣ1(R3
+; R2) onto

Ḣ1/2(R2; R2) such that Tr Φ = Φ|R2 for any Φ ∈ C∞
const

(
R3

+; R2
)
. Moreover,

(i) (Tr u )∞ = u∞ for every u ∈ Ḣ1(R3
+; R2),

(ii) the kernel of the trace operator Tr is given by N(Tr) = C∞
0 (R3

+; R2)
‖·‖1

,

(iii) there exists a bounded linear operator Ext : Ḣ1/2(R2; R2) → Ḣ1(R3
+; R2) such that Tr(Ext(f)) = f

for every f ∈ Ḣ1/2(R2; R2). In particular, the trace operator Tr is surjective.

Remark 2.4. From the continuity and linearity of the operator Tr, we infer that, if un ⇀ u weakly
in Ḣ1, then Trun ⇀ Tru weakly in Ḣ1/2 as n→ +∞.

Proof of Proposition 2.1. We start with three auxiliary facts. Let ϕ ∈ C∞
0 (R2; R2) and define

g = F−1(|ξ|1/2F(ϕ)), where F and F−1 are respectively the Fourier and inverse Fourier transforms.
Clearly g ∈ L2(R2; R2) with ‖g‖L2(R2) = |ϕ|1/2 and ϕ = F−1(|ξ|−1/2F(g)) = C|x|−3/2 ∗ g . By Hardy-
Littlewood-Sobolev fractional integration theorem (see e.g. [37]),

‖ϕ‖L4(R2) ≤ C‖ |x|−3/2 ∗ g‖L4(R2) ≤ C‖g‖L2(R2) = C|ϕ|1/2 , (2.8)

for some constant C > 0 independent of ϕ. The second fact we need is the following version of the
Hardy inequality (see [30], Theorem 2). For ϕ ∈ C∞

0 (R2; R2), we have∫
R2

|ϕ|2

|x̂|
dx̂ ≤ C|ϕ|21/2 (2.9)

for some constant C > 0 independent of ϕ. Finally, given Φ ∈ C∞
0 (R3

+; R2), the function ϕ(x̂) ≡
Φ(x̂, 0) ∈ C∞

0 (R2; R2) satisfies

|ϕ|21/2 ≤ C

∫
R3

+

|∇Φ|2dx , (2.10)

for some constant C > 0 independent of Φ. Now let f ∈ Ḣ1/2(R2; R2) and consider % ∈ C∞
0 (R2; R)

such that % ≥ 0 and
∫

R2 % = 1 . We define

u(x̂, x3) =
∫

R2
f(x̂+ x3z)%(z)dz . (2.11)

Standard calculations (see [30], proof of Theorem 2) lead to u ∈ C∞(R3
+; R2) with ∇u ∈ L2(R3

+) and
clearly u(·, x3) → f(·) a.e. in R2 as x3 → 0. Since u ∈ Ḣ1(R3

+; R2), we infer from Theorem 2.2 that
there exist u∞ ∈ R2 and {Φn}n∈N ⊂ C∞

0 (R3
+; R2) such that u− u∞ ∈ L6(R3

+; R2) and ∇Φn → ∇u in
L2(R3

+). Combining (2.9), (2.8) and (2.10) we obtain∫
R2

|Φn(x̂, x3)|2

|x̂|
dx̂+ ‖Φn(·, x3)‖2L4(R2) ≤ C|f |21/2 ,

for some constant C > 0 independent of x3 and f . Up to subsequences, we have Φn(·, x3) → u(·, x3)−
u∞ as n→ +∞ for every x3 > 0 by the standard trace theory. Then Fatou lemma yields∫

R2

|u(x̂, x3)− u∞|2

|x̂|
dx̂+ ‖u(·, x3)− u∞‖2L4(R2) ≤ C|f |21/2 ,

for every x3 > 0. Applying again Fatou lemma as x3 → 0, we conclude that f − f∞ ∈ L4(R2) and
|x̂|−1/2(f − f∞) ∈ L2(R2) for f∞ = u∞. This complete the proof of (2.2) and then (2.1) follows from
Hölder inequality. Finally, the uniqueness of f∞ is an obvious consequence of (2.2). �

Proof of Theorem 2.1. The proof of the Hilbert space structure is a standard consequence of
Proposition 2.1. In addition, one also has the continuity of the restriction operator f → f|Ω from
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Ḣ1/2(R2; R2) into H1/2(Ω; R2) for any smooth bounded domain Ω ⊂ R2. Then claim (ii) follows from
the well-known compact embedding H1/2(Ω) ↪→ L2(Ω). In order to prove claim (i), we go back to the
proof of Proposition 2.1. For ε > 0, we set fε = u(·, ε) and by the arguments in the previous proof,

we have fε − f∞ ∈ C∞
0 (R2; R2)

‖·‖1/2 . A simple computation yields |fε|1/2 ≤ |f |1/2. Since we already
proved that (fε)∞ ≡ f∞ and fε → f a.e. as ε → 0, we infer from claim (ii) that fε ⇀ f weakly in
Ḣ1/2. Then , by Fatou lemma, we have |f |1/2 ≤ lim inf

ε→0
|fε|1/2 ≤ |f |1/2 so that fε → f strongly in

Ḣ1/2. Therefore f − f∞ ∈ C∞
0 (R2; R2)

‖·‖1/2 and the proof is complete. �

Proof of Theorem 2.3. By Theorem 2.2 we can argue by density and the continuity of the trace
operator follows from (2.10). Claim (ii) is a direct consequence of Theorem 6.5 in [20], Chapt. II. To
prove claim (iii), we argue exactly as in the proof of Proposition 2.1. We easily see that f(x̂) 7→ u(x̂, x3)
given by (2.11), is a continuous linear mapping from Ḣ1/2 to Ḣ1. In addition, it is a left inverse for
the trace operator, as one may check on the dense subspace C∞

const(R2; R2). �

An easy consequence of the definitions of the spaces Ḣ1/2 and Ḣ1 and their properties recalled
above is that both Ḣ1/2 ∩ L∞ and Ḣ1 ∩ L∞ are algebras and the trace operator well behave under
pointwise multiplication. The proof of these facts are elementary and it will be omitted.

Proposition 2.3. Let Y = Ḣ1/2(R2; R2)∩L∞ and Z = Ḣ1(R3
+; R2)∩L∞ endowed with the respective

norms ‖f‖Y = ‖f‖1/2 + ‖f‖∞ and ‖u‖Z = ‖u‖1 + ‖u‖∞. Then Y and Z are Banach algebras for the
complex product of functions where R2 ' C, and for every f, g ∈ Y , resp. u, v ∈ Z, we have

‖fg‖Y ≤ |f∞||g∞|+ |f |1/2‖g‖∞ + |g|1/2‖f‖∞ + ‖f‖∞‖g‖∞ ≤ ‖f‖Y ‖g‖Y ,
‖uv‖Z ≤ |u∞||v∞|+ ‖∇u‖2‖v‖∞ + ‖∇v‖2‖u‖∞ + ‖u‖∞‖v‖∞ ≤ ‖u‖Z‖v‖Z .

Moreover, for any u, v ∈ Z, we have Tr(uv) ∈ Y and Tr(uv) = Tr(u)Tr(v).

The last fact we need about the space Ḣ1 is the lattice property for scalar valued functions. Since
the proof is exactly as in the case of bounded domains, it will be omitted.

Proposition 2.4. Let u ∈ Ḣ1(R3
+; R) and denote by u+ and u− the positive and negative parts of u.

Then,

(i) u+, u− ∈ Ḣ1(R3
+; R) and ∇u+ = χ{u>0}∇u , ∇u− = −χ{u<0}∇u a.e. in R3

+,

(ii) the map u 7→ (u+, u−) is continuous,

(iii) Tr u+ = 0 (resp. Tr u− = 0) iff Tr u ≤ 0 (resp. Tr u ≥ 0) a.e. in R2.

We conclude this subsection with the homogeneous BV -space ˙BV (R2; R) defined by

˙BV (R2; R) =
{
ψ ∈ L1

loc(R2; R) ; Dψ = (D1ψ,D2ψ) ∈M(R2; R2)
}

where M(R2; R2) denotes the set of all R2-valued finite Radon measures in R2. We shall use the
notation |ψ|BV := |Dψ|(R2). By classical results (see e.g. [3]), we also have

|ψ|BV = Sup
{∫

R2
ψ divφdx : φ ∈ C1

0 (R2; R2) , ‖φ‖L∞(R2) ≤ 1
}
.

It is well know (see e.g. [3]) that ψ 7→ |ψ|BV is sequentially lower semicontinuous with respect to the
L1

loc(R2)-topology. The following proposition parallels Proposition 2.1, Proposition 2.2 and clarifies
the behavior of ˙BV –functions at infinity.
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Proposition 2.5. For every ψ ∈ ˙BV (R2; R), there exists a uniquely determined ψ∞ ∈ R such that

−
∫
BR

(ψ − ψ∞)dx̂ = O(R−1) as R→ +∞ . (2.12)

Moreover, there exists a constant C > 0 independent of ψ such that

‖ψ − ψ∞‖L2(R2) ≤ C|ψ|BV . (2.13)

Proof. Consider a smooth mollifier % ∈ C∞
0 (R2; R), i.e., % ≥ 0,

∫
R2 % = 1 , and set for ε > 0,

%ε(z) = ε−2%(z/ε). Then, for ψ ∈ ˙BV (R2; R), we define ψε = %ε ∗ ψ so that ψε ∈ C∞(R2) ∩ L1
loc(R2)

and ∇ψε = %ε ∗ Dψ ∈ L1(R2). Then the conclusion of Proposition 2.5 holds for ψε by Lemma
5.2 and Theorem 5.1 in [20], Chapt. II, together with arguments similar to those used in the proof of
Proposition 2.2. It is well known (see e.g. [3]) that ψε → ψ a.e., in L1

loc(R2) and |ψε|BV = |Dψε|(R2) →
|Dψ|(R2) = |ψ|BV as ε→ 0. Setting ψ̄ε = −

∫
B1(0)

ψε, we observe that

|ψ∞ε | ≤
∣∣∣∣−∫

B1(0)

(ψε − ψ∞ε )
∣∣∣∣+ |ψ̄ε| ≤ C‖ψε − ψ∞ε ‖L2(R2) + |ψ̄ε| ≤ C|ψε|BV + |ψ̄ε|

so that ψ∞ε remains bounded. Hence, for a subsequence εn → 0, ψ∞ = lim
n→+∞

ψ∞εn
exists. In particular,

ψεn
− ψ∞εn

→ ψ − ψ∞ a.e. as n→ +∞ and we infer from Fatou lemma that

‖ψ − ψ∞‖L2(R2) ≤ lim inf
n→+∞

‖ψεn
− ψ∞εn

‖L2(R2) ≤ C lim
n→+∞

|ψεn
|BV = C|ψ|BV .

Then (2.12) easily follows from Hölder inequality. �

As a consequence of Proposition 2.5, we have the following classical result.

Theorem 2.4. The space ˙BV (R2; R) endowed with the norm

‖ψ‖BV := |ψ∞|+ |ψ|BV

is a Banach space. Moreover, we have :

(i) For every ψ ∈ ˙BV (R2; R), there exists a sequence {ψn}n∈N ⊂ C∞
const(R2; R) such that ψn → ψ in

L1
loc(R2), ψ∞n → ψ∞ and |ψn|BV → |ψ|BV as n→ +∞.

(ii) ˙BV (R2; R) ↪→ L1
loc(R2; R) and the embedding is compact.

Proof. The proof of the Banach space structure and (ii) are easy consequences of Proposition 2.5
together with standard arguments. Given ψ ∈ ḂV and ψε as in the previous proof, claim (i) for ψε
classically follows by multiplying ψε −ψ∞ε by a suitable sequence of cut-off functions (see [20]). Then
we derive (i) for ψ using a standard diagonal argument. �

2.2. Ḣ1/2–maps with values into S1.

According to the definition of X (see (1.1)) and the properties of Ḣ1/2(R2; R2) recalled in the previous
subsection, we easily derive the following structure result.

Theorem 2.5. We have

X =
{
f ∈ Ḣ1/2(R2; R2) : |f | = 1 a.e.

}
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and it defines a complete metric space under the distance induced by Ḣ1/2(R2; R2). In addition, f∞ ∈
S1 for every f ∈ X. Moreover, for any bounded sequence {fn}n∈N ⊂ X, there exist a subsequence
{fnk

} and a map f ∈ X such that fnk
⇀ f weakly in Ḣ1/2, fnk

→ f a.e. and in L2
loc(R2).

Remark 2.5. In the next sections, we shall need a diagonalization procedure for sequences in X with
multi-indices. The generic situation we will have to deal with can be described as follows. Consider
a sequence {fn,m}(n,m)∈N2 ⊂ X such that fn,m → fn ∈ X a.e. as m → +∞ and fn → f ∈ X a.e.
as n→ +∞ with lim supn lim supm EA(fn,m) < +∞. We claim that we can find a diagonal sequence
fk = fnk,mk

such that lim supk EA(fk) ≤ lim supn lim supm EA(fn,m), fk ⇀ f weakly in Ḣ1/2 and
fk → f a.e. as k → +∞. Indeed, we have |fn,m(x)− f(x)|(1 + |x|2)−2 ≤ 2(1 + |x|2)−2 for a.e. x ∈ R2

and 2(1 + |x|2)−2 ∈ L1(R2). Hence, by dominated convergence,

lim
n→+∞

lim
m→+∞

∫
R2
|fn,m(x)− f(x)|(1 + |x|2)−2dx = 0 .

Consequently, we may find a diagonal sequence fk = fnk,mk
such that

lim
k→+∞

∫
R2
|fk(x)− f(x)|(1 + |x|2)−2dx = 0

and lim supk EA(fk) ≤ lim supn lim supm EA(fn,m). Then, extracting a subsequence if necessary, we
have also fk → f a.e. and fk ⇀ f as k → +∞.

As already recalled in the Introduction, density of smooth maps in X is a delicate issue. In general
the best one can hope is the density of maps smooth except at finitely many points. The following
result shows that this is indeed the case. It is the analogue in the entire space of the one in [9], [34]
and [25]. The proof will be given in the Appendix.

Theorem 2.6. For any f ∈ X, there exists a sequence {fn}n∈N ⊂ X ∩W 1,1
loc (R2) such that for every

n ∈ N, fn is smooth outside a finite set, fn is constant outside a compact set, f∞n = f∞, fn → f a.e
in R2 and |fn − f |1/2 → 0 as n→ +∞.

For a generic map f ∈ X, the approximability by smooth maps depends on the topological singular
set as described rigorously in terms of the distribution T (f) defined by (1.4). The equivalent repre-
sentation formula (1.5) is given in the following lemma. The proof is a straightforward consequence
of the distributional curl structure of H(u), namely,

H(u) = curl (u ∧∇u) in D′(R3
+; R3) , (2.14)

combined with an integration by parts which can be justified by smooth approximation.

Lemma 2.1. If f ∈ X ∩W 1,1
loc (R2) then for any compactly supported function ϕ ∈ C1

0 (R2; R),

< T (f), ϕ > = −
∫

R2

(
(f ∧ ∂1f)∂2ϕ− (f ∧ ∂2f)∂1ϕ

)
.

For a map f with finitely many topological singularities, T (f) takes a particularly simple form.

Lemma 2.2. If f ∈ X ∩W 1,1
loc (R2) is smooth except at finitely many points a1, . . . , ak then

T (f) = −2π
k∑
i=1

di δai
(2.15)
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where the integers di = deg(f, ai) satisfy
∑k
i=1 di = 0.

Proof. Formula (2.15) is classical and can obtained from the previous lemma exactly as in [9]. Then,
without loss of generality, we may assume that

∑k
i=1 di ≥ 0. Then consider for R ≥ 1, Φ : R3 → R

such that Φ = −1 in BR, Φ = 0 in R2 \B2R and ‖∇Φ‖L∞(R3) ≤ 1. Let u be a finite energy extension
of f to the half space. Taking R large enough so that a1, . . . , ak ∈ BR, we estimate

2π
k∑
i=1

di =< T (f),Φ|R2 >=
∫

(B2R\BR)∩R3
+

H(u) · ∇Φ ≤
∫

(B2R\BR)∩R3
+

|∇u|2 −→
R→+∞

0

because u has finite energy. Hence
∑k
i=1 di = 0. �

The space X naturally appears as a group under the pointwise product of functions. Moreover,
an elementary dominated convergence argument shows that this product is jointly continuous under
strong convergence. The following proposition relates the operator T and the group law on X. The
proof is obtained by a density argument as in [9] Lemma 9 and Remark 2.3, and relies in our case on
Theorem 2.6 and Lemma 2.2.

Proposition 2.6. Let f1, f2 ∈ X. We have f1f2 ∈ X with (f1f2)∞ = f∞1 f∞2 and |f1f2|1/2 ≤
|f1|1/2 + |f2|1/2. Moreover, the product is jointly continuous with respect to f1 and f2. In addition

T
(
f̄1
)

= −T (f1) and T (f1f2) = T (f1) + T (f2)

where f̄1 is the pointwise complex conjugate of f1.

For a given f ∈ X, it is possible to characterize the approximability by smooth maps both in the
strong and in the weak Ḣ1/2–convergence in terms of the distribution T (f) according to the following
result (see also [9], [34] and [25]).

Theorem 2.7. Let f ∈ X. Then T (f) = 0 if and only if f ∈ C∞
const(R2; S1)

‖·‖1/2 . As a consequence,
for any f ∈ X, there exists {fn}n∈N ⊂ C∞

const(R2; S1) such that fn ⇀ f weakly in Ḣ1/2 and fn → f

a.e. as n→ +∞.

Proof. Clearly if f ∈ C∞
const(R2; S1)

‖·‖1/2 then T (f) = 0 by continuity of T under the strong Ḣ1/2–
convergence. The converse statement holds by Proposition 7.3. Weak density of smooth maps is given
by Theorem 7.2 and the approximating sequences can be assumed to be constants outside compact
sets again by Proposition 7.3. �

The density results stated above, combined with the properties of the operator T allows to give
a structure theorem and, at the same time, an existence result of for sequences of maps with pre-
scribed singularities converging weakly to a constant. The representation formulat(2.16) is essentially
contained in [9], Theorem 1 and Lemma 16, for H1/2–maps from a compact surface of spherical type
into S1 and it is somehow implicit in the proof of Theorem 5.1 (see Section 5), since there the current
t is an integration over a countable union of oriented segments. Since we will not use this result in the
paper, the proof will be omitted.

Theorem 2.8. For each f ∈ X, there exists two sequences {Pj}j∈N, {Nj}j∈N ⊂ R2 such that
∑
j |Pj−

Nj | < +∞ and

< T (f), ϕ >= 2π
∑
j∈N

(
ϕ(Pj)− ϕ(Nj)

)
∀ϕ ∈ Lip(R2; R) . (2.16)
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Conversely, for any sequences {Pj}j∈N, {Nj}j∈N ⊂ R2 such that
∑
j |Pj − Nj | < +∞ there exists a

sequence {fn}n∈N ⊂ X such that (2.16) holds for every n ∈ N and fn ⇀ α ∈ S1 weakly in Ḣ1/2 as
n→ +∞.

2.3. A-harmonic extensions.

Let us define the subspace Ḣ1
0 ⊂ Ḣ1 as Ḣ1

0 (R3
+; R2) := C∞

0 (R3
+; R2)

‖·‖1
and denote by Ḣ−1(R3

+)
its dual space. The following result is a standard consequence of the properties of the homogeneous
Sobolev spaces recalled in the Subsection 2.1, the Dirichlet principle and the Lax-Milgram lemma.

Proposition 2.7. Let A ∈ A and f ∈ Ḣ1/2(R2; R2). There exists a unique minimum uf of EA in
Ḣ1
f :=

{
u ∈ Ḣ1(R3

+; R2) ; Tru = f
}
. Moreover, uf is the unique weak solution of{

div (A∇u) = 0 in Ḣ−1(R3
+; R2)

Tr u = f on R2
, (2.17)

and

C−1
1 |f |1/2 ≤ ‖∇uf‖L2 ≤ C1|f |1/2 , (2.18)

for a constant C1 = C1(A) which only depends on the ellipticity constants of A.
In addition, if f1, f2 ∈ Ḣ1/2(R2; R2) and ui denotes the Ai–harmonic extension of fi relative to

some Ai ∈ A, i = 1, 2, then

‖∇(u1 − u2)‖L2(R3
+) ≤ C2

(
|f1 − f2|1/2 +

(
|f1|1/2 + |f2|1/2

)
‖A1 −A2‖∞

)
, (2.19)

for a constant C2 = C2(A1, A2) > 0 which only depends on the ellipticity constants of A1 and A2.

We collect some standard regularity and compactness properties of solutions of (2.17). The proof
is exactly the same of the corresponding result in [33], using the lattice property of Proposition 2.4,
therefore it will be omitted.

Proposition 2.8. Let A ∈ A, f ∈ X and uf as in Proposition (2.7). Then,

(i) if f ∈ X, then u ∈ C0(R3
+; R2) and |u| ≤ 1 in R3

+ with strict inequality whenever f is nonconstant,

(ii) if A ∈ C∞(R3
+;S+) then u ∈ C∞(R3

+; R2),

(iii) let {fn}n∈N be a bounded sequence in X and {An}n∈N ⊂ A a sequence of matrix fields with
uniform ellipticity constants λ and Λ. Denote by {un}n∈N the corresponding sequence of solutions of
(2.17). Then {un}n∈N is compact in C0

loc(R3
+; R2),

(iv) if {An}n∈N is compact in L∞loc(R3
+;S+), then {un}n∈N is compact in H1

loc(R3
+; R2),

(v) if {An}n∈N is compact in L∞(R3
+;S+) and {fn}n∈N is compact in X then {un}n∈N is compact in

Ḣ1(R3
+; R2).

3. Length structures and Hamilton-Jacobi equations

In this section, our main purpose is to introduce a distance dA associated in a canonical way to the
matrix field CofA which coincides with the standard distance δA below whenever A has continuous
entries,

δA(P,Q) = Inf
γ

∫ 1

0

√
CofA(γ(t))γ̇(t) · γ̇(t) dt, (3.1)
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where the infimum is taken over all γ ∈ LipP,Q
(
[0, 1]; R3

+

)
. Here, LipP,Q

(
[0, 1]; R3

+

)
denotes the set of

all Lipschitz curves γ from [0, 1] with values into R3
+ such that γ(0) = P and γ(1) = Q. As it will be

transparent in the next sections, the construction of a generalized distance dA will be the crucial tool
in giving the lower bound for the energy functional EA(f). We start by presenting both the energy
and the length functional in a natural unifying way when the involved matrices are continuous. The
passage to the measurable case, though harmless for the energy functional, is much more delicate for
the length functional and will occupy us for the whole section.

3.1. Remark on the induced Riemannian structure.

Consider a Riemannian metric g =
(
gij
)

on R3
+ with continuous entries which possibly satisfies the

natural product-type assumption on the boundary,

g(x1, x2, 0) = g11(x1,x2, 0)dx2
1 + 2g12(x1, x2, 0)dx1dx2+ (3.2)

+ g22(x1, x2, 0)dx2
2 + g33(x1, x2, 0)dx2

3 ∀(x1, x2) ∈ R2,

and let ĝ =
(
gij
)

be the dual metric (which obviously inherits the same structure assumption on
the boundary). For curves γ : [0, 1] → R3

+, the squared length of the tangent vector γ̇(t) at the
point γ(t) is given by |γ̇(t)|2gγ(t)

= gγ(t)(γ̇(t), γ̇(t)). For maps u : (R3
+, g) → (R2, Id) the squared

length of the differential du = ∂1u dx1 + ∂2u dx2 + ∂3u dx3 at a point x = (x1, x2, x3) is given by
|du|2ĝx

= ĝx(du1, du1) + ĝx(du2, du2). Taking this definitions into account, one easily get that

EA(u) =
1
2

∫
R3

+

|du|2ĝ dVolg , LdA
(γ) =

∫ 1

0

|γ′(t)|gγ(t) dt ⇐⇒ g = CofA ,

so both the functional we are interested in have a natural geometric interpretation and they come
from the same metric tensor g = CofA.

3.2. Construction of the distance dA

First of all, we call the attention of the reader to the fact that, in the case of a measurable matrix
field A (or in other words, a measurable metric tensor g), there is no way to define a distance via the
usual formula (3.1) since A is not well defined on curves which are sets of null Lebesgue measure. This
difficulty has been overcome in [31] and the main idea was to thicken the curves in order to construct
a generalized length structure in the sense of [26]. Let us explain this procedure in details.

For two points P and Q in R3
+, we define the class P(P,Q) to be the set of all finite collections of

segments F = ([αk, βk])
n(F)
k=1 such that αk, βk ∈ R3

+, βk = αk+1 , βk 6= αk , α1 = P and βn(F) = Q.
Next we define the length `A

(
F
)

of an element F ∈ P(P,Q) by

`A
(
F
)

=
n(F)∑
k=1

lim inf
ε→0+

1
πε2

∫
Ξ
(
[αk,βk],ε

)
∩R3

+

√
CofA(x)τk · τk dx.

where τk = βk−αk

|βk−αk| and Ξ
(
[αk, βk], ε

)
=
{
x ∈ R3 ; dist

(
x, [αk, βk]

)
≤ ε

}
and then we consider the

function dA : R3
+ × R3

+ → R defined by

dA(P,Q) = Inf
F∈P(P,Q)

`A(F).
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In the next sections, we shall also consider for any r > 0, the distance induced by CofA on the strip
domain Ωr := R2 × (0, r) corresponding to the distance

δrA(P,Q) = Inf
{∫ 1

0

√
CofA(γ(t))γ̇(t) · γ̇(t) dt ; γ ∈ LipP,Q

(
[0, 1]; Ωr

)}
(3.3)

in the case where A is smooth. For r > 0, we define drA : Ωr × Ωr → R by

drA(P,Q) = Inf
F∈Pr(P,Q)

`A(F)

where Pr(P,Q) =
{
F = ([αk, βk])nk=1 ∈ P(P,Q) ; [αk, βk] ⊂ Ωr ∀k

}
.

In the following proposition, we extend dA (resp. drA) to R3
+×R3

+ (resp. Ωr×Ωr) and we establish
the metric character of dA (resp. drA) as well as the identity between dA and δA (resp. between drA
and δrA) for a smooth matrix field A. We shall use the notations Ω∞ := R3

+, d∞A := dA, δ∞A := δA and
for P,Q ∈ R3

+, P∞(P,Q) := P(P,Q). The proof follows as in [31] but we reproduce it here for the
convenience of the reader.

Proposition 3.1. For any 0 < r ≤ ∞, drA induces a distance on Ωr which is equivalent to the
Euclidean distance. Moreover drA agrees with δrA whenever A is continuous.

Proof. Step 1. Let P,Q ∈ Ωr and let F = ([α1, β1], . . . , [αn, βn]) be any element of Pr(P,Q). From
assumption (1.9), we get that

λ
n∑
k=1

|αk − βk| =
n∑
k=1

lim
ε→0+

λ

πε2
∣∣Ξ([αk, βk], ε) ∩ R3

+

∣∣ ≤ `A(F) ≤

≤ Λ
n∑
k=1

lim
ε→0+

1
πε2

∣∣Ξ([αk, βk], ε) ∩ R3
+

∣∣ = Λ
n∑
k=1

|αk − βk| .

Taking the infimum over all F ∈ Pr(P,Q), we infer that

λ|P −Q| ≤ drA(P,Q) ≤ Λ|P −Q| ∀P,Q ∈ Ωr . (3.4)

From (3.4) we deduce that drA(P,Q) = 0 if and only if P = Q. Let us now prove that drA
is symmetric. Let P,Q ∈ Ωr and δ > 0 arbitrary small. Obviously, we can find an element
Fδ =

(
[α1, β2], . . . , [αn, βn]

)
in Pr(P,Q) satisfying `A

(
Fδ
)
≤ drA(P,Q) + δ. Then for F ′

δ =(
[βn, αn], . . . , [β1, α1]

)
∈ Pr(Q,P ), we have drA(Q,P ) ≤ `A

(
F ′
δ

)
= `A

(
Fδ
)
≤ drA(P,Q) + δ. Since

δ is arbitrary, we obtain drA(Q,P ) ≤ drA(P,Q) and we conclude that drA(P,Q) = drA(Q,P ) inverting
the roles of P and Q. The triangle inequality is immediate since the juxtaposition of F1 ∈ Pr(P,R)
with F2 ∈ Pr(R,Q) is an element of Pr(P,Q). Hence drA defines a distance on Ωr satisfying (3.4).
Therefore the distance drA extends uniquely to Ωr × Ωr into a distance function that we still denote
by drA. By continuity, drA satisfies (3.4) in Ωr.

Step 2. If A has continuous entries, it is easy to see that for a segment [α, β] ⊂ Ωr with α 6= β, we
have

lim
ε→0+

1
πε2

∫
Ξ
(
[α,β],ε

)
∩R3

+

√
CofA(x)τ · τ dx =

∫
[α,β]

√
CofA(s)τ · τ ds,

where τ = β−α
|β−α| . Hence we obtain for any F = ([α1, β1], . . . , [αn, βn]) in Pr(P,Q) with P,Q ∈ Ωr,

`A
(
F
)

=
∫
∪n

k=1[αk,βk]

√
CofA(s)τk · τk ds. (3.5)
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Since A is continuous, the infimum in (3.3) can be taken over all piecewise affine curves γ : [0, 1] → Ωr
such that γ(0) = P and γ(1) = Q and we infer from (3.5) that drA(P,Q) = δrA(P,Q). Then drA ≡ δrA
on Ωr × Ωr which implies that the equality holds in Ωr × Ωr by continuity. �

3.3. Geodesic structure and the length functional

In this subsection, we study some geometric properties of the distance drA. For this purpose, we
introduce its associated length functional. Recall that to any metric space (M,d) is associated a
length functional Ld defined by

Ld(γ) = Sup
{m−1∑
k=0

d
(
γ(tk), γ(tk+1)

)
; 0 = t0 < t1 < . . . < tm = 1 , m ∈ N

}
(3.6)

where γ : [0, 1] → M is any continuous curve. Note that Ld is always lower semicontinuous on
C0
(
[0, 1],M

)
endowed with the topology of the uniform convergence on [0, 1].

Definition 3.1. A distance d is said to be geodesic on M if for any P,Q ∈M ,

d(P,Q) = Inf Ld(γ)

where the infimum is taken over all continuous curves γ : [0, 1] →M such that γ(0) = P and γ(1) = Q.

A geodesic distance d satisfies most of the time the usual properties of the Euclidean distance. For
instance, if (M,d) is locally compact and complete, two arbitrary points in M can be linked by a curve
of minimal length. Applying this concept to our distance drA, we obtain the following proposition.

Proposition 3.2. For any 0 <r≤ ∞, the distance drA is geodesic on Ωr. In addition, for any points
P,Q ∈ Ωr,

drA(P,Q) = Min
{
Ldr

A
(γ) ; γ ∈ LipP,Q

(
[0, 1]; Ωr

)}
(3.7)

and the minimum in (3.7) is achieved by a curve γrP,Q which satisfies

drA
(
γrPQ(t), γrPQ(t′)

)
= Ldr

A
(γrPQ)|t− t′| ∀t, t′ ∈ [0, 1]. (3.8)

Proof. The geodesic character of drA follows as in the proof of Proposition 2.1 in [31] and we shall
omit it. Since drA is equivalent to Euclidean distance, Ωr endowed with drA defines a complete and
locally compact metric space. By the Hopf-Rinow Theorem (see [26], Chap. I), for any P,Q ∈ Ωr,
there exists γ̃ : I = [0, C] → Ωr such that γ̃(0) = P , γ̃(C) = Q and

drA
(
γ̃(t), γ̃(t′)

)
= |t− t′| for all t, t′ ∈ I

with C = drA(P,Q). Setting for t ∈ [0, 1], γrPQ(t) = γ̃(Ct), we easily check that the curve γrPQ satisfies
(3.8) so that γrPQ is Lipschitz continuous by (3.4). Then (3.7) follows from (3.8). �

Remark 3.1. We point out that, for any r ∈ (0,∞] and any P,Q ∈ Ωr, the curve γrPQ given by
Proposition 3.2 is a Λ

λ |P −Q|–Lipschitz curve for the Euclidean distance.

Remark 3.2. Since drA is equivalent to the Euclidean distance on Ωr, for any 0 < r ≤ ∞, the
functional Ldr

A
is lower semicontinuous on C0([0, 1],Ωr) endowed with the topology of the uniform

convergence on [0, 1] induced by the Euclidean distance on Ωr .
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Remark 3.3. It follows from the definition of Ldr
A

and (3.4) that for any r > 0,

λLId(γ) ≤ Ldr
A
(γ) ≤ Λ LId(γ) ∀γ ∈ C0

(
[0, 1]; Ωr

)
(3.9)

where LId(γ) stands for the usual Euclidean length of γ (i.e. for A = Id).

Through the results in [19] and [36], the geodesic property of drA will allow us to obtain in Propo-
sition 3.3 below, an integral representation of the length functional generalizing formula (3.1) to the
measurable case. In general the resulting integrand has no reason to be the square root of a quadratic
form (of the γ̇–variable) as in (3.1) but it still enjoys some homogeneity and convexity properties.
The proof of Proposition 3.3 follows the one in [31] and it is presented here to introduce some useful
quantities.

Definition 3.2. Let 0 < r≤ ∞. A Borel measurable function L : Ωr × R3 → [0,+∞) is said to be
a (weak) Finsler metric on Ωr if L(x, ·) is positively 1-homogeneous for every x ∈ Ωr and convex for
almost every x ∈ Ωr.

Proposition 3.3. For every 0 <r≤ ∞, there is a Finsler metric LrA : Ωr × R3 → [0,+∞) such that
for any Lipschitz curve γ : [0, 1] → Ωr,

Ldr
A
(γ) =

∫ 1

0

LrA
(
γ(t), γ̇(t)

)
dt. (3.10)

Proof. We set Gr = R2×(−1, r+1) and ΠrP the projection of P ∈ Gr on Ωr. Setting P⊥ = P −ΠrP

for P ∈ Gr, we define Dr
A : Gr ×Gr → [0,+∞) by

Dr
A(P,Q) = drA(ΠrP,ΠrQ) + |P⊥ −Q⊥|. (3.11)

We easily check that Dr
A defines a distance on Gr. Then we consider for P,Q ∈ Gr,

D̃r
A(P,Q) = Inf LDr

A
(γ), (3.12)

where the infimum is taken over all γ ∈ C0
(
[0, 1];Gr

)
satisfying γ(0) = P and γ(1) = Q. We also

easily verify that D̃r
A defines a distance on Gr and it follows from Proposition 1.6 in [26] that

LD̃r
A

= LDr
A

on C0
(
[0, 1];Gr

)
. (3.13)

Therefore D̃r
A is a geodesic distance on Gr. Moreover we infer from (3.4) that D̃r

A is equivalent to the
Euclidean distance on Gr. Now we consider L̃rA : Gr × R3 → [0,+∞) defined by

L̃rA(x, ν) = lim sup
t→0+

D̃r
A(x, x+ tν)

t
.

By the results in [36], L̃rA is Borel measurable, positively 1-homogeneous in ν for every x ∈ Gr and
convex in ν for almost every x ∈ Gr. By Theorem 2.5 in [19], we have for every Lipschitz curve
γ : [0, 1] → Gr,

LD̃r
A
(γ) =

∫ 1

0

L̃rA (γ(t), γ̇(t)) dt. (3.14)

Since Dr
A = drA in Ωr × Ωr, we deduce from (3.6) that

LD̃r
A

= LDr
A

= Ldr
A

on C0
(
[0, 1]; Ωr

)
. (3.15)

Setting LrA to be the restriction of L̃rA to Ωr × R3, we obtain (3.10) combining (3.14) and (3.15). �
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3.4. The induced distance on the plane

With the length functional LdA
in hands, we may now consider the induced distance d̄A on R2

(identified with ∂R3
+) computing lengths of curves lying in the plane. More precisely, for P,Q ∈ R2 '

∂R3
+, we set

d̄A(P,Q) = Inf
{

LdA
(γ) ; γ ∈ LipP,Q

(
[0, 1]; ∂R3

+

)}
(3.16)

The following proposition shows us that d̄A inherits the geodesic property of dA as well as its conse-
quences.

Proposition 3.4. The distance d̄A is geodesic on R2 so that Ld̄A
≡ LdA

on C0([0, 1]; ∂R3
+). In

addition, for any points P,Q ∈ R2, the infimum in (3.16) is achieved by a curve γ̄P,Q which satisfies

d̄A
(
γ̄PQ(t), γ̄PQ(t′)

)
= LdA

(γ̄PQ)|t− t′| ∀t, t′ ∈ [0, 1]. (3.17)

Proof. We just show that d̄A is geodesic. Then by Proposition 1.6 in [26], Ld̄A
= LdA

on C0([0, 1]; ∂R3
+)

and the rest of the proof will follow as in Proposition 3.2. First we infer from (3.9) that

λ|P −Q| ≤ d̄A(P,Q) ≤ Λ|P −Q| ∀P,Q ∈ R2. (3.18)

so that R2 endowed with d̄A defines a complete and locally compact metric space. By Theorem 1.8 in
[26], to show the geodesic character of d̄A, it suffices to prove that for any P,Q ∈ R2 and any δ > 0,
we can find R ∈ R2 satisfying

max
(
d̄A(P,R), d̄A(R,Q)

)
≤ 1

2
d̄A(P,Q) + δ.

We proceed as follows. For P,Q ∈ R2 and δ > 0 given, we fix some γδ ∈ LipP,Q
(
[0, 1]; ∂R3

+

)
such

that LdA
(γδ) ≤ d̄A(P,Q) + 2δ. By Proposition 3.3, LdA

(γδ) =
∫ 1

0
L∞A
(
γδ(t), γ̇δ(t)

)
dt so that s 7→

L∞A
(
γδ(s), γ̇δ(s)

)
belongs to L1([0, 1]). Consequently, F (s) =

∫ s
0
L∞A
(
γδ(t), γ̇δ(t)

)
dt is a continuous

function of s ∈ [0, 1] and it satisfies F (0) = 0 and F (1) = LdA
(γδ). Hence there exists s? ∈ (0, 1) such

that ∫ s?

0

L∞A
(
γδ(t), γ̇δ(t)

)
dt =

∫ 1

s?

L∞A
(
γδ(t), γ̇δ(t)

)
dt =

1
2

LdA
(γδ) ≤

1
2
d̄A(P,Q) + δ.

We now set R = γδ(s?) ∈ R2 and for t ∈ [0, 1],

γ1(t) = γδ(s?t) and γ2(t) = γδ(s? + (1− s?)t).

Then γ1 ∈ LipP,R
(
[0, 1]; ∂R3

+

)
and γ2 ∈ LipR,Q

(
[0, 1]; ∂R3

+

)
. Using Proposition 3.3 and the homogene-

ity of L∞A with respect to the second variable, we derive that

d̄A(P,R) ≤
∫ 1

0

L∞A
(
γ1(t), γ̇1(t)

)
dt =

∫ s?

0

L∞A
(
γδ(t), γ̇δ(t)

)
dt ≤ 1

2
d̄A(P,Q) + δ,

d̄A(R,Q) ≤
∫ 1

0

L∞A
(
γ2(t), γ̇2(t)

)
dt =

∫ 1

s?

L∞A
(
γδ(t), γ̇δ(t)

)
dt ≤ 1

2
d̄A(P,Q) + δ,

and the proof is complete. �

From Proposition 3.1 and the definition of the length functional, one easily see that d̄A actually
coincides with the distance δ̄A defined for P,Q ∈ R2 by

δ̄A(P,Q) = Inf
{∫ 1

0

√
CofA(γ(t))γ̇(t) · γ̇(t) dt ; γ ∈ LipP,Q

(
[0, 1]; ∂R3

+

)}
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whenever A is continuous. Moreover δ̄A can be obtained computing lengths of curves lying in R3
+

which are closer and closer to the plane. In other words, δ̄A is the limit as r → 0 of the distances δrA
(defined in (3.3)) restricted to R2 × R2. This fact, absolutely trivial in the continuous case, remains
true when one deals with a measurable field A.

Proposition 3.5. The family of distances (drA)r>0 restricted to R2 × R2 converges locally uniformly
to the distance d̄A as r → 0.

Proof. We start the proof of Proposition 3.5 by showing that the distances drA locally coincide with
the distance dA. Then we shall derive that the length functionals Ldr

A
are equal to LdA

near the plane.
This represents a crucial point of the proof.

Lemma 3.1. Let r > 0 and P0 ∈ Ωr ∪ ∂R3
+. There exists η = η(P0, r) > 0 such that Bη(P0) ∩ R3

+ ⊂
Ωr ∪ ∂R3

+ and

drA(P,Q) = dA(P,Q) ∀P,Q ∈ Bη(P0) ∩ R3
+. (3.19)

Proof. Let P0 ∈ Ωr ∪ ∂R3
+ and δ > 0 such that Bδ(P0) ∩ R3

+ ⊂ Ωr ∪ ∂R3
+. We set η =

(
1 + 2Λ

λ

)−1
δ.

For any points P,Q ∈ Bη(P0) ∩ R3
+ ⊂ Ωr, we have dA(P,Q) ≤ Λ|P −Q| ≤ 2Λη. Let 0 < ε < 2Λη be

arbitrary small. By definition, we can find Fε = ([α1, β1], . . . , [αn, βn]) ∈ P(P,Q) such that

`A
(
Fε
)
≤ dA(P,Q) + ε < 4Λη.

From (1.9) we infer that `A
(
Fε
)
≥ λH1

(
∪nk=1 [αk, βk]

)
. Hence H1

(
∪nk=1 [αk, βk]

)
≤ 4Λη

λ which implies
that ∪nk=1[αk, βk] ⊂ Bδ(P0) ∩ R3

+. In particular, ∪nk=1[αk, βk] ⊂ Ωr so that Fε belongs to Pr(P,Q)
and thus

drA(P,Q) ≤ `A
(
Fε
)
≤ dA(P,Q) + ε.

Then we derive that drA(P,Q) ≤ dA(P,Q) from the arbitrariness of ε. On the other hand, the reverse
inequality is trivial and we conclude that (3.19) holds in Bη(P0) ∩ R3

+. Then we recover (3.19) in
Bη(P0) ∩ R3

+ by continuity. �

Corollary 3.1. For any r > 0, we have

Ldr
A
(γ) = LdA

(γ) ∀ γ ∈ Lip
(
[0, 1]; Ωr ∪ ∂R3

+

)
. (3.20)

Proof. For r > 0, let P0 be an arbitrary point in Ωr ∪ ∂R3
+. By Lemma 3.1, there exists η > 0 such

that Bη(P0) ∩ R3
+ ⊂ Ωr ∪ ∂R3

+ and drA ≡ dA on Bη(P0) ∩ R3
+. Consequently, the distances Dr

A and
D∞
A defined by (3.11) coincide on Bη(P0)∩G∞ ⊂ Gr (we are using the same notations as in the proof

of Proposition 3.3). In particular, we have

LDr
A
(γ) = LD∞

A
(γ) ∀ γ ∈ C0

(
[0, 1];Bη(P0) ∩G∞

)
. (3.21)

We claim that the distances D̃r
A and D̃∞

A defined by (3.12) coincide on Bη̃(P0)∩G∞ for some 0 < η̃ < η.
First, we easily check that there exist two positive constants λ̃ and Λ̃ which only depend on λ and Λ,
such that

λ̃|P −Q| ≤ Ds
A(P,Q) ≤ Λ̃|P −Q| ∀P,Q ∈ Gs and s ∈ {r,∞}

(here we use (3.4) and that ‖∇Πs‖∞ ≤ C for a constant C independent of s). Then it follows that

λ̃LId(γ) ≤ LDs
A
(γ) ≤ Λ̃ LId(γ) ∀ γ ∈ C0([0, 1];Gs) and s ∈ {r,∞}
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(recall that LId(γ) stands for the Euclidean length of the curve γ) which leads to

λ̃|P −Q| ≤ D̃s
A(P,Q) ≤ Λ̃|P −Q| ∀P,Q ∈ Gs and s ∈ {r,∞}. (3.22)

We set η̃ =
(
1 + 2Λ̃

λ̃

)−1
η. For any points P,Q ∈ Bη̃(P0) ∩ G∞ ⊂ Gr, we have D̃r

A(P,Q) ≤ 2Λ̃η̃ by
(3.22). Let 0 < ε < 2Λ̃η̃ be arbitrary small. By definition, we can find γε ∈ C0([0, 1];Gr) such that
γε(0) = P , γε(1) = Q and

λ̃LId(γε) ≤ LDr
A
(γε) ≤ D̃r

A(P,Q) + ε < 4Λ̃η̃.

Hence the Euclidean length of γε cannot exceed 4Λ̃η

λ̃
which implies that γε([0, 1]) ⊂ Bη(P0)∩G∞. By

(3.21) we have

D̃∞
A (P,Q) ≤ LD∞

A
(γε) = LDr

A
(γε) ≤ D̃r

A(P,Q) + ε.

From the arbitrariness of ε we deduce that D̃∞
A (P,Q) ≤ D̃r

A(P,Q). The reverse inequality may be
obtained by the same argument inverting the roles of D̃∞

A and D̃r
A which completes the proof of the

claim. Since D̃r
A and D̃∞

A coincide on Bη̃(P0) ∩G∞, we infer that

lim sup
t→0+

D̃r
A

(
P0, P0 + tν)

t
= lim sup

t→0+

D̃∞
A

(
P0, P0 + tν

)
t

∀ ν ∈ R3.

By definition of LrA and L∞A (see the proof of Proposition 3.3), we conclude that LrA
(
P0, ν

)
= L∞A

(
P0, ν

)
for every ν ∈ R3 and since the points P0 is arbitrary in Ωr ∪ ∂R3

+, it yields

LrA ≡ L∞A on
(
Ωr ∪ ∂R3

+

)
× R3. (3.23)

Combining (3.23) with Proposition 3.3, we obtain the announced result. �

Proof of Proposition 3.5 completed. First, we observe that it is enough to prove the pointwise conver-
gence of drA to d̄A, i.e., for any P,Q ∈ R2, drA(P,Q) → d̄A(P,Q) as r → 0. Indeed, one may easily
check (see e.g. [31], Lemma 4.1) that drA|R2×R2 is Λ–Lipschitz with respect to the Euclidean distance
on R2 × R2. Hence the local uniform convergence follows from the Arzela-Ascoli Theorem.

By construction, for any 0 < r1 ≤ r2 ≤ ∞, dr1A ≥ dr2A on Ωr1×Ωr1 so that, for any r > 0, Ldr
A
≥ LdA

on Lip
(
[0, 1]; Ωr

)
. By Proposition 3.2 and Remark 3.1, for any r > 0, we can find a Λ

λ |P −Q|–Lipschitz
curve γrPQ : [0, 1] → Ωr such that γrPQ(0) = P , γrPQ(1) = Q and drA(P,Q) = Ldr

A
(γrPQ). Let (rn)n∈N

be an arbitrary sequence of positive numbers such that rn → 0 as n → +∞. By the Arzela-Ascoli
Theorem, we may extract a subsequence, still denoted (rn), such that γrn

PQ −→
n→+∞

γ0
PQ uniformly on

[0, 1] for some γ0
PQ ∈ LipP,Q

(
[0, 1]; ∂R3

+

)
. Then we infer from the lower semicontinuity of LdA

,

lim inf
n→+∞

drn

A (P,Q) = lim inf
n→+∞

Ldrn
A

(γrn

PQ) ≥ lim inf
n→+∞

LdA
(γrn

PQ) ≥ LdA
(γ0
PQ) ≥ d̄A(P,Q).

On the other hand, by Proposition 3.4 we can find γ̄PQ ∈ LipP,Q
(
[0, 1]; ∂R3

+

)
such that d̄A(P,Q) =

LdA
(γ̄PQ). By Corollary 3.1,

d̄A(P,Q) = LdA
(γ̄PQ) = Ldrn

A
(γ̄PQ) ≥ drn

A (P,Q) ∀n ∈ N.

Therefore, lim sup
n→+∞

drn

A (P,Q) ≤ d̄A(P,Q) and the conclusion follows. �

Remark 3.4. As already mentioned in the previous proof, dr1A ≤ dr2A ≤ d̄A on R2 × R2 for any
0 < r2 ≤ r1 ≤ ∞. In particular, for any P,Q ∈ R2, we have d̄A(P,Q) = sup

r>0
drA(P,Q) .
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We close this subsection with a stability result in the case of continuous matrix fields. The proof
is a standard combination of compactness properties of geodesics, dominated convergence and lower
semicontinuity of Riemannian length functionals.

Proposition 3.6. Let A ∈ A ∩ C0(R3
+) and {A}ε>0 ⊂ A ∩ C0(R3

+) with uniform ellipticity bounds
such that Aε → A locally uniformly in R3

+ as ε→ 0. Then d̄Aε
→ d̄A locally uniformly in R2 × R2 as

ε→ 0.

3.5. Hamilton-Jacobi and 1–Lipschitz functions

We close this section with a characterization of 1–Lipschitz functions with respect to the distance
drA as subsolutions of a certain eikonal equation involving the matrix field A. As already mentioned,
Proposition 3.7 below plays a central role in the proofs of Theorem 1.1, Theorem 1.2 and Theorem 1.3.

Proposition 3.7. Let A ∈ A and r ∈ (0,∞]. Then for any function Φ : Ωr → R, the following
properties are equivalent:

(i) |Φ(P )− Φ(Q)| ≤ drA(P,Q) ∀P,Q ∈ Ωr,

(ii) Φ is Lipschitz continuous and (CofA)−1∇Φ · ∇Φ ≤ 1 a.e. in Ωr.

Proof. (i) ⇒ (ii). Let Φ : Ωr → R satisfying (i). From Proposition 3.1, we infer that Φ is Lipschitz
continuous. Fix P0 ∈ Ωr and δ > 0 such that B3δ(P0) ⊂ R3

+. Consider a mollifyer % ∈ C∞
0 (R3; R),

spt % ⊂ B(0, 1), % ≥ 0,
∫

R3 % = 1, and set, for an integer n > 1/δ , %n(z) = n−3%(nz). We define the
smooth function Φn = %n ∗ Φ : Bδ(P0) → R. We write

Φn(P ) =
∫
B1/n

%n(z)Φ(P − z)dz

and therefore for any distinct points P,Q ∈ Bδ(P0),∣∣Φn(P )−Φn(Q)
∣∣ ≤ ∫

B1/n

%n(z)
∣∣Φ(P − z)− Φ(Q− z)

∣∣dz ≤
≤
∫
B1/n

%n(z) drA(P − z,Q− z)dz ≤
∫
B1/n

%n(z) `A ([P − z,Q− z]) dz .

Taking an arbitrary sequence of positive numbers εk → 0 as k → +∞ and using Fatou’s lemma, we
get that ∣∣Φn(P )− Φn(Q)

∣∣ ≤
≤
∫
B1/n

%n(z)
(

lim inf
k→+∞

1
πε2k

∫
Ξ([P−z,Q−z],εk)∩R3

+

√
CofA(x)τ · τ dx

)
dz

≤ lim inf
k→+∞

1
πε2k

∫
B1/n

∫
Ξ([P−z,Q−z],εk)∩R3

+

%n(z)
√

CofA(x)τ · τ dxdz .

where τ = P−Q
|P−Q| . For k ∈ N sufficiently large, we have Ξ ([P − z,Q− z], εk) ⊂ B3δ(P0) and conse-

quently ∫
B1/n

∫
Ξ([P−z,Q−z],εk)∩R3

+

%n(z)
√

CofA(x)τ · τ dxdz =

=
∫

Ξ([P,Q],εk)

∫
B1/n

%n(z)
√

CofA(x− z)τ · τ dzdx .
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Then Cauchy-Schwartz inequality yields∫
B1/n

%n(z)
√

CofA(x− z)τ · τ dz ≤
(∫

B1/n

%n(z)CofA(x− z)τ · τ dz
)1/2

so that, setting Mn := %n ∗
(
CofA

)
, we have∣∣Φn(P )− Φn(Q)
∣∣ ≤ lim inf

k→+∞

1
πε2k

∫
Ξ([P,Q],εk)

√
Mn(x)τ · τ dx .

Since x 7→
√
Mn(x)τ · τ is smooth, we derive that

1
πε2k

∫
Ξ([P,Q],εk)

√
Mn(x)τ · τ dx→

∫
[P,Q]

√
Mn(s)τ · τ ds as k → +∞ .

Thus for any distinct points P,Q ∈ Bδ(P0), we have

|Φn(P )− Φn(Q)| ≤
∫

[P,Q]

√
Mn(s)

P −Q

|P −Q|
· P −Q

|P −Q|
ds .

Then, for any P ∈ Bδ(P0), h ∈ S2 fixed and t > 0 small,

|Φn(P + th)− Φn(P )|
t

≤ 1
t

∫
[P,P+th]

√
Mn(s)h · h ds−→

t→0

√
Mn(P )h · h

and we deduce, letting t→ 0, that |∇Φn(P )·h| ≤
√
Mn(P )h · h. By homogeneity and the arbitrariness

of h, we infer that |∇Φn(P ) · h| ≤
√
Mn(P )h · h for all h ∈ R3. From assumption (1.9), we easily

check that Mn(P ) is invertible so that we can choose h = M−1
n (P )∇Φn(P ) and we conclude from the

arbitrariness of P ,

M−1
n ∇Φn · ∇Φn ≤ 1 in Bδ(P0) . (3.24)

Since Mn → CofA and ∇Φn → ∇Φ a.e. in Bδ(P0) as n→ +∞, we conclude (CofA)−1∇Φ · ∇Φ ≤ 1
a.e. in Bδ(P0) letting n→ +∞ in (3.24). Since P0 is arbitrary in R3

+, we get the result.

(ii) ⇒ (i). The reverse implication follows from Lemma 3.2 below. Its proof is similar to the one of
Lemma 2.1 in [31] with minor modifications so that we shall omit it.

Lemma 3.2. For r ∈ (0,∞], let Φ : Ωr → R be a Lipschitz continuous function. For any distinct
points a, b ∈ Ωr and any ε > 0 sufficiently small, we have

|Φ(a)− Φ(b)| ≤ 1
πε2

∫
Ξ([a,b],ε)∩R3

+

∣∣∣∣∇Φ(x) · b− a

|b− a|

∣∣∣∣dx+ 2ε‖∇Φ‖∞ .

Proof of Proposition 3.7 completed. Let Φ be a Lipschitz continuous function satisfying (ii). We deduce
from Lemma 3.2 and (1.9) that for any F = ([α1, β1], . . . , [αn, βn]) ∈ Pr(P,Q) and any parameters
ε1, . . . , εn > 0 sufficiently small, we have∣∣Φ(P )− Φ(Q)

∣∣ ≤ n∑
k=1

∣∣Φ(βk)− Φ(αk)
∣∣

≤
n∑
k=1

(
1
πε2k

∫
Ξ([αk,βk],εk)

∣∣∇Φ(x) · τk
∣∣ dx+ 2Λεk

)
.
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Since Φ satisfies (ii), we infer that for k = 1, . . . , n and a.e. x ∈ Ξ([αk, βk], εk),

|∇Φ(x) · τk
∣∣ = |(CofA(x))−1/2∇Φ(x) · (CofA(x))1/2τk| ≤

≤
√

(CofA(x))−1∇Φ(x) · ∇Φ(x)
√

CofA(x)τk · τk ≤
√

CofA(x)τk · τk

and consequently,∣∣Φ(P )− Φ(Q)
∣∣ ≤ n∑

k=1

(
1
πε2k

∫
Ξ([αk,βk],εk)

√
CofA(x)τk · τk dx+ 2Λεk

)
.

Taking the lim inf as εk → 0+ for each parameter εk, we derive that |Φ(P )− Φ(Q)| ≤ `A (F). We
obtain the result taking the infimum over all F ∈ Pr(P,Q). Then we conclude that (i) holds in all Ωr
by continuity. �

As a consequence of Proposition 3.7, we may now show that, under a certain structure assumption
on A, the distance dA and d̄A coincide on the plane. Once more, the following result, quite obvious in
the continuous case, requires a specific analysis for a measurable field A.

Corollary 3.2. Assume that A ∈ A0. Then

d̄A(P,Q) = dA(P,Q) ∀P,Q ∈ R2 .

Proof. First we observe that it is enough to prove that for any r > 0, drA ≡ dA on Ωr×Ωr. Indeed, by
Proposition 3.5, it would lead to d̄A(P,Q) = lim

r→0
drA(P,Q) = dA(P,Q) for every P,Q ∈ R2. Now we

fix r > 0 and P ∈ Ωr and we set for x ∈ Ωr, Φ(x) = drA(P, x). Obviously Φ is 1–Lipschitz in Ωr with
respect to drA so that by Proposition 3.7, (CofA)−1∇Φ · ∇Φ ≤ 1 a.e. in Ωr. Next we extend Φ to Ω2r

by setting Φ(x1, x2, x3) = Φ(x1, x2, 2r− x3) for r ≤ x3 ≤ 2r. Obviously, the resulting Φ is a Lipschitz
function. Due to the structure assumption A ∈ A0, this extension satisfies now (CofA)−1∇Φ ·∇Φ ≤ 1
a.e. in Ω2r. Then we extend Φ to the whole half space by periodicity into a 2r–periodic function in
the last variable, i.e., Φ(x1, x2, x3 + 2kr) = Φ(x1, x2, x3) for any x = (x1, x2, x3) ∈ Ωr and any integer
k ≥ 0. We easily check that Φ is Lipschitz and by the assumption on A, (CofA)−1∇Φ · ∇Φ ≤ 1 a.e.
in R3

+. By Proposition 3.7, this implies that Φ is 1–Lipschitz in R3
+ with respect to dA. In particular,

drA(P,Q) = Φ(Q)− Φ(P ) ≤ dA(P,Q) for every Q ∈ Ωr and from the arbitrariness of P , we conclude
that drA ≤ dA in Ωr × Ωr. On the other hand, the reverse inequality comes from the definition of dA
and drA so that the proof is complete. �

A straightforward consequence of Proposition 3.7 and Corollary 3.2 is the following result.

Corollary 3.3. Let A ∈ A0 and let ϕ : R2 → R. The following properties are equivalent:

(i) |ϕ(P )− ϕ(Q)| ≤ d̄A(P,Q) ∀P,Q ∈ R2 ,

(ii) ϕ is Lipschitz continuous and Φ : R3
+ → R, Φ(x1, x2, x3) := ϕ(x1, x2)

satisfies (CofA)−1∇Φ · ∇Φ ≤ 1 a.e. in R3
+.

4. Geometric distances vs energetic distances

In this section, we prove Theorem 1.1 using duality arguments similar to [31], [32] to establish the
lower bound and a dipole-type construction based on [33] for the upper bound. As in the two papers
cited above, the measurability of the matrix field forces to work in the context of length structures
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and a delicate and quite indirect dipole-type construction is required. This, combined with the theory
of Hamilton-Jacobi (in)equations in Subsection 3.5, allows us to conclude.

The following lemma is the key point for proving the metric property of ρ̄A and will be repeatedly
used in the paper.

Lemma 4.1. Let f ∈ X and {fn}n∈N ⊂ X such that fn → α a.e. for some constant α ∈ S1 as
n→ +∞ and supn |fn|1/2 < +∞. Then

lim sup
n→+∞

EA(ffn) ≤ EA(f) + lim sup
n→+∞

EA(fn) .

Proof. Let un and u be the A–harmonic extensions of fn and f respectively. By Proposition 2.7 and
Proposition 2.8, the sequence {un}n∈N is bounded in Ḣ1(R3

+; R2) and max{|un|, |u|} ≤ 1 a.e. in R3
+.

Clearly, fn ⇀ α weakly in Ḣ1/2 by Theorem 2.5, so that un ⇀ α weakly in Ḣ1 and locally uniformly
as n→ +∞ (again by Proposition 2.7 and Proposition 2.8). Due to the pointwise bounds on |un| and
|u|, we can apply Proposition 2.3 to derive that uun ∈ Ḣ1(R3

+; R2) with Tr (uun) = ffn on R2. An
easy computation leads to the identity

EA(uun) =
1
2

∫
R3

+

{
|u|2 tr

(
∇unA(∇un)t

)
+ |un|2 tr

(
∇uA(∇u)t

)}
+ (4.1)

+
∫

R3
+

{
Re(uun) tr

(
∇ūnA(∇u)t

)
+ Im(uun) tr

(
∇(iūn)A(∇u)t

)}
= In + IIn .

Since Tr (uun) = ffn, formula (4.1) yields

EA(ffn) ≤ EA(uun) ≤ EA(u) + EA(un) + IIn = EA(f) + EA(fn) + IIn .

Using that un → α a.e. with |un| ≤ 1 and ∇un ⇀ 0 weakly in L2(R3
+) as n → +∞, we deduce that

IIn → 0. Taking the lim sup in n in the previous inequality yields the announced result. �

Proof of Theorem 1.1. Step 1. We start by proving that ρ̄A defines a distance on R2. Clearly ρ̄A is
nonnegative and symmetric. The nondegeneracy will follow from the equivalence with the Euclidean
distance which will be proved in the next steps. Now we show the triangle inequality. Let P,Q,N ∈
R2 fixed. By definition of ρ̄A and Remark 2.5, we may find sequences {f (1)

m }m∈N, {f (2)
n }n∈N ⊂ X

realizing ρ̄A(P,Q) and ρ̄A(Q,N) respectively. We denote by α1 ∈ S1 and α2 ∈ S1 the respective
weak limits of f (1)

m and f
(2)
n . By Theorem 2.5, we may assume that for i = 1, 2, f (i)

n → αi a.e. in
R2. Then we consider the sequence hm,n = f

(1)
m f

(2)
n . By Proposition 2.6 and Lemma 4.1, hm,n ∈ X,

lim supn lim supm EA(fn,m) < +∞ and T (hm,n) = 2π(δP − δN ). By Remark 2.5, we may find a
diagonal sequence hk = hmk,nk

such that lim supk EA(fk) ≤ lim supn lim supm EA(fn,m), hk ⇀ α1α2

as k → +∞ weakly in Ḣ1/2. Hence the sequence {hk}k∈N is admissible for computing ρ̄A(P,N). Then
we deduce from Lemma 4.1 that

ρ̄A(P,N) ≤ lim inf
k→+∞

EA(hmk,nk
) ≤ lim sup

m→+∞
lim sup
n→+∞

EA(f (1)
m f (2)

n ) ≤

≤ lim sup
m→+∞

EA(f (1)
m ) + lim sup

n→+∞
EA(f (2)

n ) ≤ ρ̄A(P,Q) + ρ̄A(Q,N)

and the proof of the triangle inequality is complete.

Step 2. Now we move on the proof of claim (ii). We observe that ρ̄A ≥ πd̄A will imply the lower
inequality in claim (i) between ρ̄A and the Euclidean distance since d̄A(P,Q) ≥ λ|P − Q| for any
P,Q ∈ R2 by (3.18).
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To obtain the estimate involving ρA, we proceed as follows. Given two points P,Q ∈ R2, consider
f ∈ X arbitrary such that T (f) = 2π(δP − δQ) and let u ∈ Ḣ1 be its A–harmonic extension to R3

+.
A simple computation yields

1
2

tr
(
∇uA(∇u)t

)
≥
√

det(∇uA(∇u)t) =
1
2

√
(CofA)H(u) ·H(u) a.e. in R3

+. (4.2)

For any Φ ∈ Lip(R3
+) which is 1−Lipschitz with respect to dA, we have

√
(CofA)−1∇Φ · ∇Φ ≤ 1 a.e.

in R3
+ by Proposition 3.7. Therefore,

EA(f) = EA(u) ≥ 1
2

∫
R3

+

√
(CofA)H(u) ·H(u)

≥ 1
2

∫
R3

+

H(u) · ∇Φ = π
(
Φ(Q)− Φ(P )

)
. (4.3)

Choosing Φ(x) = dA(P, x), we deduce that EA(f) ≥ πdA(P,Q) and the conclusion follows taking the
infimum over f ∈ X satisfying T (f) = 2π(δP − δQ).

In order to prove the inequality involving ρ̄A, we fix 0 < r < 1 and we introduce a cut-off function
χ ∈ C∞

0 (R) such that 0 ≤ χ ≤ 1, sptχ ⊂ (−r, r) and χ(t) ≡ 1 for |t| ≤ r/2. Let drA be the geodesic
distance corresponding to CofA on the domain Ωr = R2 × (0, r) as constructed in Section 3. Given
P,Q ∈ R2, we define for x ∈ Ωr,

Φ(x)=
(

1
2
drA(P,Q)− drA(P, x)

)+

−
(

1
2
drA(P,Q)− drA(Q, x)

)+

. (4.4)

Clearly Φ is 1−Lipschitz in Ωr with respect to drA, so that, by Proposition 3.7,
√

(CofA)−1∇Φ · ∇Φ ≤ 1
a.e. in Ωr. In addition, K := spt Φ ⊂ Ωr is a compact set. Now, consider {fn}n∈N ⊂ X such that
fn ⇀ α ∈ S1 weakly in Ḣ1/2 with T (fn) ≡ −2π(δP − δQ) for every n. Denote by un the corresponding
A–harmonic extension. Arguing as in (4.3), we infer that

EA(fn) ≥
1
2

∫
R3

+

χ(x3)
√

(CofA)H(un) ·H(un) ≥
1
2

∫
Ωr

χ(x3)H(un) · ∇Φ =

= π(Φ(P )− Φ(Q))− 1
2

∫
Ωr

ΦH(un) · ∇χ

= πdrA(P,Q)− 1
2

∫
K∩{r/2<x3<r}

ΦH(un) · ∇χ . (4.5)

Since un ⇀ α in Ḣ1(R3
+; R2) as n→ +∞, we derive from Proposition 2.8 that ∇un → 0 in L2

loc(R3
+)

and hence H(un) → 0 in L1
loc(R3

+). Going back to (4.5), it yields lim inf
n→+∞

EA(fn) ≥ πdrA(P,Q). Now

letting r → 0, we recover lim inf
n→+∞

EA(fn) ≥ πd̄A(P,Q) thanks to Proposition 3.5. Then the conclusion

follows from the arbitrariness of the sequence {fn}n∈N.

Step 3. In order to show the upper bound ρ̄A(P,Q) ≤ πΛ|P−Q|, we first observe that EA(u) ≤ ΛEId(u)
for any u ∈ Ḣ1(R3

+; R2) by the uniform ellipticity assumption on A. Thus EA ≤ ΛEId and consequently
ρ̄A(P,Q) ≤ ΛρId(P,Q). Then the conclusion follows from the explicit construction of an optimal dipole
in Lemma 4.2 below. We present in this lemma additional results which will be of importance in Section
5. For a different construction of an optimal dipole see [25], Section 5.

Lemma 4.2. (Euclidean dipole) Let P and Q be two distinct points in R2. There exists a sequence
{fn}n∈N ⊂ X ∩ W 1,1

loc (R2) such that fn ∈ Liploc(R2 \ {P,Q}), T (fn) = 2π(δP − δQ) for every n,
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fn ⇀ (1, 0) weakly in Ḣ1/2, fn → (1, 0) a.e. as n→ +∞ and

lim sup
n→+∞

EId(fn) ≤ π|P −Q| .

Moreover, fn = eiψn a.e. in R2 for some sequence of compactly supported functions {ψn}n∈N ⊂
BV (R2; R) ∩ Liploc(R2 \ [P,Q]) satisfying

(i) ψn → 0 a.e. as n→ +∞,

(ii) |ψn|BV ≤ C|P −Q| for a constant C independent of P , Q and n,

(iii) the singular part of Dψn is Dsψn = 2πνH1 [P,Q] with ν⊥ = P−Q
|P−Q| .

Proof. Due to the invariance and scaling properties of EId, up to rotations, dilations and translations
in R3, we may assume Q = (1, 0, 0) and P = (−1, 0, 0). This shows in particular that the constant
C in claim (ii) does not depend on P and Q. We shall construct a sequence {un}n∈N ⊂ Ḣ1(R3

+; R2)
such that fn = Trun ∈ X satisfies the conditions above and EId(un) → 2π as n→ +∞.

First, we introduce the conformal representation v : R2
+ → D defined by

v(z) =
z̄ + i

z̄ − i
=
(

x2
2 + x2

3 − 1
x2

2 + (1 + x3)2
,

2x2

x2
2 + (1 + x3)2

)
, z = x2 + ix3 ∈ R2

+

so that v → 1 as |z| → ∞ and v(·, 0) ∈ Lip(R; S1 \ {(1, 0)}). Moreover, for x2 6= 0 we have v(x2, 0) =
eiθ(x2) for θ(x2) = 2 arctan(1/x2). Then we introduce a sequence of deformations as follows, using the
complex notation,

vn(x2, x3) =


v(nx2, nx3) if |x2|2 + |x3|2 ≤ 1

1 if |x2|2 + |x3|2 ≥ 4,

ei(θ(nx2))(2−|x2|) if 1 < |x2| < 2 and x3 = 0 ,

harmonic if 1 < |x2|2 + |x3|2 < 4 and x3 > 0 ,

(4.6)

i.e., we glue a pure dilation on the unit half disk with a constant map using two arcs on {x3 = 0}
and an harmonic extension in the remaining half annulus. One easily check that vn ∈ Lip(R2

+) and
vn(·, 0) ∈ Lip(R; S1). In addition, vn(x2, 0) = eiθn(x2) for

θn(x2) =



2 arctan
(

1
nx2

)
if 0 < |x2| < 1 ,

2(2− |x2|) arctan
(

1
nx2

)
if 1 < |x2| < 2 ,

0 otherwise.

(4.7)

By construction, θn ∈ Liploc(R \ {0}), θn has compact support and finite pointwise variation in
R. Since its left and right limits at 0 are given by −π and π respectively, the singular part of the
distributional derivative of θn is given by Dsθn = 2πδ0 for every n. Furthermore, we easily see that
supn |θn|BV < +∞.

We observe that the map vn has been constructed in such a way that∫
R2

+

|∇vn|2 −→
n→+∞

∫
R2

+

|∇v|2 = 2π
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and |v(nx2, nx3)− vn(x2, x3)| → 0 uniformly in R2
+. Now we define for x = (x1, x2, x3) ∈ R3

+,

un(x) =


vn

(
x2

ηn(x1)
,

x3

ηn(x1)

)
if |x1| < 1

1 if |x1| ≥ 1

(4.8)

where ηn(x1) = (1−|x1|)/n . Once more, one may check that un ∈ Ḣ1(R2,R2), un is locally Lipschitz
in R3

+ away from {(−1, 0, 0), (1, 0, 0)}, and that the corresponding fn := un|R2 ∈ X ∩ W 1,1
loc (R2),

fn is locally Lipschitz away from the points P and Q with degrees −1 and +1 respectively, i.e.,
T (fn) = 2π(δP−δQ). Moreover, fn → (1, 0) a.e. in R2 as n→ +∞ since ηn → 0. A direct computation,
using the conformal invariance of |∇2,3 un|2 yields

EId(un) =
1
2

∫
R3

+

|∇un|2 =
1
2

∫ 1

−1

(∫
R2

+

|∇2,3 un|2 + |∂1un|2
)
dx1

=
∫

R2
+

|∇vn|2 +
1
2

∫ 1

−1

(∫
R2

+

|∂1un|2
)
dx1

=
∫

R2
+

|∇vn|2 +
1
2

(∫ 1

−1

|η̇n(x1)|2dx1

)(∫
R2

+

|∇vn|2(x2
2 + x2

3)
)
.

Since by construction, |∇vn|2(x2
2 +x2

3) ≤ 4|∇vn|2 and
∫ 1

−1
|η̇n(x1)|2dx1 → 0 as n→ +∞, we infer that

lim sup
n→+∞

EId(fn) ≤ lim
n→+∞

EId(un) = lim
n→+∞

∫
R2

+

|∇vn|2 = 2π = π|P −Q| .

In particular, supn |fn|1/2 < +∞, so that fn ⇀ (1, 0) weakly in Ḣ1/2 by Theorem 2.5.
Given θn as above, we now set

ψn(x1, x2) =


θn

(
x2

ηn(x1)

)
, if |x1| < 1 , x2 6= 0

0 if |x1| > 1,

(4.9)

so that ψn has compact support and it satisfies fn = eiψn a.e. in R2. Then, taking (4.7) and (4.9) into
account, straightforward computations yield claims (i), (ii) and (iii) so the proof is complete. �

Remark 4.1. Due to the invariance properties of EId, up to rotation, dilation and translation in R3,
the construction given in the previous lemma still holds if one replace R3

+ by any half space Ω with
0 ∈ ∂Ω. In this case, we consider EId : Ḣ1(Ω; R2) → R+ defined as in (1.11) and then 〈·〉Id is the
corresponding seminorm on Ḣ1/2(∂Ω; R2). The distribution T (f), for f ∈ Ḣ1/2(∂Ω; S1), is defined as
in (1.4) by integrating over Ω. As a consequence, Lemma 4.2 still holds if we consider EA instead of
EId for a constant matrix A ∈ S3

+ replacing the Euclidean distance by the Riemannian distance

d̄A(P,Q) = dA(P,Q) =
√

(CofA)(P̃ − Q̃) · (P̃ − Q̃) (4.10)

where P̃ = (P, 0) and Q̃ = (Q, 0) belong to ∂R3
+. Indeed, writing A = RDRt where D is a diagonal

matrix made by the eigenvalues of A and R ∈ SO(3), we change variables by setting x = Ψ(y) :=
RD1/2y and then, we apply the construction to the half space Ω = Ψ−1(R3

+) and to the points Ψ−1(P )
and Ψ−1(Q).
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Remark 4.2. Applying additional regularization techniques, we could have constructed the sequence
{fn}n∈N in Lemma 4.2, such that fn ∈ X ∩ C∞

const(R2 \ {P,Q}) rather than Lipschitz away from the
points P and Q.

Proof of Theorem 1.1. Step 4. Now we give the proof of claim (iii) which is based on Lemma 4.2
together with Remark 4.1. We recall that we assume here A ∈ A0 so A(x) = A(x̂) where x = (x̂, x3).
Fix a point Q0 ∈ R2 and let us define for an arbitrary point P ∈ R2, ξ(P ) = ρ̄A(P,Q0) so that
ξ ∈ Lip(R2) by claim (i). Consider a standard mollifyer % ∈ C∞

0 (R2; R), i.e., % ≥ 0,
∫

R2 % = 1, and set,
for ε > 0, %ε(z) = ε2%(z/ε). We define

ξε(P ) = %ε ∗ ξ(P ) =
∫

R2
%ε(−z)ξ(P + z)dz .

Clearly ξε ∈ C∞(R2) ∩ Lip(R2) and the family {ξε}ε>0 is equilipschitz. Moreover, ξε → ξ locally
uniformly and ∇ξε → ∇ξ a.e. in R2 as ε→ 0. Similarly, let

Aε(x̂) = %ε ∗A(x̂) =
∫

R2
%ε(−z)A(x̂+ z)dz,

so that Aε → A a.e. as ε → 0. One easily check that for every ε > 0, Aε ∈ A0 and Aε conserves the
ellipticity bounds of A, i.e., λId ≤ Aε(x̂) ≤ ΛId (as quadratic forms) for every x̂ ∈ R2.

For any points P,Q ∈ R2, we have

|ξε(P )− ξε(Q)| ≤
∫

R2
%ε(−z)

∣∣ξ(P + z)− ξ(Q+ z)
∣∣dz

≤
∫

R2
%ε(−z)ρ̄A(P + z,Q+ z)dz (4.11)

since ξ is 1-Lipschitz with respect to ρ̄A. Now we shall estimate the contribution of ρ̄A(P + z,Q+ z)
in the integral above. We proceed as follows. Consider the sequences {fn}n∈N ⊂ X and {un}n∈N

constructed in Lemma 4.2 and Remark 4.1 relative to the points P , Q and to the constant matrix
Aε(P ). Then define the map ũn(x) = un

(
x − (z, 0)

)
so that f̃n := ũn|R2 ∈ X satisfies T (f̃n) =

2π(δP+z − δQ+z) and f̃n ⇀ (1, 0) weakly in Ḣ1/2 as n→ +∞. By definition of ρ̄A(P + z,Q+ z) and
EA(f̃n), we have

ρ̄A(P + z,Q+ z) ≤ lim inf
n→+∞

EA(f̃n) ≤ lim inf
n→+∞

EA(ũn) . (4.12)

Now we observe that a simple change of variables leads to

EA(ũn) =
1
2

∫
R3

+

tr
(
∇ũnA(x̂)(∇ũn)t

)
dx =

1
2

∫
R3

+

tr
(
∇unA(ŷ + z)(∇un)t

)
dy (4.13)

where y = (ŷ, y3). Inserting (4.12) and (4.13) in (4.11), invoking Fatou’s lemma and changing the
order of integration, we derive that

|ξε(P )− ξε(Q)| ≤ lim inf
n→+∞

1
2

∫
R3

+

∫
R2
%ε(−z)tr

(
∇un(y)A(ŷ + z)(∇un(y))t

)
dzdy

= lim inf
n→+∞

1
2

∫
R3

+

tr
(
∇un

(∫
R2
%ε(−z)A(ŷ + z)dz

)
(∇un)t

)
dy

= lim inf
n→+∞

1
2

∫
R3

+

tr
(
∇unAε(ŷ)(∇un)t

)
dy

= lim inf
n→+∞

1
2

∫
B|P−Q|(P )×(0,+∞)

tr
(
∇unAε(ŷ)(∇un)t

)
dy ,
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since un is constant outside B|P−Q|(P )×(0,+∞) for n large enough by construction. Using the partial
order over quadratic forms, we easily see that for any ŷ ∈ B|P−Q|(P ),

Aε(ŷ) ≤ Aε(P ) + Cε|P −Q| Id ≤
(

1 +
Cε
λ
|P −Q|

)
Aε(P )

for a constant Cε which only depends on ε. Consequently,

|ξε(P )− ξε(Q)| ≤
(

1 +
Cε
λ
|P −Q|

)
lim inf
n→+∞

1
2

∫
R3

+

tr
(
∇unAε(P )(∇un)t

)
dy

By construction of the sequence {un}n∈N, we have

1
2

∫
R3

+

tr
(
∇unAε(P )(∇un)t

)
dy −→

n→+∞
π

√
(CofAε(P ))(P̃ − Q̃) · (P̃ − Q̃)

where we used the notation of Remark 4.1, P̃ = (P, 0) and Q̃ = (Q, 0). Hence,

|ξε(P )− ξε(Q)| ≤ π

√
(CofAε(P ))(P̃ − Q̃) · (P̃ − Q̃) +

CεΛ
λ
|P −Q|2 .

Defining Ξε(x1, x2, x3) := ξε(x1, x2) and setting Q̃ = P̃ + th for some h ∈ R2×{0} and t > 0, we infer
from the above inequality,

|Ξε(P̃ + th)− Ξε(P̃ )|
t

≤ π
√

(CofAε(P ))h · h+
CεΛt|h|2

λ

and we conclude, letting t→ 0, that

|∇Ξε(P̃ ) · h| ≤ π
√

(CofAε(P ))h · h ∀h ∈ R2 × {0} . (4.14)

Since Aε ∈ A0, the linear map Aε(P ) : R2 × {0} → R2 × {0} acts bijectively, and the same holds for
CofAε. Then ∇Ξε(P̃ ) ∈ R2×{0} because Ξε is independent of the variable x3. Hence, we may choose
h = (CofAε(P ))−1∇Ξε(P̃ ) in (4.14) which leads to (CofAε(P ))−1∇Ξε(P̃ ) · ∇Ξε(P̃ ) ≤ π2. Since Aε
and Ξε does not depend on x3 and P is arbitrary, we conclude that (CofAε)−1∇Ξε ·∇Ξε ≤ π2 in R3

+.
Now we observe that CofAε → CofA and ∇Ξε → ∇Ξ a.e. in R3

+ as ε → 0 where the function Ξ is
given by Ξ(x1, x2, x3) = ξ(x1, x2). Then, passing to the limit ε→ 0 in the previous inequality yields

(CofA)−1∇Ξ · ∇Ξ ≤ π2 a.e. in R3
+.

By Corollary 3.3, ξ is π-Lipschitz on R2 with respect to d̄A. Since ξ(Q0) = 0 and ξ(·) = ρ̄A(·, Q0), we
get ρ̄A(·, Q0) = ξ(·) ≤ πd̄A(·, Q0). Thus ρ̄A ≤ πd̄A because Q0 can be chosen arbitrarily.

Due to the structure assumption A ∈ A0, we have dA = d̄A by Corollary 3.2. As ρA ≤ ρ̄A, we infer
from claim (ii) that πdA ≤ ρA ≤ ρ̄A ≤ πd̄A = πdA, hence equality holds and ρA is a distance.

Step 5. We conclude the proof of Theorem 1.1 with claim (iv). Let P,Q ∈ R2 be two distinct points
and {fn}n∈N ⊂ X such that T (fn) = 2π(δP − δQ) and ρA(P,Q) = πdA(P,Q) = lim

n→+∞
EA(fn). Let

un ∈ Ḣ1(R3
+; R2) be the A–harmonic extension of fn. Up to a subsequence, we may assume that

fn ⇀ f and un ⇀ u where u is the A–harmonic extension of f . We define Φ(x) as in (4.4) with r = ∞
so that Φ is clearly 1-Lipschitz with respect to dA and has a compact support K. Arguing as in (4.5),
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we derive

EA(fn) = EA(un) ≥
1
2

∫
R3

+\K
tr
(
∇unA(∇un)t

)
+

1
2

∫
K

H(un) · ∇Φ

=
1
2

∫
R3

+\K
tr
(
∇unA(∇un)t

)
+

1
2
< T (fn),Φ|R2 >

=
1
2

∫
R3

+\K
tr
(
∇unA(∇un)t

)
+ πdA(P,Q) .

By lower semicontinuity, as n→ +∞ we infer that

πdA(P,Q) ≥ 1
2

∫
R3

+\K
tr
(
∇uA(∇u)t

)
+ πdA(P,Q) ,

thus u has to be constant in R3
+ \K. Since u in A−harmonic in the whole half space, u ≡ α for some

constant α ∈ R2 by Proposition 2.8 claim (i), hence f = u|R2 ≡ α ∈ S1. As a consequence, ρA(P,Q)
is not attained, ρA(P,Q) = ρ̄A(P,Q) and the conclusion follows from claim (ii). �

We conclude this section with an example showing how gaps may occur between ρA and the metric
distances when A depends on the x3-variable.

Example 4.1. Given 0 < λ < Λ, we consider {An}n∈N ⊂ A defined as An(x) = an(x3)Id with
an(x3) = max{λ,Λ− nx3}. One easily checks that for each n ≥ 1 and each distint points P,Q ∈ R2,

λ|P −Q| ≤ dAn
(P,Q) < d̄An

(P,Q) = Λ|P −Q| ,

hence ρ̄An
= πd̄An

by Theorem 1.1, claims (i) and (ii). We claim that for n large enough, πdAn
(P,Q) <

ρAn
(P,Q) < ρ̄An

(P,Q) = πd̄An
(P,Q) and

lim
n→+∞

ρAn
(P,Q) = lim

n→+∞
πdAn

(P, ,Q) = πλ|P −Q| ,

for any P,Q ∈ R2 with P 6= Q. The first inequality is a consequence of Theorem 1.1, claims (ii)
and (iv). Therefore it suffices to show that lim sup

n→+∞
ρAn

(P,Q) ≤ πλ|P − Q|. An easy application of

dominated convergence yields lim sup
n→+∞

EAn(g) = λEId(g) for every g ∈ X, so that lim sup
n→+∞

ρAn(P,Q) ≤

λρId(P,Q) = πλ|P −Q| by Theorem 1.1, claim (iii).

5. Sobolev maps and graph currents

5.1 Pre-Jacobians and liftings of Ḣ1/2(R2; S1)–maps

In order to understand the concentration effects related to the minimization problems (1.6), (1.7) and
(1.8), it is very useful to introduce for each f ∈ X the pre-Jacobian of f as the 1–dimensional current
J(f) ∈ D1(R2) defined by

< J(f), ζ >=
∫

R2
(−ζ2 f ∧ ∂1f + ζ1 f ∧ ∂2f) (5.1)

for every ζ ∈ D1(R2) where ζ = ζ1dx1 + ζ2dx2 and ζ1, ζ2 ∈ C∞
0 (R2). The integral above will be always

understood as an Ḣ1/2 − Ḣ−1/2 duality according to Remark 2.2. One easily check that J(f) = 0
whenever f is constant and X 3 f 7→ J(f) ∈ D1(R2) is continuous under strong convergence in X

because of the simple estimate

| < J(f1)− J(f2), ζ > | ≤ C(spt ζ)‖ζ‖C1(‖f1‖1/2 + ‖f2‖1/2)‖f1 − f2‖1/2 , (5.2)
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which is a consequence of Proposition 2.3. In addition ∂J(f) = T (f) as distributions, according to
(1.5).

The following elementary property of the operator J will be of importance in the sequel.

Lemma 5.1. Let f1 , f2 ∈ X.We have

< J(f1f̄2), ζ >=< J(f1)− J(f2), ζ > ∀ζ ∈ D1(R2) . (5.3)

Proof. First we assume that f1, f2 ∈ X ∩W 1,1
loc (R2) and f1, f2 are constant outside a compact set. In

this case, the conclusion comes from a straightforward computation. Then the general case follows by
density, according to Theorem 2.6 and Proposition 2.6. �

Our first goal in this section is to represent the current J(f) in terms of suitable liftings of the
map f . Concerning maps without topological singularities, we have the following result.

Proposition 5.1. For every f ∈ X such that T (f) = 0, there exist φ ∈ Ḣ1/2(R2; R) and ψ ∈
˙BV (R2; R) satisfying f = ei(φ+ψ) a.e. in R2 and

|φ|1/2 ≤ C|f |1/2 , (5.4)

|ψ|BV ≤ C|f |21/2 , (5.5)

for an absolute constant C > 0. In addition, for any ζ = ζ1dx1 + ζ2dx2 ∈ D1(R2), we have

< J(f), ζ >=
∫

R2

(
− ζ2∂1φ+ ζ1∂2φ

)
+
∫

R2

(
− ζ2D1ψ + ζ1D2ψ

)
. (5.6)

Proof. Without loss of generality, we may assume f∞ = 1 by Lemma 5.1. Since T (f) = 0, there
exists {fn}n∈N ⊂ C∞

const(R2; S1) such that fn → f strongly in Ḣ1/2 and a.e. in R2 by Theorem 2.7. We
may also assume that f∞n ≡ 1 for each n. Therefore there exists {ηn}n∈N ⊂ C∞

0 (R2; R) such that for
each n we have fn = eiηn everywhere in R2. Let {Qk}k∈N be an increasing sequence of open squares,
Qk ⊂ R2, Qk ⊂⊂ Qk+1 for each k, and ∪kQk = R2, such that spt ηn ⊂ Qn for each n.

According to [9], Theorem 3, we can write ηn = φn + ψn for two functions φn ∈ H1/2(Qn) and
ψn ∈ BV (Qn) such that in terms of fn = ei(φn+ψn) we have the estimates

|φn|1/2,Qn
≤ C|fn|1/2,Qn

≤ C|f |1/2 , (5.7)

|ψn|BV (Qn) ≤ C|fn|21/2,Qn
≤ C|f |21/2 . (5.8)

for some absolute constant C > 0 independent of fn and Qn (indeed, we stress that the constant
C > 0 in [9], Theorem 3, is independent of the square). Thus, for a given ζ ∈ D1(R2) and k0 ∈ N such
that spt ζ ⊂ Qk0 , we have for n ≥ k0,

< J(fn), ζ >=
∫

R2
(−ζ2∂1ηn + ζ1∂2ηn) =

∫
Qk0

(−ζ2∂1φn + ζ1∂2φn) (5.9)

+
∫
Qk0

(−ζ2D1ψn + ζ1D2ψn) .

Taking (5.7) and (5.8) into account, by a standard diagonal argument (possibly subtracting suitable
multiples of 2π) we may assume φn → φ (respectively ψn → ψ) both in L1

loc(R2) and a.e. in R2 and
weakly in H1/2(Qk) (respectively weakly-? in BV (Qk) ) for each k ≥ 1 fixed, as n → +∞. This way
φ ∈ Ḣ1/2(R2), φ ∈ ˙BV (R2) and the desired norm bounds (5.4), (5.5) follow by lower semicontinuity.
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In addition, f = ei(φ+ψ) a.e. since fn → f a.e.. Finally, as fn → f strongly in Ḣ1/2, (5.2) allows us to
pass to the limit n→ +∞ in the left hand side of (5.9) which yields (5.6). �

In order to deal with maps with topological singularities, we need the following lemma.

Lemma 5.2. Let f ∈ X be a dipole map as constructed in Lemma 4.2, i.e., such that f ∈ Liploc(R2 \
{P,Q}) and f = eiψ with ψ ∈ BV (R2; R) ∩ Liploc(R2 \ [P,Q]) for some distinct points P,Q ∈ R2,
satisfying :

(i) T (f) = 2π(δp − δQ) ,

(ii) |f |21/2 + |ψ|BV ≤ C|P −Q| ,

(iii) (Dsψ)⊥ = 2π P−Q
|P−Q| H

1 [P,Q] = 2π
−→
QP .

Then

< J(f), ζ >=
∫

R2
(−ζ2D1ψ + ζ1D2ψ) + 2π <

−→
QP, ζ > , (5.10)

for any ζ = ζ1dx1 + ζ2dx2 ∈ D1(R2).

Proof. As in the proof of Lemma 4.2, up to rotation, translation and dilation we may assume Q =
(1, 0) = −P . Let ζ ∈ D1(R2) and let Ω = I1 × I2 ⊂ R2 a square containing P and Q such that
spt ζ ⊂ Ω. Clearly f ∈ H1/2(Ω) and

< J(f), ζ >=
∫

Ω

(−ζ2f ∧ ∂1f + ζ1f ∧ ∂2f) .

In addition, since f ∈ L2(I1;H1/2(I2; S1)) ∩ L2(I2;H1/2(I1; S1)) with equivalence of norms (see [35]),
we have

< J(f), ζ >= −
∫
I2

∫
I1

ζ2f ∧ ∂1f +
∫
I1

∫
I2

ζ1f ∧ ∂2f .

By construction f(·, x2) ∈ Lip(I1; S1) for a.e. x2 ∈ I2 and f(·, x2) = eiψ(·,x2) with ψ(·, x2) ∈ Lip(I1; R)
for a.e. x2 ∈ I2. Hence the standard chain rule for Lipschitz functions gives

−
∫
I2

∫
I1

ζ2f ∧ ∂1f = −
∫
I2

∫
I1

ζ2D1ψ = −
∫

R2
ζ2D1ψ .

Now we recall that ψ ∈ L1(I1;BV (I2)) ∩ L1(I2;BV (I1)) with equivalence of norms because ψ ∈
BV (I1×I2) (see [3]). On the other hand, by construction, f(x1, ·) ∈ Lip(I2; S1) for a.e. x1 ∈ I1. Hence,
for a.e. x1 ∈ I1, there exists a lifting function ψ̃x1 ∈ Lip(I2,R) such that f(x1, ·) = eiψ̃x1 (·) = eiψ(x1,·)

a.e. in I2. Arguing as above, we infer that∫
I1

∫
I2

ζ1f ∧ ∂2f =
∫

R2
ζ1D2ψ +

∫
I1

(∫
I2

ζ1D2

(
ψ̃x1(x2)− ψ(x1, x2)

)
dx2

)
dx1 ,

and the lemma is completely proved once we show that∫
I1

(∫
I2

ζ1D2

(
ψ̃x1(x2)− ψ(x1, x2)

)
dx2

)
dx1 = 2π <

−→
QP, ζ > .

Since ψ̃x1(·) − ψ(x1, ·) ∈ BV (I2; 2πZ), we may argue as in [33], eq. (3.23), taking into account the
properties of ψ, to derive that, for a.e. x1 ∈ I1,

D2

(
ψ̃x1(·)− ψ(x1, ·)

)
=

{
−2πδ0 if |x1| < 1,

0 otherwise,
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whence the conclusion. �

The main result of this section is the following.

Theorem 5.1. For every f ∈ X, there exist φ ∈ Ḣ1/2(R2; R) and ψ ∈ ˙BV (R2; R) such that
f = ei(φ+ψ) a.e. in R2 and

|φ|1/2 ≤ C|f |1/2 , (5.11)

|ψ|BV ≤ C|f |21/2 , (5.12)

for an absolute constant C > 0. In addition, there exists an integer multiplicity 1-rectifiable current
t ∈ R1(R2) of finite mass M(t) ≤ C|f |21/2 such that 2π∂t = T (f) and for any ζ = ζ1dx1 + ζ2dx2 ∈
D1(R2), we have

< J(f), ζ >=
∫

R2

(
− ζ2∂1φ+ ζ1∂2φ

)
+
∫

R2

(
− ζ2D1ψ + ζ1D2ψ

)
+ 2π < t, ζ > . (5.13)

Proof. Step 1. First we consider the case f ∈ X ∩W 1,1
loc (R2) with f smooth except at finitely many

points a1, . . . , ak, and constant outside a compact set. According to Lemma 2.2, we have T (f) =
−2π

∑k
i=1 diδai , where di = deg(f, ai). Since

∑k
i=1 di = 0, we may relabel the ai’s, taking the

multiplicity |di| into account, so that T (f) = −2π
∑N
i=1(δpj − δqj ) with 2N =

∑k
i=1 |di|, where the

pj ’s (resp. the qj ’s) correspond to singular points with positive (resp. negative) degree. In addition,
we may also relabel the points {qj} in such a way that

N∑
j=1

|pj − qj | = Min
σ∈SN

N∑
j=1

|pj − qσ(j)| .

where SN denotes the set of all permutations of N indices. In view of (1.18) and a well known result
in [13], we have

Min
σ∈SN

N∑
j=1

|pj − qσ(j)| = LId(f) .

By an induction argument based on Lemma 4.1 and Lemma 4.2 (see also proof of Proposition 7.3), we
can find for each j = 1, . . . , N , a dipole map fj such that T (fj) = −2π(δpj

−δqj
), EId(fj) ≤ 2π|pj−qj |

and EId(
∏N
j=1 fj) ≤ 2π

∑N
j=1 |pj − qj |. Setting g =

∏N
j=1 fj , we infer from Lemma 4.2, Proposition 2.6

and Lemma 7.2 below, that g ∈ X is constant outside a compact set, g ∈ Liploc(R2 \ {a1, . . . , aN}),
T (g) = T (f) and EId(g) ≤ 2πLId(f) ≤ CEId(f) for some absolute constant C > 0. Now we consider
f̃ = ḡf . By Proposition 2.6 and the above properties of g, we have f̃ ∈ X, T (f̃) = 0, f = gf̃ a.e.
and |f̃ |21/2 ≤ C|f |21/2. In view of Lemma 5.1, Proposition 5.1 and the previous inequality, there exist

φ̃ ∈ Ḣ1/2(R2; R) and ψ̃ ∈ ˙BV (R2; R) such that f̃ = e(φ̃+ψ̃) a.e., |φ̃|1/2 ≤ C|f |1/2, |ψ̃|BV ≤ C|f |21/2 and

< J(f), ζ >=< J(g), ζ > +
∫

R2
(−ζ2∂1φ̃+ ζ1∂2φ̃) +

∫
R2

(−ζ2D1ψ̃ + ζ1D2ψ̃) , (5.14)

for each ζ = ζ1dx1 + ζ2dx2 ∈ D1(R2). By Lemma 4.2, for each j = 1, . . . , N , we have fj = eiψj , where
ψj ∈ BV (R2; R) has compact support and |ψj |BV ≤ C|pj − qj |. Thus, setting ψ̂ =

∑N
j=1 ψj , we have

ψ̂ ∈ ˙BV (R2; R), g = eiψ̂ a.e. and

|ψ̂|BV ≤ C
N∑
j=1

|pj − qj | ≤ C|f |21/2
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Then we derive from Lemma 5.1 and Lemma 5.2 that

< J(g), ζ >=
N∑
j=1

< J(fj), ζ >=
∫

R2
(−ζ2D1ψ̂ + ζ1D2ψ̂) + 2π <

N∑
j=1

−→
pjqj , ζ > . (5.15)

Finally, we introduce φ = φ̃ ∈ Ḣ1/2(R2; R) , ψ = ψ̃+ ψ̂ ∈ ˙BV (R2; R) and the current t =
∑N
j=1

−→
pjqj ∈

R1(R2), we have |φ|1/2 ≤ C|f |1/2, |ψ|BV ≤ C|f |21/2 and M(t) ≤
∑N
j=1 M(

−→
pjqj) = LId(f) ≤ C|f |21/2.

Combining (5.6) with (5.10) the conclusion follows.

Step 2. Now we consider the case of a general f ∈ X. By theorem 2.6, there exists {fn}n∈N ⊂
X ∩ W 1,1

loc (R2) a sequence of functions, smooth outside finitely many points and constant outside
compact sets, such that fn → f strongly in Ḣ1/2 and a.e. as n→ +∞. Since the product is continuous,
up to subsequences, we may always assume that |fnf̄ |21/2 ≤ 4−n|f |21/2 for each n ≥ 1. We define g1 = f1

and for j ≥ 2, we set gj = fj f̄j−1. Clearly gj ∈ X∩W 1,1
loc (R2), gj is constant outside a compact set and

smooth except at finitely many points. In addition,
∏n
j=1 gj = fn and we have |gj |21/2 ≤ C4−j |f |21/2

writing gj = (fj f̄)(ff̄j−1) and applying Proposition 2.6. To each function gj , we may now apply Step
1 to obtain three sequences {φ̂j}j∈N ⊂ Ḣ1/2(R2; R), {ψ̂j}j∈N ⊂ ˙BV (R2; R) and {t̂j}j∈N ⊂ R1(R2)
such that gj = ei(φ̂j+ψ̂j) a.e. in R2,

|φ̂j |1/2 ≤ C2−j |f |1/2 , |ψ̂j |BV ≤ C4−j |f |21/2 , M(t̂j) ≤ C4−j |f |21/2 (5.16)

and

< J(gj), ζ >=
∫

R2

(
− ζ2∂1φ̂j + ζ1∂2φ̂j

)
+
∫

R2

(
− ζ2D1ψ̂j + ζ1D2ψ̂j

)
+ 2π< t̂j , ζ > (5.17)

for any j ≥ 1 and any ζ ∈ D1(R2). Next we define

φn =
n∑
j=1

φ̂n ∈ Ḣ1/2(R2; R) , ψn =
n∑
j=1

ψ̂n ∈ ˙BV (R2; R) , tn =
n∑
j=1

t̂n ∈ R1(R2) .

Clearly fn = ei(φn+ψn) a.e. and we derive from (5.16) that

|φn|1/2 ≤ C|f |1/2 , |ψn|BV ≤ C|f |21/2 , M(tn) ≤ C|f |21/2 . (5.18)

Summing up over j in (5.17) and applying Lemma 5.3, we obtain

<J(fn), ζ >=
∫

R2

(
− ζ2∂1φn + ζ1∂2φn

)
+
∫

R2

(
− ζ2D1ψn + ζ1D2ψn

)
+ 2π<tn, ζ > (5.19)

for any n ≥ 1 and any ζ ∈ D1(R2). Subtracting suitable multiples of 2π if necessary and passing to
subsequences, we infer from (5.16) that

φ = lim
n→+∞

φn =
∞∑
j=1

φ̂j and ψ = lim
n→+∞

ψn =
∞∑
j=1

ψ̂j

exist in the weak Ḣ1/2–topology, respectively in the weak-? ˙BV –topology, and a.e. in R2. In addition,
f = ei(φ+ψ) a.e. in R2 and (5.11)–(5.12) follow from (5.18) by lower semicontinuity. Similarly, (5.16)
and (5.18) yield the existence of

t = lim
n→+∞

tn =
∞∑
j=1

t̂j ∈ R1(R2)
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as a weak limit of currents with M(t) ≤ C|f |21/2. Finally, we deduce (5.13) letting n→ +∞ in (5.19)
taking into account the strong convergence of fn together with (5.2), and the weak convergences of
φn, ψn and tn. �

Using the previous representation formula it is possible to describe the behaviour of pre-Jacobians
under weak convergence. We have the following.

Proposition 5.2. Let f ∈ X and {fn}n∈N ⊂ X such that T (fn) ≡ T0 ∈ (Lip(R2))′ for all n and
fn ⇀ f weakly in Ḣ1/2. Set M = supn |fn|1/2. Up to subsequences, there exists an integer multiplicity
1-rectifiable current Θ ∈ R1(R2) of finite mass, M(Θ) ≤ CM2 for an absolute constant C > 0, such
that 2π∂Θ = T0 − T (f) and for any ζ = ζ1dx1 + ζ2dx2 ∈ D1(R2),

< J(fn), ζ > −→
n→+∞

< J(f), ζ > +2π < Θ, ζ > . (5.20)

Proof. Up to subsequence we may assume fn → f a.e. in R2. Let n ≥ 1 be fixed and write fn =
(fnf̄1)(f1f̄)f , so that J(fn) = J(fnf̄1) + J(f1f̄) + J(f) by Lemma 5.3. Since T (fn) ≡ T0, using
Proposition 2.6 we obtain T (fnf̄1) = 0. By Proposition 5.1, there exist φn ∈ Ḣ1/2(R2; R), |φn|1/2 ≤
CM , and ψn ∈ ˙BV (R2; R), |ψn|BV ≤ CM2, such that fnf̄1 = ei(φn+ψn) a.e. and

< J(fnf̄1), ζ >=
∫

R2

(
− ζ2∂1φn + ζ1∂2φn

)
+
∫

R2

(
− ζ2D1ψn + ζ1D2ψn

)
(5.21)

for any ζ ∈ D1(R2). On the other hand, by Theorem 5.1, there exists φ ∈ Ḣ1/2(R2; R), |φ|1/2 ≤ CM ,
and ψ ∈ ˙BV (R2; R), |ψ|BV ≤ CM2, and a current t ∈ R1(R2), M(t) ≤ CM2, such that f1f̄ = ei(φ+ψ)

a.e. and

< J(f1f̄), ζ >=
∫

R2

(
− ζ2∂1φ+ ζ1∂2φ

)
+
∫

R2

(
− ζ2D1ψ + ζ1D2ψ

)
+ 2π < t, ζ > (5.22)

for any ζ ∈ D1(R2). Up to subsequences (and possibly subtracting suitable multiples of 2π), we may
assume φn ⇀ φ̃ weakly in Ḣ1/2 and a.e. in R2. Similarly, we may assume ψn

?
⇀ψ̃ weakly-? in ˙BV

and a.e. in R2. Obviously, ff̄1 = ei(φ̃+ψ̃) a.e. and by lower semicontinuity, we have the norm bounds
|φ̃|1/2 ≤ CM , and |ψ̃|BV ≤ CM2. Combining the decomposition of J(fn) given by Lemma 5.1 with
(5.21) and (5.22), we deduce that

lim
n→+∞

< J(fn), ζ >= < J(f), ζ > +
∫

R2

(
− ζ2∂1(φ+ φ̃) + ζ1∂2(φ+ φ̃)

)
+ (5.23)

+
∫

R2

(
− ζ2D1(ψ + ψ̃) + ζ1D2(ψ + ψ̃)

)
+ 2π < t, ζ >

for any ζ ∈ D1(R2). Since 1 = (f1f̄)(ff̄1) = ei(φ+ψ)ei(φ̃+ψ̃) a.e. in R2, we have (φ + φ̃) + (ψ + ψ̃) ∈(
Ḣ1/2 + ḂV

)
(R2; 2πZ) with the norm bounds |φ + φ̃|1/2 ≤ CM , |ψ + ψ̃|BV ≤ CM2. Then, the

conclusion follows from Lemma 5.3 below and (5.23) for Θ = t+ t̄. �

Lemma 5.3. Let φ ∈ Ḣ1/2(R2; R) and ψ ∈ ˙BV (R2; R) such that
(
φ + ψ

)
(·) ∈ Z a.e. in R2. Then

there exist θ ∈ ˙BV (R2; Z) and an integer multiplicity rectifiable current t̄ ∈ R1(R2) of finite mass
without boundary such that φ+ ψ = θ a.e. in R2 and |θ|BV ≤ |ψ|BV , M(t̄) ≤ C|ψ|BV for an absolute
constant C > 0, and∫

R2

(
− ζ2∂1φ+ ζ1∂2φ

)
+
∫

R2

(
− ζ2D1ψ + ζ1D2ψ

)
=< t̄, ζ > (5.24)
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for any ζ = ζ1dx1 + ζ2dx2 ∈ D1(R2).

Proof. Let us set θ = φ + ψ, so that θ(x1, x2) ∈ Z a.e. (x1, x2), and fix an arbitrary square
Q = I×J ⊂ R2. Clearly φ ∈ H1/2(Q) and ψ ∈ BV (Q) with uniform seminorm bound |φ|1/2,Q ≤ |φ|1/2
and |ψ|BV (Q) ≤ |ψ|BV . Clearly θ ∈ L1(Q) and we claim that θ ∈ BV (Q) and |θ|BV (Q) ≤ |ψ|BV (Q),
whence θ ∈ ˙BV (R2; Z) with the desired bound. To prove the claim we argue by slicing. Recall
that (see [35] and [3]) φ ∈ L2(I;H1/2(J)) ∩ L2(J ;H1/2(I)) with equivalence of norms and simi-
larly ψ ∈ L1(I;BV (J)) ∩ L1(J ;BV (I)) with equivalence of norms. Therefore, it is enough to show
that θ ∈ L1(I;BV (J)) ∩ L1(J ;BV (I)), i.e., that the slices θ(x1, ·) and θ(·, x2) satisfy the seminorm
bounds

∫
I
|θ(x1, ·)|BV (J)dx1 ≤

∫
I
|ψ(x1, ·)|BV (J) and

∫
J
|θ(·, x2)|BV (I)dx2 ≤

∫
J
|ψ(·, x2)|BV (J). These

inequalities hold pointwise under integral signs as follows from [33], pag. 265-267, so the claim holds,
i.e., θ ∈ ˙BV and |θ|BV ≤ |ψ|BV .

Since θ = φ + ψ a.e., taking the derivatives in the sense of distributions in (5.24), it remains to
prove that for each ζ ∈ D1(R2),∫

R2

(
− ζ2D1θ + ζ1D2θ

)
) = −

∫
R2
ζD⊥θ =< t̄, ζ >

for some integer multiplicity 1-rectifiable current t̄ ∈ R1(R2) of finite mass M(t̄) ≤ C|θ|BV . We
observe that such a current must have zero boundary, as follows from the previous formula taking
derivatives in the sense of distributions.

First, we recall that |θ|BV =
∫

R |χ{θ>t}|BV dt <∞. Hence if we set for each j ∈ Z, Ωj = {|θ−j| < 1}
and θj = jχΩj

, then θj ∈ ˙BV (R2), θ ≡ θj a.e. in Ωj , θ =
∑∞
j=−∞ θj a.e. in R2 and

∑∞
j=−∞ |θj |BV =

|θ|BV . On the other hand, we have Dθj = j njH1 ∂∗Ωj , where nj is the inward measure theoretic
normal at the points of the reduced boundary. Therefore, tj ≡ D⊥θj = j n⊥j H1 ∂∗Ωj is a 1-
dimensional integer multiplicity rectifiable current of finite mass tj ∈ R1(R2) with M(tj) = |θj |BV .

As a consequence t̄ = lim
k→+∞

k∑
j=−k

tj exists as a weak limit of currents and it satisfies M(t̄) ≤ |θ|BV

and t̄ =
∑∞
j=−∞ tj =

∑∞
j=−∞D⊥θj = D⊥θ as R2−valued measures, which ends the proof. �

5.2 Graph currents of Ḣ1/2(R2; S1)–maps

In order to interpret lack of compactness of minimizing sequences in terms of bubbling-off of vertical
current, it is very convenient to consider the graphs of a sequence of maps {fn}n∈N as two dimensional
currents in the product space R2 × S1, as already pursued in [22], [25], in the spirit or the general
theory of Cartesian currents developed in [21]. Our approach here is more direct and essentially based
on Theorem 5.1. For another approach regarding graph currents as integral flat chains see e.g. [25].

Given f ∈ C∞(R2; S1), the graph of f is a 2-dimensional smooth submanifold without bound-
ary, Gf ⊂ R2 × S1, with the natural orientation induced by the parametrization (x1, x2) ∈ R2 7→(
x1, x2, f(x1, x2)

)
. The graph current Gf associated to f is defined by its action on smooth compactly

supported 2-forms ϑ ∈ D2(R2
s × S1

s′), s = (x1, x2), through the formula

< Gf , ϑ >=
∫
Gf

ϑ . (5.25)

Clearly, by Stokes theorem, we have∫
Gf

dβ =
∫
∂Gf

β = 0 , ∀ β ∈ D1(R2 × S1) , (5.26)
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since Gf has no boundary in R2 × S1.
Let ω be the standard volume form on S1. Then every 2-form ϑ ∈ D2(R2

s × S1
s′) can be uniquely

and globally written as

ϑ(s, s′) = F0(s, s′)dx1 ∧ dx2 +
(
F1(s, s′)dx1 + F2(s, s′)dx2

)
∧ ω(s′) (5.27)

= ϑ2,0(s, s′) + ϑ1,1(s, s′) ,

for suitable smooth functions F0, F1, F2 ∈ C∞
0 (R2 × S1; R). In other words, we have the direct sum

decomposition D2(R2
s×S1

s′) = D2,0(R2
s×S1

s′)
⊕
D1,1(R2

s×S1
s′), with obvious meaning of the summands.

Using decomposition (5.27), we may rewrite (5.25) as

< Gf , ϑ >=
∫

R2
F0

(
s, f(s)

)
ds+ (5.28)

+
∫

R2

[
F1

(
s, f(s)

)
f(s) ∧ ∂2f(s)− F2

(
s, f(s)

)
f(s) ∧ ∂1f(s)

]
ds .

Clearly, whenever f is smooth, the right hand side of (5.28) defines a current, i.e.,

Gf ∈ D2(R2 × S1) =
(
D2(R2 × S1)

)′
.

Indeed, if ϑn → ϑ in D2(R2 × S1), then the corresponding densities Fn0 , Fn1 and Fn2 satisfy Fnj → Fj
in C∞

0 (R2×S1), j = 0, 1, 2. Thus, < Gf , ϑn >→< Gf , ϑ >, by uniform convergence of the integrands.
Moreover, by construction, this current coincides with the integration over the graph, i.e., with (5.25).

Since the Fj ’s, j = 0, 1, 2, are compactly supported smooth functions, for each f ∈ X we can take
(5.28) as the definition of the graph current associated to f . Indeed, the first term in the right hand
side of (5.28) is an integral of a bounded measurable function with compact support. We shall see
that the second term can be interpreted as an Ḣ1/2 − Ḣ−1/2 duality in the sense of Remark 2.2. To
this purpose, we introduce for each F ∈ C∞

0 (R2 × S1), the superposition operator F defined by

F : f ∈ X 7→ F(f)(·) = F
(
·, f(·)

)
∈ Ḣ1/2(R2; R) .

Since F is globally Lipschitz in the s′-variable, uniformly with respect to s ∈ R2, we infer from (1.2)
that the operator F is well-defined and bounded on bounded sets. Indeed, one has the straightforward
estimate

‖F(f)‖1/2 ≤ ‖F‖C1(1 + ‖f‖1/2) , (5.29)

whence the Ḣ1/2–continuity of F(f)(s) = F (s, f(s)) with respect to F follows. On the other hand,
continuity with respect to f ∈ X is a well known consequence of estimate (5.29) (see e.g. [2]). According
to Proposition 2.3, it is clear that the products Fj

(
·, f(·)

)
f , j = 1, 2, in (5.28) belong to Ḣ1/2(R2; R2)

and they are continuous with respect to F1 and F2 respectively. By Remark 2.2, the second integral
in the right hand side of (5.28) is well defined and continuous with respect to F1 and F2. Therefore,
(5.28) defines a current for any f ∈ X.

By (5.28) and the continuity of the superposition operators with respect to f , we also deduce that,
if fn → f strongly in Ḣ1/2, then Gfn

⇀ Gf as currents.
In contrast with the one dimensional case treated in [33], a graph current Gf for f ∈ X arbitrary,

may have boundary. Indeed, we have the following description.

Lemma 5.4. Let f ∈ X and let Gf be its corresponding graph current. For any β ∈ D1(R2× S1), we
have

< ∂Gf , β >=< T (f), β0 > (5.30)
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where β0(x1, x2) := −
∫

S1
β(x1, x2, ·) , β0 ∈ C∞

0 (R2; R).

Proof. Let β ∈ D1(R2 × S1), i.e.,

β(s, s′) =
(
B1(s, s′)dx1 +B2(s, s′)dx2

)
+B0(s, s′)ω(s′)

for suitable smooth functions B0, B1 and B2 ∈ C∞
0 (R2 × S1). In other words, β = β1,0 + β0,1 ∈

D1(R2 × S1) = D1,0(R2 × S1)
⊕
D0,1(R2 × S1) with obvious meaning of the summands. A trivial

calculation gives

dβ = (∂1B2 − ∂2B1)dx1 ∧ dx2 + (∂1B0 − ∂s′B1)dx1 ∧ ω(s′) + (∂2B0 − ∂s′B2)dx2 ∧ ω(s′) ,

where ∂s′ denotes the differentiation with respect to the unit tangent field τs′ on S1 oriented counter-
clockwise. Taking (5.28) into account we have

< ∂Gf , β >=< Gf , dβ >=
∫

R2

(
∂1B2(x1, x2, f) + ∂s′B2(x1, x2, f)f ∧ ∂1f

)
+

−
∫

R2

(
∂2B1(x1, x2, f) + ∂s′B1(x1, x2, f)f ∧ ∂2f

)
+

+
∫

R2

(
∂1B0(x1, x2, f)f ∧ ∂2f − ∂2B0(x1, x2, f)f ∧ ∂1f

)
= I + II + III .

As f ∈ Ḣ1/2(R2; S1), slicing in the x1 or in the x2 direction, we have have f ∈ L2
x1

(Ḣ1/2
x2 (R; S1)) and

similarly f ∈ L2
x2

(Ḣ1/2
x1 (R; S1)). For f(·, x2) ∈ Ḣ1/2(R; S1), using the strong density of smooth maps

(see e.g. [33]) in one dimension, we obtain

I =
∫

R

(∫
R

(
∂1B2(x1, x2, f) + ∂s′B2(x1, x2, f)f ∧ ∂1f

)
dx1

)
dx2 = 0 ,

and similarly II = 0, because both the integrands appearing in the inner integrals (more precisely,
in the inner Ḣ1/2 − Ḣ−1/2 dualities) are exact derivatives, so they vanish on smooth maps. As a
consequence, we obtain < ∂Gf , β >= 0 for any β = β1,0 ∈ D1,0(R2 × S1). Then for any β = β0,1 =
B0(x1, x2, s

′)ω(s′) ∈ D0,1(R2 × S1), we have

< ∂Gf , β
0,1 >=

∫
R2

(
∂1B0(x1, x2, f)f ∧ ∂2f − ∂2B0(x1, x2, f)f ∧ ∂1f

)
. (5.31)

Finally, we recall that H1
dR(S1) = R and it is generated by the volume form ω on S1. Using the

Hodge decomposition in S1
s′ , we may write β = β0,1 + β1,0 = β0(x1, x2)ω(s′) + dη(x1, x2, s

′) + (β1,0 −
dsη(x1, x2, s

′)) for some η ∈ C∞
0 (R2 × S1). Hence,

< ∂Gf , β > =< ∂Gf , β0(x1, x2)ω(s′) > + < ∂Gf , dη > + < ∂Gf , β
1,0 − dsη >

=< ∂Gf , β0(x1, x2)ω(s′) >

because β1,0 − dsη ∈ D1,0(R2 × S1) and < ∂Gf , dη >=< Gf , d
2η >= 0. Then the conclusion follows

from (5.31) together with (1.5) since β0 does not depend on the s′-variable. �

The following result, which parallels Proposition 5.2, describes change of topological singularities
in terms of graph currents.
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Proposition 5.3. Let f ∈ X and {fn}n∈N ⊂ X such that T (fn) ≡ T0 for each n and fn ⇀ f weakly
in Ḣ1/2. Then, up to subsequences, there is an integer multiplicity 1-rectifiable current Θ ∈ R1(R2)
of finite mass such that 2π∂Θ = T0 − T (f) and

Gfn ⇀
n→+∞

Gf + Θ× [S1] in D2(R2 × S1) . (5.32)

Proof. In order to prove (5.32), we rely on Proposition 5.2. Let ϑ ∈ D2(R2
s×S1

s′), ϑ(s, s′) = ϑ2,0(s, s′)+
ϑ1,1(s, s′) as in (5.27). Define ϑ̄ ∈ D1(R2) as ϑ̄(x1, x2) = F̄1(x1, x2)dx1 + F̄2(x1, x2)dx2 with

F̄1(x1, x2) = −
∫

S1
F1(x1, x2, s

′)ds′ and F̄2(x1, x2) = −
∫

S1
F2(x1, x2, s

′)ds′ , (5.33)

so that for each f ∈ X,

< Gf , ϑ̄ ∧ ω(s′)>=
∫

R2

(
F̄1(x1, x2)f ∧ ∂2f − F̄2(x1, x2)f ∧ ∂1f

)
=< J(f), ϑ̄ > . (5.34)

On the other hand, as in the previous lemma, the Hodge decomposition gives us two functionsH1,H2 ∈
C∞

0 (R2 × S1) such that

F1(x1, x2, s
′)dx1 ∧ ω(s′) = F̄1(x1, x2)dx1 ∧ ω(s′) + d

(
−H1(x1, x2, s

′)dx1

)
− ∂2H1(x1, x2, s

′)dx1 ∧ dx2 ,

and

F2(x1, x2, s
′)dx2 ∧ ω(s′) = F̄2(x1, x2)dx2 ∧ ω(s′) + d

(
−H2(x1, x2, s

′)dx2

)
+ ∂1H2(x1, x2, s

′)dx1 ∧ dx2 .

Combining these formulas with (5.27), we conclude that

ϑ = ϑ̄ ∧ ω(s′) + dβ + η , (5.35)

for some β ∈ D1,0(R2 × S1) and η ∈ D2,0(R2 × S1). Since η = P (x1, x2, s
′)dx1 ∧ dx2 for some

P ∈ C∞
0 (R2 × S1), we derive by dominated convergence that

< Gfn
, η >=

∫
R2
P (x1, x2, fn(x1, x2)) −→

n→+∞

−→
n→+∞

∫
R2
P (x1, x2, f(x1, x2)) =< Gf + t× [S1], η > (5.36)

for any t ∈ R1(R2) of finite mass. Then, by (5.34) and Proposition 5.2, up to subsequences, we have

< Gfn
, ϑ̄ ∧ ω(s′) >=< J(fn), ϑ̄ > −→

n→+∞
< J(f), ϑ̄ > +2π < Θ, ϑ̄ >=

=< Gf , ϑ̄ ∧ ω(s′) > + < Θ× [S1], ϑ̄ ∧ ω(s′) >

=< Gf + Θ× [S1], ϑ̄ ∧ ω(s′) > , (5.37)

for some 1-dimensional integer multiplicity rectifiable current Θ ∈ R1(R2) of finite mass such that
2π∂Θ = T0 − T (f). Finally, Lemma 5.4 yields

< Gfn
, dβ >=< ∂Gfn

, β >= 0 ∀n (5.38)

and

< ∂Gf , β >= 0 =< ∂Gf + ∂Θ× [S1], β >=< Gf + Θ× [S1], dβ > (5.39)
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because β ∈ D1,0(R2 × S1). Combining (5.35) to the conclusion follows. �

Remark 5.1. We emphasize that the limiting current Θ obtained in Proposition 5.3 is precisely the
one given by Proposition 5.2.

6. Concentration effects and quantization of Jacobians

We begin the section with some propositions concerning concentration effects both of topological and
energetic nature. The following quantization property for Jacobians relies on the results of the previous
section.

Proposition 6.1. Let f ∈ X and {fn}n∈N ⊂ X such that T (fn) = T0 ∈ (Lip(R2))′ for each n

and fn ⇀ f weakly in Ḣ1/2. Let u ∈ Ḣ1(R3
+; R2) and {un}n∈N ⊂ Ḣ1(R3

+; R2) such that f = Tru,
fn = Trun for each n, and un ⇀ u weakly in Ḣ1. Then, up to subsequences, there exists a 1-rectifiable
current Θ ∈ R1(R2) of finite mass such that 2π∂Θ = T0 − T (f) and for any −→ϕ ∈ C0

0 (R2; R2) and−→
Φ ∈ C0

0 (R3; R3) such that
−→
Φ |R2 = (−→ϕ , 0), we have∫

R3
+

(
H(un)−H(u)

)
·
−→
Φ −→

n→+∞
2π < Θ,−→ϕ > . (6.1)

Proof. Clearly we may assume −→ϕ and
−→
Φ smooth since the general case follows by uniform approx-

imation, as H(u) ∈ L1(R3
+) and {H(un)}n∈N is bounded in L1(R3

+). We write −→ϕ = (ϕ1, ϕ2) and
−→
Φ = (Φ1,Φ2,Φ3) and we set ζ = ϕ1dx1 + ϕ2dx2. Taking (2.14) into account, a simple integration by
parts (which can be justified by density, due to Theorem 2.2) gives for any g ∈ X and any extension
of g to the half space, v ∈ Ḣ1(R3

+; R2),∫
R3

+

H(v) ·
−→
Φ =< J(g), ζ > +

∫
R3

+

(
v ∧∇v

)
· curl

−→
Φ .

Since un ⇀ u weakly in Ḣ1, we infer that∫
R3

+

(
un ∧∇un

)
· curl

−→
Φ −→

∫
R3

+

(
u ∧∇u

)
· curl

−→
Φ

as n→ +∞ and hence∫
R3

+

(
H(un)−H(u)

)
·
−→
Φ =< J(fn)− J(f), ζ > +o(1) as n→ +∞.

Thus, the conclusion follows from Proposition 5.2. �

Remark 6.1. We emphasize that the limiting current Θ obtained in Proposition 6.1 is precisely the
one given by Proposition 5.2.

The following simple proposition deals with energy minimizing sequences for ρ̄A.

Proposition 6.2. Let A ∈ A and P,Q ∈ R2 two distinct points. Let {fn}n∈N ⊂ X be an optimal
sequence for ρ̄A(P,Q) and {un}n∈N ⊂ Ḣ1(R3

+; R2) the corresponding A–harmonic extensions. Then,
up to a subsequence, there exists µ ∈M+(R3

+) with sptµ ⊂ ∂R3
+ such that

1
2

tr
(
∇unA(∇un)t

)
dx

?
⇀µ as n→ +∞ (6.2)
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weakly-? in the sense of measures. Moreover, if ρ̄A(P,Q) ≤ πd̄A(P,Q), then µ has compact support.

Proof. Extracting a subsequence if necessary, we may clearly assume that (6.2) holds for some µ ∈
M+(R3

+). Since fn ⇀ α weakly for some α ∈ S1, we infer that un ⇀ α weakly in Ḣ1. By Proposition
2.8, ∇un → 0 in L2

loc(R3
+) and consequently, sptµ ⊂ ∂R3

+. To prove the last statement, we shall use
similar arguments to those in the proof of Theorem 1.1, steps 2 and 5. Let us consider the compact
set

K =
{
x ∈ R3

+ : max
(
|x− P |, |x−Q|

)
≤ Λ
λ
|P −Q|

}
.

By weak-? convergence, we have

lim inf
n→+∞

1
2

∫
R3

+\K
tr
(
∇unA(∇un)t

)
dx ≥ µ

(
R3

+ \K
)

and therefore

πd̄A(P,Q) ≥ ρ̄A(P,Q) ≥ µ
(
R3

+ \K
)

+ lim inf
n→+∞

1
2

∫
K

tr (∇unA(∇un)t)dx . (6.3)

Then the conclusion follows once we prove that

lim inf
n→+∞

1
2

∫
K

tr (∇unA(∇un)t)dx ≥ πd̄A(P,Q) . (6.4)

In order to prove (6.4), we fix 0 < r < 1 and we introduce a cut-off function χ ∈ C∞
0 (R) such

that 0 ≤ χ ≤ 1, sptχ ⊂ (−r, r), χ(t) ≡ 1 for |t| ≤ r/2. Consider Φ defined on Ωr by (4.4). Since
spt Φ ⊂ K ∩ Ωr, we may argue as in the proof of (4.5) to obtain

1
2

∫
K

tr
(
∇unA(∇un)t

)
dx ≥ πdrA(P,Q)− 1

2

∫
K∩{r/2<x3<r}

ΦH(un) · ∇χ .

Since ∇un → 0 in L2
loc(R3

+) the last term in the right hand side vanishes as n→ +∞. Then we recover
(6.4) letting r → 0 by Proposition 3.5. �

Proof of Theorem 1.2. Step 1. Since A is continuous in R3
+, d̄A coincides with the Riemannian

distance on R2 ' ∂R3
+ induced by the (continuous) matrix field CofA(x1, x2, 0). We start with the

proof of claim (i). Observe that it is enough to show ρ̄A ≤ πd̄A since the converse inequality holds by
Theorem 1.1, claim (ii). We shall use a convolution argument with respect to the (x1, x2)-variables,
as in the proof of Theorem 1.1, step 4. We fix P0, Q0 ∈ R2 ' ∂R3

+, and define for P ∈ R2, ξ(P ) =
ρ̄A(P,Q0) . We introduce a standard mollifyer % ∈ C∞

0 (R2; R), i.e., % ≥ 0,
∫

R2 % = 1, and set, for ε > 0,
%ε(z) = ε−2%(z/ε). We define ξε = %ε ∗ ξ and

Aε(x1, x2, x3) =
∫

R2
%ε(−z1,−z2)A(x1 + z1, x2 + z2, x3)dz1dz2,

so that Aε ∈ A, Aε is continuous in R3
+ and Aε → A locally uniformly in R3

+ as ε → 0. Arguing
exactly as in the proof of Theorem 1.1, step 4, we obtain

|∇Ξε(x) · h| ≤ π
√

(CofAε(x))h · h ∀h ∈ R2 × {0}, ∀x ∈ ∂R3
+

where Ξε(x1, x2, x3) := ξε(x1, x2). Consequently, for any γ ∈ LipP0,Q0
([0, 1]; ∂R3

+), we have

|ξε(P0)− ξε(Q0)| ≤
∫ 1

0

|∇Ξε(γ(t)) · γ̇(t)|dt ≤ π

∫ 1

0

LAε

(
γ(t), γ̇(t)

)
dt .
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Taking the infimum over γ, we derive |ξε(P0) − ξε(Q0)| ≤ πd̄Aε(P0, Q0) and the conclusion follows
letting ε→ 0 in view of Proposition 3.6. �

Remark 6.2. We emphasize that the assumption Ā ∈ A0 is not used in the above proof. In other
words, claim (i) in Theorem 1.2 holds for any A ∈ A ∩ C0(R3

+).

Remark 6.3. We observe that ρ̄A only depends on the trace of A on ∂R3
+, i.e., ρ̄A = ρ̄A′ whenever

A,A′ ∈ A ∩ C0(R3
+) with A|R2 ≡ A′|R2 . Indeed, in such a case CofA|R2 = CofA′|R2 and the distances

d̄A, d̄A′ are respectively equal to the induced Riemannian distances on R2, so they coincide.

Proof of Theorem 1.2. Step 2. First, we provide a lower bound for the energetic distance ρ̄A(P,Q) in
terms of the Jacobians of the optimal sequence. Let fn and un as in the assumption with fn ⇀ α ∈ S1.
Clearly un ⇀ α weakly in Ḣ1. Arguing as in (4.3), we obtain

ρ̄A(P,Q) = lim
n→+∞

EA(un) ≥ lim sup
n→+∞

1
2

∫
R3

+

H(un) ·
−→
Φ , (6.5)

for any vector field
−→
Φ ∈ C0

0 (R3
+; R3) satisfying (CofA)−1−→Φ ·

−→
Φ ≤ 1 in R3

+. In order to choose
−→
Φ

in (6.5), we claim that, given −→ϕ ∈ C0
0 (R2; R2 × {0}) such that (CofA)−1−→ϕ · −→ϕ ≤ 1 in R2, there

exists
−→
Φ ∈ C0

0 (R3
+; R2 × {0}) such that

−→
Φ |R2 = −→ϕ and (CofA)−1−→Φ ·

−→
Φ ≤ 1 in R3

+. This is an easy
consequence of the celebrated Michael’s selection theorem (see [4], Theorem 9.1.2 and Corollary 9.1.3).
Indeed for each r > 0 and Br ⊂ R2 such that spt−→ϕ ⊂ Br, the sets K ′ = B2r and K = K ′ × [0, 2r]
are compact and the set-valued map

K 3 P  CP =
{
ξ ∈ R2 × {0} : (CofA(P ))−1ξ · ξ ≤ 1

}
is a nonempty lower semicontinuous compact convex valued map. The map K ′ 3 P 7→ −→ϕ (P ) is a
continuous selection and hence, it can be extended to a continuous selection

−→
Φ defined on the whole

K. Multiplying
−→
Φ by a cut-off function χ ∈ C0

0 (R3) such that 0 ≤ η ≤ 1 and η ≡ 1 on K ′ × [0, r], the
claim follows.

Since T (fn) = 2π(δP − δQ) for every n, applying Proposition 6.1 (with f ≡ α and u ≡ α so
that T (f) = 0 and H(u) ≡ 0), the previous claim and inequality (6.5), we obtain a limiting current
Θ ∈ R1(R2) such that ∂Θ = δP − δQ and

ρA(P,Q) ≥ π < Θ,−→ϕ > (6.6)

for any −→ϕ ∈ C0
0 (R2; R2) such that (CofA)−1(−→ϕ , 0) · (−→ϕ , 0) ≤ 1 in R2.

Since ρA(P,Q) = πdA(P,Q) and Ā ∈ A0, taking the supremum in (6.6) over all admissible −→ϕ , we
conclude MA(Θ) ≤ dA(P,Q), where MA is the mass of the current Θ ∈ R1(R2) with respect to the
Riemannian structure on R2 induced by CofA|R2 restricted to the tangent space. Since Θ ∈ R1(R2)
and ∂Θ = (δP − δQ), we also have the lower bound MA(Θ) ≥ dA(P,Q) by standard polyhedral
approximation. Therefore MA(Θ) = dA(P,Q) and consequently, Θ is (the image of) a minimizing
geodesic running from Q to P , i.e., there is an injective curve γ ∈ LipQ,P ([0, 1]; ∂R3

+) with LA(γ) =

d̄A(P,Q) such that Θ =
−→
Γ where

−→
Γ is the 1-rectifiable current relative to oriented curve Γ := γ([0, 1])

running from Q to P . Then, claim (iii) follows as a consequence of Proposition 6.1, Proposition 5.3,
Remark 5.1, Remark 6.1 and the explicit form of the limiting current Θ.

Step 3. Now we move on the proof of claim (ii). By Proposition 6.2 and Step 1, we may assume

µn :=
1
2
tr (∇unA(∇un)t)dx

∗
⇀ µ as n→ +∞,
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weakly-? in the sense of measures for some compactly supported measure µ ∈ M+(R3
+) such that

sptµ ⊂ ∂R3
+. Without loss of generality, we may also assume that |γ̇| > 1/2 a.e. in (0, 1) (otherwise we

reparametrize Γ). Then , for H1-a.e. x ∈ Γ, the oriented unit tangent vector to Γ at x is well defined
and given by

τ(x) =
γ̇(γ−1(x))
|γ̇(γ−1(x))|

.

Arguing as in Step 2, we derive that for any ψ ∈ C0
0 (R3

+) with 0 ≤ ψ ≤ 1 and any −→ϕ ∈ C0
0 (R2; R2)

such that (CofA)−1(−→ϕ , 0) · (−→ϕ , 0) ≤ 1 in R2 ' ∂R3
+, we have

ρ̄A(P,Q) ≥
∫
ψ dµ = lim

n→+∞

∫
ψ dµn ≥ π <

−→
Γ , ψ−→ϕ >= π

∫
Γ

ψ−→ϕ · τ dH1 . (6.7)

We claim that there is an admissible sequence {−→ϕ k}k∈N such that

−→ϕ k · τ →
√

(CofA)τ · τ H1-a.e. on Γ as k → +∞. (6.8)

To construct such a sequence, we shall use a regularization procedure. First, we extend γ to [−1, 2]
into a Lipschitz curve satisfying |γ̇| > 1/2 a.e. in (−1, 2). Then we consider a sequence δk ↓ 0. From
the uniform ellipticity of A, we infer that the map B : t ∈ [−1, 2] 7→

(
CofA(γ(t))

)−1/2 is uniformly
continuous. Hence, we can find εk ↓ 0 such that ‖B(t) − B(s)‖ ≤ δk whenever t, s ∈ [−1, 2] with
|t− s| ≤ εk. We define on (−1, 2) the ∂R3

+-valued function

ν(t) =
(CofA(γ(t)))γ̇(t)√

(CofA(γ(t)))γ̇(t) · γ̇(t)
.

We easily check that |ν| ≤
√

Λ and |Bν| = 1 a.e. in (−1, 2), and also

ν(γ−1(x)) · τ(x) =
√

(CofA(x))τ(x) · τ(x) for H1-a.e. x ∈ Γ. (6.9)

Next we introduce a standard mollifyer % ∈ C∞
0 (R; R), i.e., % ≥ 0, spt % ⊂ (−1, 1),

∫
R % = 1, and set

%k(t) = ε−1
k %(t/εk). We define for t ∈ [0, 1], νk(t) = %k ∗ ν(t). Writing

B(t)νk(t) =
∫ t+εk

t−εk

%k(s− t)B(s)ν(s)ds+
∫ t+εk

t−εk

%k(s− t)
(
B(t)−B(s)

)
ν(s)ds ,

we easily obtain the estimate |B(t)νk(t)| ≤ 1 + δk
√

Λ for every t ∈ [0, 1]. Then we consider for x ∈ Γ,
−→ϕ k(x) = (1 + δk

√
Λ)−1νk(γ−1(x)). By construction, we have (CofA)−1(−→ϕ k, 0) · (−→ϕ k, 0) ≤ 1 on Γ. By

a similar extension procedure to the one used in Step 2, we may now extend −→ϕ k to R2 in such a way
that the resulting function is continuous, has compact support and satisfies the required constraint
(CofA)−1(−→ϕ k, 0) · (−→ϕ k, 0) ≤ 1 in R2. Then, since νk → ν a.e. in (0, 1), we conclude that (6.8) holds
in view of (6.9).

Plugging the function −→ϕ k in (6.7) and letting k → +∞, we deduce that

ρ̄A(P,Q) ≥
∫
ψ dµ ≥ π

∫
Γ

ψLA(x, τx)dH1 for any ψ ∈ C0(R3
+) wit 0 ≤ ψ ≤ 1.

Therefore µ ≥ πLA(·, τ(·))H1 Γ. On the other hand, the length formula and Step 1 yield

ρ̄A(P,Q)≥ µ(R3
+) ≥

(
πLA(·, τ(·))H1 Γ

)
(R3

+) =πLdA
(γ)=πd̄A(P,Q) = ρ̄A(P,Q)

so that the two measures have the same mass. Hence µ ≡ πLA(·, τ(·))H1 Γ.
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Step 4. To complete the proof of Theorem 1.2, we shall need two auxiliary results. The first one gives
a coarea type formula for Jacobians in the spirit of [1] and [27].

Proposition 6.3. Let f ∈ X and u ∈ Ḣ1(R3
+; R2) its A–harmonic extension with A ∈ A continuous

in R3
+. For any b ∈ C0

0 (D; R), any ϕ ∈ Lip(R2; R) and any Φ ∈ Lip(R3
+; R) such that Φ|R2 = ϕ, we

have ∫
R3

+

b(u)H(u) · ∇Φ =
(
−
∫

D
b

)
< T (f), ϕ > . (6.10)

Proof. Clearly we may assume that both ϕ and Φ are smooth and compactly supported, by standard
approximation and weak-? convergence in L∞, and that f 6≡ α ∈ S1 is nonconstant, otherwise u ≡ α

and (6.10) trivially holds. We also observe that it suffices to prove (6.10) under the extra assumption
A ∈ C∞(R3

+;S+). Indeed, let us assume that (6.10) holds under this assumption. Since A ∈ A is
continuous in R3

+, a usual convolution argument gives a sequence of smooth matrices {Am}m∈N ⊂ A
with the ellipticity bounds of A, such that Am → A in C0

loc(R3
+). According to Propositions 2.7

and Proposition 2.8, the corresponding sequence {um}m∈N of Am–harmonic extensions of f satisfies
∇um → ∇u in L2

loc(R3
+; R2) and (up to subsequences) um → u a.e. as m → +∞. Since (6.10) holds

for um and every m, the conclusion follows letting m→ +∞.
To prove (6.10) for A smooth, we combine the results of [1] and [27]. First, we observe that by

Propositions 2.7 and Proposition 2.8, we have u ∈ C∞(R3
+; R2), |u| < 1 a.e. in R3

+, ‖∇u‖2 ≤ C|f |1/2
and ‖u(·, x3) − f(·)‖2L2(R2) = o(x3) as x3 → 0. Under these assumptions, we can apply the argument
in [27], Section 3, to conclude

1
2π

< T (f), ϕ >=
∫
u−1(y)

dΦ

for a.e. y ∈ D. Here and in [27], with a slight abuse of notation, u−1(y) represents the integer multiplic-
ity 1-rectifiable current of integration over the the fiber u−1(y) (generically a smooth curve by Sard’s
Theorem). Combining this relation with the oriented coarea formula of [1] (see Section 2, formula 2.6),
we obtain ∫

R3
+

b(u)H(u) · ∇Φ = 2
∫

D
b(y)

(∫
u−1(y)

dΦ
)
dy =

(
−
∫

D
b

)
< T (f), ϕ > ,

which is the desired formula. �

The following simple lemma gives a first description of the behaviour of the vorticity sets of minimal
extensions under weak convergence.

Lemma 6.1. Let {fn}n∈N ⊂ X such that fn ⇀ α ∈ S1 weakly in Ḣ1/2 and let {un}n∈N ⊂ Ḣ1(R3
+; R2)

be the corresponding A–harmonic extensions. We set V (un, R) =
{
x ∈ R3

+ ; |un(x)| ≤ R
}

for 0 <

R < 1. Then, for any compact set K ⊂ R3
+, there exists nK ≥ 1 such that V (un, R)∩K = ∅ for every

n ≥ nK .

Proof. We argue by contradiction. Assume there exists a sequence of positive integers nk → +∞ as
k → +∞ and xk ∈ V (unk

, R) ∩ K for every k. By Proposition 2.8, the sequence {unk
} is compact

in C0
loc(R3

+; R2). Therefore, up to a subsequence, unk
→ α ∈ S1 uniformly on K. Hence, |unk

(xk)| →
|α| = 1 which contradicts |unk

(xk)| ≤ R for every k. �

Proof of Theorem 1.2. Step 5. Let {fn}n∈N ⊂ X be an optimal sequence for ρ̄A(P,Q), i.e., fn ⇀

f ≡ α ∈ S1, T (fn) = 2π(δP − δQ) and EA(fn) → ρ̄A(P,Q) as n → +∞. We claim that, for every
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0 < R < 1, we have

lim inf
n→+∞

1
2

∫
{|un(x)|<R}

tr
(
∇unA(∇un)t

)
≥ πR2d̄A(P,Q) , (6.11)

lim inf
n→+∞

1
2

∫
{R≤|un(x)|}

tr
(
∇unA(∇un)t

)
≥ π(1−R2)d̄A(P,Q) . (6.12)

Then the conclusion easily follows from (6.11) and (6.12) together with the equality ρ̄A(P,Q) =
πd̄A(P,Q). In order to prove (6.11) ((6.12) can be proved in the same way), we fix b ∈ C0

0 (D; R) such
that 0 ≤ b ≤ 1 and spt b ⊂

{
y ∈ D ; |y| < R

}
. Arguing as in the proof of Theorem 1.1, Step 2,

we introduce for each r > 0, the function Φ defined by (4.4) and a cut-off function χ ∈ C∞
0 (R; R),

0 ≤ χ ≤ 1, sptχ ⊂ (−r, r) and χ(t) = 1 for |t| ≤ r/2. Arguing as in (4.5), we infer that

1
2

∫
{|un(x)|<R}

tr
(
∇unA(∇un)t

)
≥ 1

2

∫
Ωr

b(un)χ(x3)H(un) · ∇Φ =

=
1
2

∫
R3

+

b(un)H(un) · ∇(χΦ) − 1
2

∫
K∩{r/2<x3<r}

b(un)ΦH(un) · ∇χ

where K = spt Φ is compact. Taking Lemma 6.1 into account, we may take n so large that, spt b(un)∩
K ∩ {r/2 < x3 < r} = ∅ for every n. Then we derive from Proposition 6.3 that

1
2

∫
{|un(x)|<R}

tr
(
∇unA(∇un)t

)
≥ 1

2

∫
R3

+

b(un)H(un) · ∇(χΦ) =

=
1
2

(
−
∫

D
b

)
< T (fn),Φ|R2 >= π

(
−
∫

D
b

)
drA(P,Q) .

Taking the supremum over all admissible b’s and letting n→ +∞, we deduce

lim inf
n→+∞

∫
{|un(x)|<R}

tr
(
∇unA(∇un)t

)
≥ πR2drA(P,Q) .

Now we recover (6.11) letting r → 0 by Proposition 3.5. �

7. Minimal connections and relaxed energies

This section is devoted to the proof of Theorem 1.3 and is divided into three parts. First we prove the
lower bound of the relaxed energy EA(f) using the duality argument of Section 4 in combination with
a method developed in [6] and [32]. Next we apply a dipole removing technique (by analogy with [5])
to obtain upper bounds in terms of the energetic distance. We conclude the proof of Theorem 1.3 in
the third part.

7.1 Lower bound for EA by lower semicontinuity

In the sequel, we shall denote by FA the expected lower bound for EA, i.e., the functional defined for
maps f ∈ X by

FA(f) = EA(f) + πLA(f).

As we will see in Corollary 7.1, the proof of the lower bound in (1.20) basically reduces to show the
sequential lower semicontinuity of the functional FA. We start with this later fact.
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Theorem 7.1. The functional FA is sequentially lower semicontinuous on X with respect to the weak
Ḣ1/2–topology.

Proof. We introduce the auxiliary functional FrA on X defined for 0 < r ≤ ∞ by

FrA(f) = EA(f) + πLrA(f)

where LrA(f) denotes the length of minimal connection relative to drA, i.e.,

LrA(f) =
1
2π

Sup
{
< T (f),Φ|R2 > ; Φ ∈ Lip(Ωr,R) , (7.1)

|Φ(P )− Φ(Q)| ≤ drA(P,Q) ∀P,Q ∈ Ωr

}
.

By the results in Section 3, the distance d̄A is the increasing limit of the distances drA as r → 0. In view
of the definition of LA and LrA, one can expected to recover FA as the pointwise increasing limit of
FrA as r → 0. We shall see in Proposition 7.2 that it is indeed the case and as a consequence, proving
the lower semicontinuity of FA reduces to prove it for FrA.

Proposition 7.1. For every 0 < r ≤ ∞, the functional FrA is sequentially lower semicontinuous on
X with respect to the weak Ḣ1/2–topology.

Proof. We begin the proof with a very useful lemma.

Lemma 7.1. Let Lip0(Ωr,R) be the set of all functions Φ ∈ Lip(Ωr,R) with compact support in Ωr.
We have

LrA(f) =
1
2π

Sup
{
< T (f),Φ|R2 > ; Φ ∈ Lip0(Ωr,R) , (7.2)

|Φ(P )− Φ(Q)| ≤ drA(P,Q) ∀P,Q ∈ Ωr

}
.

Proof. For 0 < r < ∞, we extend any function Φ ∈ Lip(Ωr,R) to R3
+, by setting Φ(x1, x2, x3) =

Φ(x1, x2, r) if x3 ≥ r. Obviously, we obtain by this process, a globally Lipschitz function Φ on the half
space and ‖∇Φ‖L∞(R3

+) = ‖∇Φ‖L∞(Ωr). To prove Lemma 7.1, it suffices to find, for any Φ ∈ Lip(Ωr,R)
which is 1–Lipschitz with respect to drA, a sequence {Φn}n∈N ⊂ Lip(R3

+,R) such that: Φn is 1–Lipschitz
with respect to drA in Ωr, Φn has a compact support in R3

+ , ‖∇Φn‖L∞(R3
+) ≤ C for a constant C

independent of n, Φn → Φ and ∇Φn → ∇Φ a.e. in R3
+ as n → +∞. Indeed, for such a sequence, we

easily obtain by dominated convergence that

lim
n→+∞

< T (f),Φn|R2 >= lim
n+→∞

∫
R3

+

H(u) · ∇Φn =
∫

R3
+

H(u) · ∇Φ =< T (f),Φ|R2 > .

Given a function Φ ∈ Lip(Ωr,R) which is 1–Lipschitz with respect to drA, we construct the sequence
{Φn}n∈N as follows. We consider for each n ∈ N, the truncated function Φ(n) defined by

Φ(n)(x) =

{
Φ(x) if |Φ(x)| ≤ n,

sign(Φ(x))n otherwise.

Obviously, Φ(n) ∈ L∞(R3
+), Φ(n) is globally Lipschitz, Φ(n) → Φ and ∇Φ(n) → ∇Φ a.e. in R3

+. Since
for every x, y ∈ R3

+, we have |Φ(n)(x) − Φ(n)(y)| ≤ |Φ(x) − Φ(y)|, we deduce that ‖∇Φ(n)‖L∞(R3
+) ≤

‖∇Φ‖L∞(R3
+) and Φ(n) is 1–Lipschitz with respect to drA in Ωr. Now we consider a sequence of positive
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numbers θn < 1 such that θn → 1 as n→ +∞ and a function χ : R → R defined by χ(r) = 1 if |r| ≤ 1,
χ(r) = 2− |r| if 1 ≤ |r| ≤ 2 and χ(r) = 0 otherwise. For a sequence of positive numbers Rn ≥ 1 that
we shall choose later satisfying Rn → +∞ as n → +∞, we define for x ∈ R3

+, ζn(x) = θnχ
(
R−1
n |x|

)
and Φn(x) = ζn(x)Φ(n)(x). Clearly, the function Φn is globally Lipschitz and has a compact support
in R3

+. Since Φ(n) is 1–Lipschitz with respect to drA in Ωr, we infer from Proposition 3.7 that a.e. in
Ωr, (

CofA
)−1∇Φn · ∇Φn = ζ2

n

(
CofA

)−1∇Φ(n) · ∇Φ(n) + (Φ(n))2
(
CofA

)−1∇ζn · ∇ζn

+ 2ζnΦ(n)
(
CofA

)−1∇Φ(n) · ∇ζn
≤ θ2n + n2Λλ−3R−2

n + 2nΛλ−3R−1
n ‖∇Φ‖L∞ .

We also observe that

‖∇Φn‖L∞(R3
+) ≤ ‖∇Φ(n)‖L∞(R3

+) +R−1
n ‖Φ(n)‖L∞(R3

+) ≤ ‖∇Φ‖L∞(R3
+) + nR−1

n .

Choosing Rn such that

Rn ≥ max
{
n+ 1,

n2Λλ−3 + 2nΛλ−3‖∇Φ‖L∞
1− θ2n

}
we derive that ‖∇Φn‖L∞(R3

+) ≤ ‖∇Φ‖L∞(R3
+) + 1 ≤ C for a constant C independent of n, and(

CofA
)−1∇Φn · ∇Φn ≤ 1 a.e. in Ωr,

so that Φn is 1–Lipschitz with respect to drA in Ωr by Proposition 3.7. Since ζn → 1 and ∇ζn → 0 a.e.
as n→ +∞, we trivially have Φn → Φ and ∇Φn → ∇Φ a.e. in R3

+ as n→ +∞ and we conclude that
the sequence {Φn}n∈N meets the requirement. �

Proof of Proposition 7.1 completed. For 0 < r < ∞, we extend any function Φ ∈ Lip0(Ωr,R) to R3
+

by setting Φ(x1, x2, x3) = [1 + r − x3]+Φ(x1, x2, r) if x3 ≥ r. Trivially, we obtain a globally Lipschitz
function Φ with compact support in R3

+ . By Lemma 7.1, for any 0 < r ≤ ∞ and any f ∈ X, we have
(using the extension convention above)

FrA(f) = Sup
{
EA(f) +

1
2

∫
R3

+

H(uf ) · ∇Φ ; Φ ∈ Lip0(Ωr,R) ,

|Φ(P )− Φ(Q)| ≤ drA(P,Q) ∀P,Q ∈ Ωr

}
.

Since the supremum of a family of sequentially lower semicontinuous functionals is still lower semi-
continuous, it suffices to show that for any function Φ ∈ Lip0(Ωr,R) which is 1–Lipschitz with respect
to drA, the functional

GrA[Φ] : f ∈ X 7→ Max
{
EA(f) +

1
2

∫
R3

+

H(uf ) · ∇Φ , EA(f) +
1
2

∫
R3

+

H(uf ) · ∇(−Φ)
}

is sequentially lower semi-continuous with respect to the weak Ḣ1/2–topology. Consider a sequence
{fn}n∈N ⊂ X and f ∈ X such that fn ⇀ f weakly in Ḣ1/2 as n → +∞. Without loss of generality,
we may assume that

lim inf
n→+∞

GrA[Φ](fn) = lim
n→+∞

GrA[Φ](fn) < +∞.
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We denote by un and u the respective A–harmonic extensions of fn and f . Obviously, we have

λ

2

∫
R3

+

|∇un|2 ≤ EA(un) = EA(fn) ≤ GrA[Φ](fn) ≤ C.

Then Proposition 2.8 tell us that, up to a subsequence, ∇un ⇀ ∇u weakly in L2(R3
+) and un → u

strongly in H1(K) for any compact K ⊂ R3
+ since fn ⇀ f . We set vn := un − u. Assuming that∫

R3
+
H(u) · ∇Φ ≥ 0 (otherwise we use −Φ instead of Φ), an easy computation leads to

GrA[Φ](fn) ≥ GrA[Φ](f) + EA(vn) +
1
2

∫
R3

+

H(vn) · ∇Φ + In + IIn + IIIn (7.3)

where

In =
∫

R3
+

tr
(
∇uA(∇vn)t

)
,

IIn =
∫

R3
+

{(
∂2u ∧ ∂3vn

)
∂1Φ +

(
∂3u ∧ ∂1vn

)
∂2Φ +

(
∂1u ∧ ∂2vn

)
∂3Φ

}
,

IIIn =
∫

R3
+

{(
∂2vn ∧ ∂3u

)
∂1Φ +

(
∂3vn ∧ ∂1u

)
∂2Φ +

(
∂1vn ∧ ∂2u

)
∂3Φ

}
.

Since ∇vn ⇀ 0 weakly in L2(R3
+), we infer that

lim
n→+∞

In = lim
n→+∞

IIn = lim
n→+∞

IIIn = 0. (7.4)

On the other hand, vn → 0 strongly in H1(K) for any compact set K ⊂ R3
+ and consequently (since

spt Φ is compact), ∫
R3

+∩{x3>r}
H(vn) · ∇Φ −→ 0 as n→ +∞. (7.5)

Since Φ is 1–Lipschitz with respect to drA in Ωr, we derive that a.e. in Ωr,∣∣H(un) · ∇Φ
∣∣ ≤√(CofA)H(un) ·H(un) ≤ tr

(
∇unA(∇un)t

)
(7.6)

using Cauchy-Schwartz inequality, Proposition 3.7 and (4.2). Hence

EA(vn) +
1
2

∫
Ωr

H(vn) · ∇Φ ≥ 0 . (7.7)

Combining (7.3) to (7.7), we conclude that lim
n→+∞

GrA[Φ](fn) ≥ GrA[Φ](f) which ends the proof. �

Proposition 7.2. For every f ∈ X, we have LrA(f) → LA(f) as r → 0.

Proof. Step 1. First we prove Proposition 7.2 for f ∈ X ∩W 1,1
loc (R2) such that f is smooth except

at finitely many points a1, . . . , ak. In this case, the distribution T (f) can be written as T (f) =
−2π

∑k
i=1 diδai

where di = deg(f, ai) is the topological degree of f around its singularity ai and since
|f |1/2 <∞, we have

∑k
i=1 di = 0 (see Lemma 2.2). Hence we can relabel the ai’s, taking into account

their multiplicity |di|, as two lists (p1, . . . , pN ) and (q1, . . . , qN ) of respectively positive and negative
points. In this way, we rewrite T (f) as

T (f) = −2π
N∑
i=1

(δpi − δqi) . (7.8)
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Consequently, we obtain from (7.1),

LrA(f) = Sup
{ N∑
i=1

Φ(pi)− Φ(qi) ; Φ ∈ Lip(Ωr,R) ,

|Φ(P )− Φ(Q)| ≤ drA(P,Q) ∀P,Q ∈ Ωr

}
.

By a well known result in [13], we derive that LrA(f) = Min
σ∈SN

∑N
i=1 d

r
A(pi, qσ(i)) where SN denotes the

set of all permutations of N indices. Taking an arbitrary sequence of positive numbers rn → 0, we
deduce that, for each n ∈ N, there exists σn ∈ SN such that Lrn

A (f) =
∑N
i=1 d

rn

A (pi, qσn(i)). Extracting
a subsequence if necessary, we may assume that σn = σ? for every n ∈ N and some σ? ∈ SN . Then
we infer from Proposition 3.5 that

Lrn

A (f) =
N∑
i=1

drn

A (pi, qσ?(i)) −→
n→+∞

N∑
i=1

d̄A(pi, qσ?(i))

which yields by the same result in [13] and (7.8),

lim
n→+∞

Lrn

A (f) ≥ Min
σ∈SN

N∑
i=1

d̄A(pi, qσ(i)) =

=Sup
{ N∑
i=1

ϕ(pi)− ϕ(qi); ϕ ∈ Lip(R2,R) , |ϕ(P )− ϕ(Q)| ≤ d̄A(P,Q) ∀P,Q ∈ R2

}
=

1
2π

Sup
{
< T (f), ϕ >; ϕ ∈ Lip(R2,R) , |ϕ(P )− ϕ(Q)| ≤ d̄A(P,Q) ∀P,Q ∈ R2

}
= LA(f) .

On the other hand drn

A ≤ d̄A on R2 × R2 by Remark 3.4 and hence Lrn

A (f) ≤ LA(f) for any n ∈ N.
Consequently, lim

n→+∞
Lrn

A (f) = LA(f). Then the result follows from the standard argument on the

uniqueness of the limit.

Step 2. To obtain the result for a general map f ∈ X, we shall require the following stability property.

Lemma 7.2. For any f1, f2 ∈ X, we have∣∣LrA(f1)− LrA(f2)
∣∣ ≤ CΛ

(
|f1|1/2 + |f2|1/2

)
|f1 − f2|1/2

for some positive constant C independent of r ∈ [0,∞] (here we set L0
A := LA).

Proof. Step 1. For r ∈ (0,∞] and f1, f2 ∈ X, we introduce

LrA(f1, f2) =
1
2π

Sup
{
< T (f1)− T (f2),Φ|R2 > ; Φ ∈ Lip(Ωr,R) ,

|Φ(P )− Φ(Q)| ≤ drA(P,Q) ∀P,Q ∈ Ωr
}

and we easily check that ∣∣LrA(f1)− LrA(f2)
∣∣ ≤ LrA(f1, f2). (7.9)
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Using (1.4), we derive that for any Φ ∈ Lip(Ωr,R),

< T (f1)− T (f2),Φ|R2 >=
∫

R3
+

(
H(u1)−H(u2)

)
· ∇Φ ≤

≤ ‖∇Φ‖L∞(R3
+)

∫
R3

+

∣∣H(u1)−H(u2)
∣∣

where u1 and u2 denote the respective harmonic extensions of f1 and f2 and here, Φ is extended to
the whole half space by setting Φ(x1, x2, x3) = Φ(x1, x2, r) if x3 ≥ r. If the function Φ is chosen to
be 1–Lipschitz in Ωr with respect to drA, then Φ is Λ–Lipschitz in Ωr with respect to the Euclidean
distance by (3.4). Hence ‖∇Φ‖L∞(R3

+) ≤ ‖∇Φ‖L∞(Ωr) ≤ Λ and consequently

LrA(f1, f2) ≤ Λ
∫

R3
+

∣∣H(u1)−H(u2)
∣∣ .

Writing uj = (u1
j , u

2
j ), we observe that

H(u1)−H(u2) = 2∇(u1
1 − u1

2) ∧∇u2
1 + 2∇u1

2 ∧∇(u2
1 − u2

2) .

From Cauchy-Schwartz inequality and Proposition 2.7, we infer that

LrA(f1, f2) ≤ CΛ
(
|f1|1/2 + |f2|1/2

)
|f1 − f2|1/2 .

Combining this estimate with (7.9) we obtain the announced result.

Step 2. For r = 0 and f1, f2 ∈ X, we introduce as in Step 1,

LA(f1, f2) =
1
2π

Sup
{
< T (f1)−T (f2), ϕ > ; ϕ ∈ Lip(R2,R) ,

|ϕ(P )− ϕ(Q)| ≤ d̄A(P,Q) ∀P,Q ∈ R2
}

and then
∣∣LA(f1)−LA(f2)

∣∣ ≤ LA(f1, f2). By (3.18), any ϕ which is 1–Lipschitz in R2 with respect to
d̄A is also Λ–Lipschitz in R2 with respect to the Euclidean distance. Hence such ϕ can be extended
to the half space into a Λ–Lipschitz function Φ with respect to the Euclidean distance by setting
Φ(x1, x2, x3) = ϕ(x1, x2). Consequently, we infer from Step 1,

LA(f1, f2) ≤ L∞ΛId(f1, f2) ≤ CΛ
(
|f1|1/2 + |f2|1/2

)
|f1 − f2|1/2

which ends the proof. �

Proof of Proposition 7.2 completed. Let f be an arbitrary map in X. By Theorem 2.6, there exists
a sequence {fn}n∈N ⊂ X ∩ W 1,1

loc (R2) such that fn is smooth except at finitely many points and
|fn − f |1/2 → 0 as n→ +∞. Then we infer from Lemma 7.2 that for any r ∈ (0,∞] and n ∈ N,

LrA(fn)− CΛ
(
|fn|1/2 + |f |1/2

)
|fn − f |1/2 ≤ LrA(f) ≤
≤ LrA(fn) + CΛ

(
|fn|1/2 + |f |1/2

)
|fn − f |1/2 .

Letting r → 0 with n fixed, we deduce from Step 1 and Lemma 7.2 that

lim inf
r→0

LrA(f) ≥ LA(fn)− CΛ
(
|fn|1/2 + |f |1/2

)
|fn − f |1/2

≥ LA(f)− 2CΛ
(
|fn|1/2 + |f |1/2

)
|fn − f |1/2

and similarly,

lim sup
r→0

LrA(f) ≤ LA(f) + 2CΛ
(
|fn|1/2 + |f |1/2

)
|fn − f |1/2 .
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Now letting n→ +∞ in the previous inequalities, we conclude that lim
r→0

LrA(f) = LA(f) and the proof
is complete. �

Proof of Theorem 7.1 completed. We infer from Remark 3.4 that Lr1A (f) ≤ Lr2A (f) ≤ LA(f) for any
f ∈ X and 0 < r2 ≤ r1 ≤ ∞. On the other hand LrA(f) → LA(f) as r → 0 for every f ∈ X by
Proposition 7.2, so that LA(f) = sup

r>0
LrA(f). Hence FA(f) = sup

r>0
FrA(f) for all f ∈ X. Since FrA is

sequentially lower semicontinuous with respect to the weak Ḣ1/2–topology for every r > 0, the same
property holds for FA. �

Corollary 7.1. For every f ∈ X, we have

EA(f) ≥ EA(f) + πLA(f) .

Proof. Let f ∈ X and consider an arbitrary sequence of smooth maps {fn}n∈N ⊂ X such that fn ⇀ f

weakly in Ḣ1/2 as n→ +∞. Since fn is smooth, we have T (fn) = 0 so that LA(fn) = 0 for every n.
Then we infer from Theorem 7.1,

lim inf
n→+∞

EA(fn) = lim inf
n→+∞

FA(fn) ≥ FA(f) = EA(f) + πLA(f) .

Taking the infimum over all such {fn}n∈N, we obtain the announced result. �

7.2 Upper bound for EA by a dipole removing technique

In this subsection, we build the recovery sequence required to prove the upper bound of EA(f) stated
in Theorem 1.3. Our main result here is the following.

Theorem 7.2. For every f ∈ X, there exists a sequence of smooth maps {fn}n∈N ⊂ X such that
fn ⇀ f weakly in Ḣ1/2, fn → f a.e. in R2 as n→ +∞ and

lim sup
n→+∞

EA(fn) ≤ EA(f) + πL̃A(f) .

The proof of this theorem is based on the preliminary propostion below asserting that maps with
trivial T (f) can be approximated strongly. This fact has been proved first in [34] for maps defined on
the two-dimensional sphere. Here we follow the method of [9].

Proposition 7.3. Let f ∈ X such that T (f) = 0. Then there exists a sequence {fn}n∈N ⊂ X ∩
C∞

const(R2) such that fn → f a.e. in R2 and |fn − f |1/2 → 0 as n→ +∞.

Proof. Let f ∈ X such that T (f) = 0. By Theorem 2.6, there exists a sequence {f̃n}n∈N ⊂ X ∩
W 1,1

loc (R2) such that f̃n is smooth except at finitely many points, f̃n is constant outside a compact set,
f̃n → f a.e. in R2 and |f̃n − f |1/2 → 0 as n→ +∞. Since T (f) = 0, we have LId(f) = 0 and we infer
from Lemma 7.2 that LId(f̃n) = |LId(f̃n)− LId(f)| ≤ C|f̃n − f |1/2. Hence

lim
n→+∞

LId(f̃n) = 0 . (7.10)

Since f̃n is smooth except at finitely many points, we may proceed as in the proof of Proposition 7.2
to write T (f̃n) = −2π

∑N
i=1(δpi

− δqi
) for some N = N(n) and relabeling the qi’s if necessary, we may

assume that
N∑
i=1

|pi − qi| = Min
σ∈SN

N∑
i=1

|pi − qσ(i)| = LId(f̃n) .
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We set f̃n,0 = f̃n and we define by induction on i ∈ {1, . . . , N} a map f̃n,i as follows. By the
construction given in the proof of Lemma 4.2 with Remark 4.2 and by Lemma 4.1, we can find
hn,i ∈ X ∩W 1,1

loc (R2)∩C∞(R2 \ {pi, qi}) such that T (hn,i) = 2π(δpi
− δqi

), hn,i is equal to 1 outside a
neighborhood of [pi, qi] of measure less than 2−nN−1 and EId(hn,if̃n,i−1) ≤ EId(f̃n,i−1) + 2π|pi − qi|.
We set f̃n,i = hn,if̃n,i−1 ∈ X∩W 1,1

loc (R2) and at the final step, we relabel the resulting map f̂n = f̃n,N .
We claim that, up to a subsequence, f̂n → f a.e. and |f̂n − f |1/2 → 0 as n → +∞. The convergence
a.e. (up to a subsequence) of f̂n to f is clear since L2({f̂n 6= f̃n}) ≤ 2−n and f̃n → f a.e. as n→ +∞.
Then observe that, by construction and (7.10),

EId(f̂n) ≤ EId(f̃n) + 2πLId(f̃n) −→
n→+∞

EId(f) .

On the other hand, we infer from Theorem 7.1 that lim inf
n→+∞

EId(f̂n) ≥ FId(f) = EId(f) so that EId(f̂n) →

EId(f) as n→ +∞. Setting un and u to be the respective harmonic extensions to the half space of f̂n
and f , we have by classical results, ∇un ⇀ ∇u weakly in L2(R3

+). Together with

EId(f̂n) =
1
2

∫
R3

+

|∇un|2 −→
n→+∞

1
2

∫
R3

+

|∇u|2 = EId(f)

it implies that ∇un → ∇u strongly in L2(R3
+), i.e., |f̂n − f |1/2 → 0 as n→ +∞.

Now observe that the map f̂n ∈ X ∩ W 1,1
loc (R2) is smooth away from the points pi and qi, it

is constant outside a compact set, and since T (f̂n) = T (f) −
∑
i T (hn,i) = 0 by Proposition 2.6,

the topological degree of f̂n around a point pi or qi is equal to 0. Hence the singularities pi and
qi can be removed by standard techniques (see e.g. [9,16]), i.e., one can find a map smooth map
fn ∈ C∞

const(R2; S1) such that fn agrees with f̂n outside a neighborhood of ∪i{pi, qi} of measure less
then 2−n and |fn − f̂n|1/2 ≤ 2−n. Then, up to a sequence, fn → f a.e. in R2 and |fn − f |1/2 → 0 as
n→ +∞ so the proposition is proved. �

Proof of Theorem 7.2. Step 1. We start by proving Theorem 7.2 for f ∈ X ∩ W 1,1
loc (R2) such

that f is smooth except at finitely many points. Then we proceed as in the previous proof to write
T (f) = −2π

∑N
i=1(δpi

− δqi
) and relabeling the qi’s if necessary, we have

N∑
i=1

ρ̄A(pi, qi) = Min
σ∈SN

N∑
i=1

ρ̄A(pi, qσ(i)) . (7.11)

Since ρ̄A is a distance, we derive from (7.11) and the results in [13],

L̃A(f) = Sup
{ N∑
i=1

ϕ(pi)− ϕ(qi) , ϕ ∈ Lip(R2,R) ,

|ϕ(P )− ϕ(Q)| ≤ π−1ρ̄A(P,Q) ∀P,Q ∈ R2
}

=
1
π

N∑
i=1

ρ̄A(pi, qi) .

By the definition of energetic distance ρ̄A, for every i ∈ {1, . . . , N} there exists a sequence
{hi,ni

}ni∈N ⊂ X such that (without loss of generality) hi,ni
⇀ 1 weakly in Ḣ1/2 as ni → +∞,

T (hi,ni
) = 2π(δpi

− δqi
) and lim

ni→+∞
EA(hi,ni

) = ρ̄A(pi, qi). Up to subsequences, we may assume that

hi,ni → 1 a.e. for every i by Theorem 2.5. From Proposition 2.6, we infer that ΠN
i=1hi,ni ∈ X and

T (ΠN
i=1hi,ni

) =
N∑
i=1

T (hi,ni
) = −T (f) .
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Then a straightforward consequence of Lemma 4.1 yields

lim sup
nN→+∞

. . . lim sup
n2→+∞

lim sup
n1→+∞

EA
(
ΠN
i=1hi,ni

)
≤

N∑
i=1

lim
ni→+∞

EA(hi,ni
) =

N∑
i=1

ρ̄A(pi, qi) .

By Remark 2.5 in Section 2, we may find a diagonal sequence hk := ΠN
i=1hi,ni(k) which satisfies

T (hk) = −T (f), hk ⇀ 1 weakly in Ḣ1/2, hk → 1 a.e. as k → +∞ and lim sup
k→+∞

EA(hk) ≤ πL̃A(f). Next

we consider f̃k = hkf ∈ X and we infer from Lemma 4.1 that

lim sup
k→+∞

EA(f̃k) ≤ EA(f) + πL̃A(f) .

Since T (f̃k) = T (hk) + T (f) = 0 and fk → f a.e. as k → +∞, we may now apply Proposition 7.3 to
f̃k and then the diagonalization procedure in Remark 2.5 to obtain the desired sequence of smooth
maps approximating f .

Step 2. To treat the case of a general map f ∈ X, we shall require the following version Lemma 7.2
for the minimal connection relative to the energetic distance ρ̄A.

Lemma 7.3. For any f1, f2 ∈ X, we have∣∣L̃A(f1)− L̃A(f2)
∣∣ ≤ CΛ

(
|f1|1/2 + |f2|1/2

)
|f1 − f2|1/2

for some positive constant C.

Proof. By Theorem 1.1, any function ϕ which is 1–Lipschitz in R2 with respect to π−1ρ̄A is also
Λ–Lipschitz in R2 with respect to the Euclidean distance and hence we can proceed exactly as in Step
2, proof of Lemma 7.2. �

Proof of Theorem 7.2 completed. Let f be an arbitrary map in X. By Lemma 2.6, there exists a
sequence {f̃n}n∈N ⊂ X∩W 1,1

loc (R2) such that f̃n is smooth except at finitely many points, f̃n → f a.e. in
R2 and |f̃n−f |1/2 → 0 as n→ +∞. In particular EA(f̃n) → EA(f̃) and by Lemma 7.3, L̃A(f̃n) → L̃A(f)
as n → +∞. By Step 1, for every n, there exists a sequence of smooth maps {fn,m}m∈N ⊂ X such
that fn,m → f̃n a.e. in R2 as m→ +∞ and lim sup

m→+∞
EA(fn,m) ≤ EA(f̃n)+πL̃A(f̃n). Then we just have

to apply the diagonalization procedure in Remark 2.5 to obtain the required sequence. �

As a direct consequence of Theorem 7.2, we obtain the upper bound of EA(f).

Corollary 7.2. For every f ∈ X, we have

EA(f) ≤ EA(f) + πL̃A(f) .

We close this subsection with the existence of admissible and optimal sequences in the definition
of m̄A(T (f)).

Proposition 7.4. For every f ∈ X, there exists a sequence {hn}n∈N ⊂ X such that T (hn) = T (f)
for every n, hn ⇀ α weakly in Ḣ1/2 and hn → α a.e. in R2 as n→ +∞ for some constant α ∈ S1. In
particular, m̄A(T (f)) is well defined for every f ∈ X and moreover, the infimum defining m̄A(T (f))
is achieved.

Proof. Let f ∈ X. By Theorem 7.2, there exists a sequence of smooth maps {fn}n∈N ⊂ X such
that fn → f a.e. and supn EA(fn) < +∞. We set hn = f̄nf . By Proposition 2.6, hn ∈ X and
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|hn|1/2 ≤ |fn|1/2 + |f |1/2 so that EA(hn) ≤ C. Obviously hn → 1 a.e. in R2. Extracting a subsequence
if necessary, we have hn ⇀ 1 weakly in Ḣ1/2 as n → +∞ by Theorem 2.5. The existence of an
optimal sequence realizing m̄A(T (f)) follows from a standard diagonalization argument together with
Theorem 2.5 and Remark 2.5. �

7.3 Proof of Theorem 1.3.

We start with the following proposition.

Proposition 7.5. For every f ∈ X, we have

EA(f) ≤ EA(f) + m̄A(T (f)) .

Proof. Let f ∈ X and consider a sequence {hn}n∈N ⊂ X such that T (hn) = T (f), hn ⇀ α ∈ S1

weakly in Ḣ1/2 and lim
n→+∞

EA(hn) = m̄A(T (f)). Such a sequence exists by Proposition 7.4 and we

may assume hn → α a.e. by Theorem 2.5. Without loss of generality, we may also assume that α = 1.
Then we set f̃n = h̄nf ∈ X so that f̃n → f a.e. in R2, T (f̃n) = T (f)− T (hn) = 0 by Proposition 2.6.
We infer from Lemma 4.1,

lim sup
n→+∞

EA(f̃n) ≤ EA(f) + lim
n→+∞

EA(hn) = EA(f) + m̄A(T (f)) .

Since T (f̃n) = 0, we may apply Proposition 7.3 to f̃n and then the diagonalization procedure in
Remark 2.5 to obtain a sequence of smooth maps {fn}n∈N ⊂ X which satisfies fn ⇀ f weakly in Ḣ1/2

and lim sup
n→+∞

EA(fn) ≤ EA(f)+ m̄A(T (f)). Then the conclusion follows from the definition of EA(f). �

Proposition 7.6. For every f ∈ X, we have

m̄A(T (f)) ≤ πL̃A(f) . (7.12)

Proof. Step 1. In the case f ∈ X ∩W 1,1
loc (R2) such that f is smooth except at finitely many points, we

may construct as in the proof of Theorem 7.2, Step 1, a sequence {hn}n∈N ⊂ X satisfying T (hn) = T (f)
for every n, hn ⇀ 1 weakly in Ḣ1/2 and lim sup

n→+∞
EA(hn) ≤ πL̃A(f). Hence (7.12) holds by definition

of m̄A(T (f)).

Step 2. To treat the case of an arbitrary map f in X, we shall require the following lemma.

Lemma 7.4. Let f ∈ X. For any sequence {fn}n∈N ⊂ X such that fn → f a.e. and |fn − f |1/2 → 0
as n→ +∞, we have

m̄A(T (f)) ≤ lim inf
n→+∞

m̄A(T (fn)) .

Proof. Without loss of generality, we may assume that

lim inf
n→+∞

m̄A(T (fn)) = lim
n→+∞

m̄A(T (fn)) < +∞ .

Let gn = f̄nf ∈ X by Proposition 2.6. Clearly |gn|1/2 → 0 as n → ∞, because the product in X

is strongly continuous. Now, for every n ∈ N, let hn,m ∈ X such that hn,m → 1 a.e. as m → +∞,
T (hn,m) = T (fn) and lim

m→+∞
EA(hn,m) = m̄A(T (fn)) (as in the proof of Proposition 7.5). We consider

h̃n,m = hn,m gn ∈ X. By Proposition 2.6 we have T (h̃n,m) = T (hn,m) + T (gn) = T (f) and Lemma
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4.1 yields lim sup
m→+∞

EA(h̃n,m) ≤ EA(gn) + m̄A(T (fn)). Since |gn|1/2 → 0, we infer that EA(gn) → 0 and

hence

lim sup
n→+∞

lim sup
m→+∞

EA(h̃n,m) ≤ lim
n→+∞

m̄A(T (fn)) .

Since hn,m → 1 a.e. as m→ +∞ and gn → 1 a.e. as n→ +∞, we may apply the procedure in Remark
2.5 to extract a diagonal sequence h̃k := h̃nk,mk

such that h̃k ⇀ 1 weakly in Ḣ1/2 as k → +∞ and
lim sup
k→+∞

EA(h̃k) ≤ lim
n→+∞

m̄A(T (fn)). Then, by definition of m̄A(T (f)), we have

m̄A(T (f)) ≤ lim sup
k→+∞

EA(h̃k) ≤ lim
n→+∞

m̄A(T (fn))

which completes the proof. �

Proof of Proposition 7.6 completed. Let f be an arbitrary map in X. By Lemma 2.6, there exists a
sequence {fn}n∈N ⊂ X ∩W 1,1

loc (R2) such that fn is smooth except at a finite number of point, fn → f

a.e. and |fn − f |1/2 → 0 as n→ +∞. By Step 1, for every n we have

m̄A(T (fn)) ≤ πL̃A(fn) ≤ πL̃A(f) + π|L̃A(fn)− L̃A(f)| .

Letting n → +∞ in the previous inequality, we conclude from Lemma 7.3 and Lemma 7.4 that
m̄A(T (f)) ≤ πL̃A(f). �

Proof of Theorem 1.3 completed. First we observe that (1.20) comes from the combination of Corollary
7.1 and Corollary 7.2. From Corollary 7.1 and Proposition 7.5, we also deduce that m̄A(T (f)) ≥
πLA(f) for every f ∈ X. The upper inequality in (1.21) is given in Proposition 7.6.

Now if we assume that ρ̄A = πd̄A then L̃A ≡ LA. Hence m̄A(T (·)) ≡ LA(·) and (1.22) trivially
follow from (1.20). In order to prove the reverse implication, let us assume that (1.22) holds and fix
P,Q ∈ R2 two arbitrary distinct points. We consider f ∈ X such that T (f) = 2π(δP − δQ) (see e.g.
Lemma 4.2) and {fn}n∈N ⊂ X a sequence of smooth maps such that fn ⇀ f weakly in Ḣ1/2, fn → f

a.e. and EA(fn) → EA(f) = EA(f)+πLA(f) = EA(f)+πd̄A(P,Q) as n→ +∞ (such a sequence exists
by a standard diagonalization argument together with Theorem 2.5 and Remark 2.5). We denote by
u and un the respective A–harmonic extensions of f and fn. By Proposition 2.8, un → u locally
uniformly in R3

+, ∇un ⇀ ∇u weakly in L2(R3
+) and strongly in L2

loc(R3
+) as n → +∞. By definition

of EA(fn) and EA(f), we have

EA(un) −→
n→+∞

EA(u) + πd̄A(P,Q) . (7.13)

For any R > 0, we introduce the localized energies

EA(v,ΩR) =
1
2

∫
ΩR

tr
(
∇vA(∇v)t

)
, EA(v,R3

+ \ ΩR) = EA(v)− EA(v,ΩR) ,

for v = u or v = un and ΩR = R2 × (0, R). We claim that for every R > 0,

EA(un,ΩR) −→
n→+∞

EA(u,ΩR) + πd̄A(P,Q) , (7.14)

EA(un,R3
+ \ ΩR) −→

n→+∞
EA(u,R3

+ \ ΩR) . (7.15)

Indeed, arguing as in the proof of Proposition 7.1, we obtain that for every r > 0,

lim inf
n→+∞

EA(un,ΩR) ≥ EA(u,ΩR) + πLrA(f) = EA(u,ΩR) + πdrA(P,Q) .
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Letting r → 0 in this inequality, we derive from Proposition 3.5 that lim inf
n→+∞

EA(un,ΩR) ≥ EA(u,ΩR)+

πd̄A(P,Q). Hence lim sup
n→+∞

EA(un,R3
+\ΩR) ≤ EA(u,R3

+\ΩR) by (7.13) and the reverse inequality with

the lim inf easily follows by lower semicontinuity. Therefore (7.15) holds and (7.14) is deduced from
(7.13) and (7.15).

Next we consider hn = ff̄n. Exactly as in the proof of Proposition 7.4, we have hn ∈ X, EA(hn) ≤
C, hn → 1 a.e. as n→ +∞ and T (hn) = T (f) = 2π(δP − δQ). By Theorem 2.5, we may assume that
hn ⇀ 1 weakly in Ḣ1/2 (extracting a subsequence if necessary). Hence ρ̄A(P,Q) ≤ lim inf

n→+∞
EA(hn) by

definition of the energetic distance ρ̄A. We claim that

lim sup
n→+∞

EA(hn) ≤ πLA(f) = πd̄A(P,Q). (7.16)

Once the claim is proved, we would get ρ̄A(P,Q) ≤ πd̄A(P,Q) so that ρ̄A ≤ πd̄A by the arbitrariness
of the points P and Q. Then the conclusion follows since the reverse inequality holds by Theorem 1.1,
claim (ii).
Proof of (7.16). For every R > 0, we construct a comparison map vn,R as follows:

vn,R =

{
uūn in ΩR,

wn,R in R3
+ \ ΩR,

where wn,R is the (finite energy) harmonic extension of uūn to R3
+ \ΩR. Since vn,R|R2 = hn, we clearly

have

EA(hn) ≤ EA(vn,R) = EA(uūn,ΩR) + EA(wn,R,R3
+ \ ΩR) . (7.17)

Since ∇un ⇀ ∇u weakly in L2(R3
+) we infer from (7.15) that ∇un → ∇u strongly in L2(R3

+ \ ΩR)
as n → +∞. Then we easily deduce by dominated convergence that ∇(uūn) → ∇|u|2 strongly in
L2(R3

+ \ ΩR) as n → +∞ . Setting gn,R and gR to be the respective traces of uūn and |u|2 on the
plane R2 × {R}, it yields

EA(wn,R,R3
+ \ ΩR) ≤ ΛEId(wn,R,R3

+ \ ΩR) = CΛ|gn,R|21/2 −→
n→+∞

CΛ|gR|21/2 .

Since |u|2 ≤ 1 and its gradient is square integrable, it turns out that |gR|1/2 is a continuous function
of R and |gR|1/2 → 0 as R → 0 because |u|2 has a constant trace equal to 1 on R2 × {0}. Therefore,
letting first n→ +∞ and then R→ 0 in (7.17), we obtain

lim sup
n→+∞

EA(hn) ≤ lim sup
R→0

lim sup
n→+∞

EA(uūn,ΩR)

so that it remains to prove that

lim sup
R→0

lim sup
n→+∞

EA(uūn,ΩR) ≤ πd̄A(P,Q) .

Arguing as in (4.1), we have

EA(uūn,ΩR) =
1
2

∫
ΩR

{
|u|2 tr

(
∇unA(∇un)t

)
+ |un|2 tr

(
∇uA(∇u)t

)
+

+ 2Re(uun) tr
(
∇ūnA(∇u)t

)
+ 2Im(uun) tr

(
∇(iūn)A(∇u)t

)}
≤ EA(un,ΩR)+

+ EA(u,ΩR) +
∫

ΩR

{
Re(uun) tr

(
∇ūnA(∇u)t

)
+ Im(uun) tr

(
∇(iūn)A(∇u)t

)}
=

= EA(un,ΩR) + EA(u,ΩR) + In,R
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because |u| ≤ 1 and |un| ≤ 1 a.e.. Clearly (7.14) yields

lim sup
R→0

lim sup
n→+∞

(
EA(un,ΩR) + EA(u,ΩR)

)
=

= lim
R→0

(
πd̄A(P,Q) + 2EA(u,ΩR)

)
= πd̄A(P,Q)

which is the desired contribution. On the other hand , since ∇un ⇀ ∇u weakly in L2(ΩR) and un → u

a.e. with |un| ≤ 1, we infer that

lim sup
R→0

lim sup
n→+∞

In,R = lim sup
R→0

lim
n→+∞

In,R =

= lim sup
R→0

∫
ΩR

{
Re(u2) tr

(
∇uA(∇u)t

)
+ Im(u2) tr

(
∇(iū)A(∇u)t

)}
≤ lim sup

R→0
CEA(u,ΩR) = 0

and the proof is complete. �

Appendix A.

Proof of Theorem 2.6. Step 1. Consider % : R2 → R a nonnegative radial, smooth function such
that

∫
R2 % = 1 and spt % ⊂ B1(0). For ε > 0, we define %ε(x) = ε−2%(ε−1x) and f̃ε = %ε ∗ f . Then f̃ε

defines a smooth function and we easily check that |f̃ε| ≤ 1 in R2. Then standard estimates yield

‖f̃ε − f‖L2(R2) ≤ o(ε1/2) , (A.1)

‖∇f̃ε‖L2(R2) ≤ o(ε−1/2) , (A.2)

|f̃ε − f |1/2 ≤ o(1) as ε→ 0, (A.3)∣∣{|f̃ε| < 3/4}
∣∣ ≤ o(ε) , (A.4)

|∇f̃ε(x)| ≤ C0 ε
−1 for every x ∈ R2 and for some constant C0. (A.5)

Step 2. Let (εk) be a sequence of positive numbers such that εk → 0 and set f̃k := f̃εk
. We claim

that for k large enough, {|f̃k| < 1/2} is bounded. Indeed, assume that it is unbounded. Then we can
find a sequence of points {xm}m∈N such that |xm+1| ≥ |xm|+ 1 and |f̃k(xm)| < 1/2 for every m. By
(A.5), we infer that |f̃k| < 3/4 in BRk

(xm) with Rk = εk/(4C0). Since |xi−xj | ≥ 1 for i 6= j, we have
BRk

(xi) ∩BRk
(xj) = ∅ for any i 6= j and k large enough so that∣∣ ⋃

m∈N
BRk

(xm)
∣∣ = ∑

m∈N
|BRk

(xm)| = +∞ .

On the other hand
⋃
m∈N BRk

(xm) ⊂ {|f̃k| < 3/4} which has finite measure by (A.4) and we are led
to a contradiction. Hence we may now assume without loss of generality that {|f̃k| < 1/2} is bounded.

Step 3. Now we proceed as in [9]. Given a ∈ R2 with |a| < 1/10, we consider the projection πa :
R2 \ {a} → S1 defined by πa(ξ) = a+ θ(ξ − a) where θ > 0 is determined by |a+ θ(ξ − a)| = 1. Note
that πa(ξ) = ξ whenever ξ ∈ S1 and

|∇πa(ξ)| ≤
C

|ξ − a|
∀ξ ∈ R2 \ {a}
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so that πa is lipschitzian on {|ξ| ≥ 1/2} with a Lipschitz constant independent of a. Since f̃k is smooth,
we can choose for every k ∈ N, a = ak ∈ B1/10 to be a regular value of f̃k and then

Σak := {x ∈ R2 ; f̃k(x) = a}

is a locally finite set. Since Σak ⊂ {|f̃k| < 1/4}, we deduce from Step 2 that Σak is bounded and therefore
finite. Hence the map

fa,k := πa ◦ f̃k : R2 → S1

is smooth on R2 \ Σak with Σak finite and in a neighborhood of each singular point σ ∈ Σak, we have

|∇fa,k(x)| ≤
Ck

|x− σ|
.

Therefore fa,k ∈W 1,p
loc (R2,S1) for any p < 2 and every k ∈ N.

Now we introduce a smooth function ψ : [0,+∞) → [0, 1] such that ψ(t) = 0 if t ≤ 1/4 and
ψ(t) = 1 if t ≥ 1/2. We write

fa,k =
(
1− ψ(|f̃k|)

)
fa,k + ψ(|f̃k|)fa,k =: fsa,k + fra,k .

We claim that, for every k ∈ N, we can find a regular value ak ∈ B1/10 of f̃k such that |fak,k−f |1/2 → 0
and fak,k → f a.e. as k → +∞. Obviously, it suffices to find such a point ak such that

|fsak,k
|1/2 → 0 as k → +∞, (A.6)

|frak,k
− f |1/2 → 0 as k → +∞. (A.7)

Since we clearly have fsak,k
→ 0 and frak,k

→ f a.e. in R2 as k → +∞, the map f̂k := fak,k will satisfy
|f̂k − f |1/2 → 0 and f̂k → f a.e. as k → +∞.
Proof of (A.6). Since |fsa,k| = |1− ψ(|f̃k|)| ≤ χ{|f̃k|<1/2}, we deduce from (A.4) that

‖fsa,k‖Lp(R2) ≤ o(ε1/pk ) ∀p < +∞ . (A.8)

On the other hand, on R2 \ Σak we have

|∇fsa,k| ≤ C
|∇f̃k|
|f̃k − a|

(1− ψ(|f̃k|)) + |ψ′(|f̃k|)| |∇f̃k| ≤ C|∇f̃k|χ{|f̃k|<1/2}.

Now we use an averaging process due to Hardt, Kinderlehrer and Lin [28]. By Sard’s theorem, the
regular values of f̃k have full measure so that∫

B1/10

∫
R2
|∇fsa,k(x)|pdxda ≤ Cp

∫
{|f̃k|<1/2}

|∇f̃k(x)|pdx ∀1 < p < 2 .

Next we fix 1 < p0 < 2. Then (A.2), (A.4) and Hölder inequality yield∫
B1/10

∫
R2
|∇fsa,k(x)|p0dxda ≤ C‖∇f̃k‖p0L2(R2)

∣∣{|f̃k| < 1/2}
∣∣1− p0

2 (A.9)

≤ o(ε−
p0
2

k ε
1− p0

2
k ) = o(ε1−p0k ) .

Observe that fsa,k is compactly supported by Step 2. By the homogeneous Gagliardo-Nirenberg in-
equality (see e.g. [15]), we have

|fsa,k|
2p0
1/2 ≤ C‖fsa,k‖

p0

Lp′0 (R2)
‖∇fsa,k‖

p0
Lp0 (R2) . (A.10)
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Combining (A.8), (A.9) and (A.10), we obtain∫
B1/10

|fsa,k|
2p0
1/2 da ≤ o(εp0−1

k ε1−p0k ) = o(1).

Hence we may choose a = ak ∈ B1/10, a regular value of f̃k such that (A.6) holds.
Proof of (A.7). We consider Lk : R2 → R2 defined by Lk(ξ) = πak

(ξ)ψ(|ξ|). By the specific choice of the
function ψ, Lk satisfies a uniform (with respect to k) Lipschitz condition. Observe that Lk(f) = f . Now
we derive exactly as in the proof of statement (5.43) in [9] that |frak,k

−f |1/2 = |Lk(f̃k)−Lk(f)|1/2 → 0
as n→ +∞ because of (A.3).
Step 4. According to Theorem 2.5, we have f = g + f∞ for some constant f∞ ∈ S1. Then observe
that f̃k = g̃k + f∞ with g̃k = %εk

∗ g. We claim that the set {|g̃k| > 1/2} is bounded. Indeed, one
may argue as in Step 2 using that |∇g̃k| ≤ C0ε

−1
k by (A.5) and ‖g̃k‖L4(R2) < +∞ by Proposition 2.1.

Hence there exists rk > 0 such that

|g̃k| < 1/2 in R2 \Brk
. (A.11)

In particular |f̃k| > 1/2 in R2 \Brk
so that f̂k = Lk(f̃k) in R2 \Brk

and

|f̂k − f∞| = |Lk(f̃k)− Lk(f∞)| ≤ C|f̃k − f∞| = C|g̃k| in R2 \Brk
.

Therefore f̂k − f∞ ∈ L4(R2) which clearly implies that (f̂k)∞ = f∞ for every k. Then we write
f̂k = ĝk + f∞. Introducing a cut-off function χ ∈ C∞

0 (R,R), 0 ≤ χ ≤ 1 , being supported in [−2, 2]
with χ ≡ 1 on [−1, 1], we consider for r >> rk,

ĝk,r(x) = χ

(
|x|
r

)
ĝk(x) .

We claim that |ĝk,r − ĝk|1/2 → 0 as r → +∞. Setting v̂k to be the (unique finite energy) harmonic
extension of ĝk to the half space and v̂k,r(x) = χ(r−1|x|)v̂k(x), it is enough to show that ‖∇

(
v̂k,r −

v̂k
)
‖L2(R3

+) → 0 as r → +∞. A straightforward computation yields∫
R3

+

|∇
(
v̂k,r − v̂k

)
|2dx ≤ 2

∫
{|x|≥r}∩R3

+

|∇v̂k|2dx+
C

r2

∫
{r≤|x|≤2r}∩R3

+

|v̂k|2dx =: Ir + IIr .

Clearly Ir → 0 since ∇v̂k ∈ L2(R3
+). Next we infer from Proposition 2.2, claim 2),

IIr ≤ C

∫
{r≤|x|≤2r}∩R3

+

|v̂k|2

|x|2
dx −→

r→+∞
0

and the claim is proved. Setting f̂k,r = ĝk,r + f∞, we conclude from Step 3 that

lim
k→+∞

lim
r→+∞

|f̂k,r − f |1/2 = 0 (A.12)

Step 5. We observe that (A.11) implies that Σak

k ⊂ Brk
and |ĝk| < 3/4 in R2 \ Brk

. In particular,
|f̂k,r| > 1/4 in B2r \Br since r >> rk and |f̂k,r| = 1 elsewhere by construction. Therefore the map

fk,r :=
f̂k,r

|f̂k,r|

is S1–valued, smooth outside the finite set Σak

k and fk,r ≡ f∞ outside B2r. Moreover, arguing as in
the proof of (A.7), (A.12) yields lim

k→+∞
lim

r→+∞
|fk,r − f |1/2 = 0. Hence a suitable diagonal sequence

fn := fkn,rn
satisfies the requirement. �
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