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Abstract

A framework is provided for pricing derivatives on defaultable bonds and
other credit-risky contingent claims. The framework is in the spirit of reduced-
form models, but extends these models to include the case that default can occur
only at specific times, such as coupon payment dates. While the framework does
not provide an efficient setting for obtaining results about structural models, it is
sufficiently general to include most structural models, and thereby highlights the
commonality between reduced-form and structural models. Within the general
framework, multiple recovery conventions for contingent claims are considered:
recovery of a fraction of par, recovery of a fraction of a no-default version of the
same claim, and recovery of a fraction of the pre-default value of the claim. A
stochastic-integral representation for credit-risky contingent claims is provided,
and the integrand for the credit exposure part of this representation is identified.
In the case of intensity-based reduced-form models, credit spread and credit-
risky term structure are studied.
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1 Introduction

1.1 Credit derivatives

Credit risk or default risk is the risk that an agent fails to fulfill contractual obli-
gations. The classic example of an instrument bearing credit risk is a corporate
bond. With the growth of over-the-counter derivatives markets, there has been
a corresponding growth in risk of counter-party default.

Increased trading in instruments subject to credit risk has led to the creation
of credit derivatives, instruments which partially or fully offset the credit risk
of a deal. These provide an efficient means of hedging or acquiring credit risk,
and permit investors to separate their views on credit risk from other market
variables without jeopardizing relationships with borrowers. Furthermore, a
deal which includes protection via credit derivatives may permit investors entry
into markets from which they might be otherwise precluded. Hargreaves [19]
estimates the size of the credit derivatives market to be $400 billion to $1 trillion
notional outstanding.

We briefly describe some common credit derivatives. The reader will find a
full treatment in Bielecki & Rutkowski [3]. In a credit swap, one party promises
to make a payment in the event of a credit event (default or downgrade) for a
reference security. The other party purchases this promise with periodic pay-
ments up to the time of the credit event. In a spread swap, two parties agree to
swap the credit risk exposure of assets they own; if the asset held by the first
party defaults, the second party compensates the first party, and vice versa. In
a total return swap, for a series of periodic payments, one party sells the cash
flow from an asset to a second party, and the second party is thus exposed to
both market and credit risk associated with that asset. This is the synthetic
equivalent of selling the asset, an action which may not be feasible for tax, reg-
ulatory or relationship management reasons. A credit call (put) gives its owner
the right to buy (sell) a credit-risky asset at a predetermined price, regardless
of credit events which may occur before expiration of the option. Credit-linked
notes are instruments whose value is linked to performance of a credit-risky
asset or portfolio of assets. First-to-default options, last-to-default options and
collateralized loan obligations belong to this class.

1.2 Structural models

Structural models of credit risk, pioneered by Merton [36], view a firm’s liabil-
ities as contingent claims issued against its assets. Bankruptcy occurs if the
asset value falls to a boundary determined by outstanding liabilities. Other
early work on such models was done by Black & Cox [5] and Geske [17]. A host
of subsequent papers have studied corporate capital structure by this approach.
Bielecki & Rutkowski [2], [3] and Lando [32] review this literature.

Despite their conceptual appeal, structural models are difficult to use for
pricing. Their underlying state is the value of a firm’s assets, and the model
assumes this can be observed and hence default is not a surprise. (One exception
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is the structural model of Zhou [41], in which the value of the firm’s assets is
allowed to jump.) In fact, the value of the firm’s assets is not observable.
Furthermore, in order to specify payoffs which would accrue to investors in the
event of bankruptcy, one would need the full priority hierarchy of the firm’s
liabilities.

1.3 Reduced-form models

Reduced-form models for credit risk are less ambitious than structural models.
They use risk-neutral pricing of contingent claims and take the time of default
or other credit event as an exogenous random variable. Recovery, the amount
which the owner of a defaulted claim receives upon default, is parametrized but
does not take explicit account of hierarchy of liabilities. The model is calibrated
to market data and then used to price credit derivatives.

Reduced-form models were developed by Artzner & Delbaen [1], Duffie,
Schroder & Skiadas [14], Jarrow & Turnbull [26], and Madan & Unal [35]. Duffie
& Lando [13] show how a reduced-form model can be obtained from a struc-
tural model with incomplete accounting information. Reduced-form models are
of several types. In the simplest, there is an intensity for the arrival of default
or credit migration, and recovery is an exogenous process. In Jarrow, Lando &
Turnbull [25] the intensity for credit migration is constant; see also Litterman &
Iben [34] for a Markov chain model of credit migration. In the papers Duffie et.
al. [14], [15] and Lando [33], among others, the intensity of default is a random
process. A common feature of these models is that default cannot be predicted
and can occur at any time. Since their inception, reduced-form models have
been used to price a wide variety of instruments; see, e.g., Das & Tufano [7],
Duffie [11], Duffie & Singleton [15], Duffie & Huang [12]. Some recent papers
on estimating the parameters of these models are Collin-Dufresne & Solnik [6]
and Duffee [10]. Jarrow [24] sets up a reduced-from model in which estimation
can be based on equity prices as well as bond prices. A systematic development
of mathematical tools for reduced-form models is given by Elliott, Jeanblanc &
Yor [16], Jeanblanc & Rutkowski [27], [29] and the recent book by Bielecki &
Rutkowski [3].

1.4 Term-structure models

A third approach to credit risk modeling is to begin with the term-structure of
risk-free bonds and the term-structure of defaultable bonds, building a model
which includes both in an arbitrage-free framework. Some papers which discuss
term structure of defaultable bonds are Duffie & Singleton [15], Pugachevsky
[38], Bielecki & Rutkowski [2] and Schönbucher [39]. A comprehensive treatment
is provided by Bielecki & Rutkowski [3]. These models are not based on firm
fundamentals, and a common theme in those papers is the relationship between
reduced-form and term-structure models.
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1.5 Preview of this paper

This paper provides a framework for pricing credit derivatives in the spirit of
reduced-form models. While the framework does not provide an efficient vehicle
for obtaining structural results, it does encompass most structural models, and
thereby highlights the commonality between intensity-based and reduced-form
models. The framework is set out in Section 2. In Sections 1–4 and the first part
of Section 5, the model also covers the situation in which default can occur only
on certain dates, such as coupon payment dates. This is more general than the
intensity-based reduced-form models cited above, except for those considered by
[16], [27] and [29]. The last of these papers works in a framework which includes
both structural and intensity-based reduced-form models, but not the model in
which default can occur only on specified dates. Section 3 considers multiple
recovery conventions: recovery of a fraction of par, recovery of a fraction of a
no-default version of the same claim, and recovery of a fraction of the pre-default
value of the claim. The last convention is developed in [14] under the assumption
that the process V̂ of Theorem 2.8 does not jump at the default time. We do
not impose that condition. Section 4 represents the discounted gain process
associated with a credit-risky contingent claim as a stochastic integral, and the
integrand for the credit exposure part of this integral is identified. In Section 5
we develop the default-risky forward rates for the intensity-based specialization
of the model, and conclude with a necessary and sufficient condition for a term-
structure model to be consistent with this intensity-based specialization. This
condition shows that the nature of the recovery convention plays an important
role, and in fact the recovery of market price may be the only convention which
supports this necessary and sufficient condition within a manageable framework.

This paper is based on Wong [40]. A. Bélanger and D. Wong thank colleagues
and management at Scotia Capital, where part of this research was done. We
also thank an anonymous referee for careful reading and thoughtful comments.

2 The model

2.1 Non-firm-specific information

We begin with a complete probability space (Ω,F ,P) on which is given a stan-
dard, d-dimensional Brownian motion Wt, 0 ≤ t ≤ T . The fixed positive num-
ber T is the final date in the model; all contracts expire at or before this date.
We shall always take t to be in [0, T ]. We denote by {FW

t }0≤t≤T the filtration
generated byW and by F0 the collection of null sets in F . Then Ft , FW

t ∨F0 is
the usual augmented Brownian filtration. We interpret {Ft}0≤t≤T as a model of
the flow of public information which is not firm-specific. Because an augmented
Brownian filtration is continuous, this information structure cannot generate a
“surprise,” and hence is inadequate to model default of a particular firm. It does
suffice, however, to convey the information on which the interest rate is based.
More specifically, we shall assume there is a nonnegative, {Ft}-predictable in-
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terest rate process rt, and we define the discount processes

βt , e−
∫ t
0 rudu, β(t, T ) , e−

∫ T
t

rudu, t, T ∈ [0, T ].

2.2 Firm-specific default

We introduce two additional objects in order to model default. The first is
a nondecreasing, {Ft}-predictable process Γt whose paths are right-continuous
with left-limits (RCLL) and which satisfies Γ0 = 0 almost surely. (Because
{Ft} is generated by a Brownian motion, every RCLL adapted process is {Ft}-
predictable.) We also assume that the probability space (Ω,F ,P) is rich enough
to support a strictly positive random variable Ξ independent of FT . The default
time τ is defined to be

τ , inf{t ∈ [0, T ]; Γt ≥ Ξ},

where we follow the convention inf ∅ = ∞.
This model of default encompasses both the structural model and the reduced-

form model and can also capture the situation in which default can occur only
on specified dates. In particular, we may take Γt to jump on coupon payment
dates and be constant between these dates, thereby creating a model in which
default can occur only on coupon payment dates. The intensity-based reduced-
form model is described by Definition 2.1 below. Finally, in one version of the
structural model, there is some {Ft}-predictable process Xt representing the
value of the firm, and default occurs if Xt falls to some boundary b < X0. We
capture this situation by taking Γt = sup0≤s≤t(X0 − Xs) and Ξ = X0 − b, a
positive constant.

Our set-up permits only one credit event, which we call default. Although
we do not consider the more general case in this paper, one can create a similar
model of credit migration in which there are multiple credit events as a firm
undergoes changes in credit rating. Let K = {1, . . . , n − 1, n} be the set of
possible credit ratings, arranged in order of descending quality, with n repre-
senting default. We may choose a transition matrix and construct a Markov
chain ζ0, ζ1, ζ2, . . . with state space K and n an absorbing state. This chain is
independent of FT . Let {Ξi; i = N} be a sequence of positive random variables,
independent of FT and independent of one another, and let Γt again be an
RCLL, nondecreasing, {Ft}-adapted processes beginning at zero at time zero.
We suppose the initial credit rating of the firm is ζ0, and we take ρ0 = 0. We con-
struct {ρi; i ∈ N} recursively by the formula ρi+1 = inf{t > ρi; Γt−Γρi

≥ Ξi+1},
and interpret ρi to be the time of the i-th credit event. At time ρi, the firm
moves to credit class ζi.

2.3 Survival and hazard processes

We introduce the right-continuous cumulative distribution function for the ran-
dom variable Ξ: F (ξ) , P{Ξ ≤ ξ}. Because {τ ≤ t} = {Ξ ≤ Γt} and Ξ is
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independent of FT , we have

F (Γt) = P{τ ≤ t|FT } = P{τ ≤ t|Ft}. (2.1)

We define the stopping time τ , inf{t ≥ 0;F (Γt) = 1}, which satisfies τ ≤ τ .
We define the RCLL, non-increasing survival processes

St , 1− F (Γt) = P{τ > t|FT } = P{τ > t|Ft}, 0 ≤ t ≤ T . (2.2)

for which S0 = 1 and St > 0 for 0 ≤ t < τ , and we set

S(t, T ) , I{St>0}
ST

St
, 0 ≤ t ≤ T .

We do not rule out the possibility that St = 0 and even P{τ > t} = 0 for
some values of t, and we adopt throughout the convention that I{St>0}

1
St

= 0
if St = 0. We further define the RCLL, nondecreasing hazard process

Λt , −
∫

]0,t]

I{Su−>0}
dSu

Su−
, 0 ≤ t ≤ T . (2.3)

where Su− , limv↑u Sv and S0− , 1. We may write (2.3) in the differential
form dSt = −St−dΛt, which leads to the integrated form (e.g., [37], page 77 and
(4.52) of [27])

St = exp
(
− Λc

t

) ∏
0<u≤t

(
1−∆Λu

)
, 0 ≤ t ≤ T , (2.4)

where ∆Λu , Λu − Λu− and Λc
t , Λt −

∑
0<u≤t ∆Λu is the continuous part of

Λ. If τ ≤ T and S jumps to zero at τ , then Λt = Λτ−+1 for τ ≤ t ≤ T , whereas
if Sτ− = 0, then (2.4) implies that Λt = Λτ− = ∞ for τ ≤ t ≤ T . We caution
the reader than when there are jumps in St, the hazard process defined here
differs from the one defined elsewhere, e.g., [27]; compare our equation (2.4)
with Proposition 4.10(ii) of [27].

With the exception of [16] and [27], previous reduced-form models have been
“intensity-based” in the sense of the following definition.

Definition 2.1 The intensity-based reduced-form model is the special case that
Γt =

∫ t

0
λu du for some nonnegative, {Ft}-predictable intensity process λ, and

F (ξ) = 1− e−ξ, so that St = e−Γt and Λt = Γt.

2.4 Filtrations

We introduce a process to indicate that the firm is in default, Ht , I{τ≤t} =
I{Ξ≤Γt}, which permits us to rewrite (2.1), (2.2) as

E[1−Ht|FT ] = E[1−Ht|Ft] = St. (2.5)
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Because τ ≤ τ , St = 0 implies Ht = 1, or equivalently,

I{St>0}(1−Ht) = 1−Ht. (2.6)

The information available at time t is captured by FH
t , σ{Hs; 0 ≤ s ≤ t}

and Ft. We define the corresponding filtration

Ht , Ft ∨ FH
t , 0 ≤ t ≤ T . (2.7)

We shall also need the filtration

Gt , FT ∨ F
H
t , 0 ≤ t ≤ T . (2.8)

It is straightforward to verify that these filtrations are right continuous and
contain all null sets of F ; see [40]. Furthermore, if X is FT -measurable,
then E[X|Ht] = E[X|Ft]. It follows that every {Ft}-martingale is an {Ht}-
martingale. This property is called “Condition (H)” by [16], [27], who give
several conditions equivalent to it.

2.5 {Ht}-semimartingales

Itô’s formula (see, e.g., [37], p. 74) permits calculations with {Ht}-semimartingales,
which by definition are right-continuous with left limits. We shall need the fol-
lowing special case of this formula.

Lemma 2.2 (Ito’s product rule) Let X and Y be {Ht}-semimartingales, and
assume X is a finite-variation process. Then

XtYt = X0Y0 +
∫

]0,t]

Xu−dYu +
∫

]0,t]

YudXu. (2.9)

One may write (2.9) in differential form as d(XtYt) = Xt−dYt + YtdXt.

We define
Jt , I{St>0}

1−Ht

St
. (2.10)

Because Ξ is independent of FT , we have for 0 ≤ t1 ≤ t2 ≤ T that

E[1−Ht2 |Gt1 ] = I{Ht1=0}
P{Ht2 = 0|FT }
P{Ht1 = 0|FT }

= Jt1St2 . (2.11)

Moreover, for 0 ≤ t1 ≤ t2 ≤ T , we have

E

[∫
]t1,t2]

Ju−dSu

∣∣∣∣∣Gt1

]
=
∫

]t1,t2]

E[1−Hu−|Gt1 ]I{Su−>0}
dSu

Su−
= Jt1(St2 − St1).

It follows now by direct computation that with At = Λt∧τ , the process

Mt , Ht −At (2.12)

is an {Ht}-adapted {Gt}-martingale, hence also an {Ht}-martingale.
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Remark 2.3 Because M is a finite-variation process and the jumps in A are
positive and bounded by 1, we have

[M,M ]t =
∑

0<s≤t

(∆Ms)2 ≤
∑

0<s≤t

(
(∆Hs)2 + (∆As)2

)
≤ 1+

∑
0<s≤t

∆As ≤ 1+At.

If ψ is a bounded, {Ht}-predictable process, then

E
∫ T

0

ψ2
t d[M,M ]t ≤ C(1 + EAt) = C(1 + EHt) ≤ 2C <∞.

It follows that
∫ t

0
ψudMu is an {Ht}-martingale.

The process J is nonnegative and may have a discontinuity at t = τ , the first
time S falls to zero. Indeed, if Sτ− > 0 then it is also possible that Hτ− = 0,
although we are guaranteed by (2.6) that Hτ = 1. Consequently, it can occur
that J has a jump of size − 1

Sτ−
at time τ .

It is also possible that τ ≤ T and Sτ− = 0, but despite this, we cannot have
Jτ− = ∞, as we now show. Let A = {τ ≤ T ;Sτ− = 0}. On the set A, we have

Γτ− = ξ∗ , min{ξ ≥ 0;F (ξ) = 1}.

Moreover, F must be continuous at ξ∗. By the definition of τ , we have Γt < ξ∗

for t < τ . It follows that A∩{τ < τ} = A∩{Ξ < ξ∗}, but since P{Ξ < ξ∗} = 1,
we must have P

(
A ∩ {τ < τ}

)
= P(A). Hence, on the set A, the numerator in

Jt = I{St>0}
1−Ht

St
falls to zero strictly prior to time τ .

We have from Itô’s product rule (Lemma 2.2) that

(1−Ht) = StJt =
∫

]0,t]

Ju−dSu +
∫

]0,t]

SudJu =
∫

]0,t]

SudJu −At,

and hence
∫
]0,t]

SudJu = 1−Mt. It follows that∫
]0,t]

I{Su>0}dJu = 1−
∫

]0,t]

I{Su>0}
1
Su
dMu. (2.13)

2.6 No-arbitrage pricing

In order to rule out arbitrage, we assume the probability measure P is a mar-
tingale measure in the sense of Harrison & Kreps [20]. That is, the discounted
value of every asset at time t plus the discounted value of all cash flows gener-
ated by the asset up to time t is an {Ht}0≤t≤T -martingale under P. We do not
assume P is the only martingale measure for this model, i.e., we do not assume
the model is complete. The prices we define, e.g., in Definition 2.6 below, may
not be the only arbitrage-free prices consistent with the model. In this regard
we are following the industry practice of setting up one arbitrage-free system of
pricing and depending on model calibration to make this system useful.
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More specifically, fix T ≤ T and let Ct, 0 ≤ t ≤ T , be a nonnegative, nonde-
creasing, RCLL, {Ft}-adapted and hence {Ft}-predictable process representing
the promised cumulative cash flow paid by an asset up to time t. We assume
C0 = 0, i.e., there is no payment at date zero. This cash flow will be paid
on the time interval ]0, T ] if there is no default, but only on the time interval
]0, τ [ if τ ≤ T . In particular, the promised payment is not made at the default
time. However, we assume that upon default the asset holder is entitled to an
immediate recovery. The recovered amount is Zτ , where the recovery process
Zt, 0 ≤ t ≤ T , is a nonnegative {Ft}-predictable process.

The pair (C,Z) specifies a contingent claim with expiration date T . We shall
always make the following assumptions.

Assumption 2.4 The cumulative cash flow C satisfies E
[∫

]0,T ]
βtdCt

]
<∞.

Assumption 2.5 The recovery process Z satisfies E
[
supt∈]0,T ] βtZt

]
<∞.

The above assumptions guarantee integrability of the random variables Vt

and Gt in the following definition.

Definition 2.6 The price process V for the contingent claim (C,Z) is

Vt , E

[∫
]t,T ]

(1−Hu)β(t, u)dCu +
∫

]t,T ]

β(t, u)ZudHu

∣∣∣∣∣Ht

]
, 0 ≤ t ≤ T.

(2.14)
The gain process G for (C,Z) is

Gt , Vt +

[∫
]0,t]

(1−Hu)β(t, u)dCu +
∫

]0,t]

β(t, u)ZudHu

]
, 0 ≤ t ≤ T. (2.15)

The right-hand side of (2.14) does not include the cash flow at time t. In
particular, VT = 0. The cash flow at time t is included in the right-hand side of
(2.15). For t = 0, there is no possibility of default and recovery (by construction,
P{Ξ ≤ Γ0} = 0). In particular, G0 = V0.

Remark 2.7 Suppose an agent begins with ownership of the defaultable con-
tingent claim (C,Z), and invests the cash flow generated by this claim in the
money market. Let Xt denote the value of his portfolio at time t. Then X0 = V0

and
dXt = dVt + (1−Ht)dCt + ZtdHt + rt(Xt − Vt)dt.

The change in portfolio value is due to four effects: the change in the value of the
underlying defaultable contingent claim, the cash flow paid by the contingent
claim, the recovery paid in the event of default, and the interest earnings on the
part of the portfolio invested in the money market. Consequently, d(βtXt) =
d(βtVt)+(1−Ht)βtdCt+βtZtdHt, and integration of this equation yields βtXt =
βtGt, or equivalently, Xt = Gt. We can thus interpret Gt as the value of the
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portfolio described above. It can be regarded as a non-dividend-paying asset,
and as expected, the discounted gain process

βtGt = E

[∫
]0,T ]

(1−Hu)βudCu +
∫

]0,T ]

βuZudHu

∣∣∣∣∣Ht

]
(2.16)

is an {Ht}-martingale under P. ♦

We next define

V̂t ,
I{St>0}

βtSt
E

[∫
]t,T ]

βuSudCu −
∫

]t,T ]

βuZudSu

∣∣∣∣∣Ft

]
, (2.17)

which we interpret as the date-t price of the contingent claim (C,Z) conditioned
on no default prior to date t. The following theorem traces back to Dellacherie
[8], p. 124 and [9], p. 64, and generalizes a theorem of Duffie, Schroder and
Skiadas [14], who consider a contingent claim making a single payment in a
reduced-form intensity-based model. It is also Proposition 3.1 of [27], except
that the model assumptions in [27] are slightly different. We provide the main
steps in the proof for the sake of completeness.

Theorem 2.8 (Price Representation) The price process Vt for the contin-
gent claim (C,Z) satisfies Vt = (1−Ht)V̂t, 0 ≤ t ≤ T .

Proof: For 0 ≤ t ≤ T , we compute

E

[∫
]t,T ]

(1−Hu)βudCu

∣∣∣∣∣Ht

]
= E

[∫
]t,T ]

E[1−Hu|Gt]βudCu

∣∣∣∣∣Ht

]
(2.18)

=
1−Ht

St
E

[∫
]t,T ]

SuβudCu

∣∣∣∣∣Ht

]

=
1−Ht

St
E

[∫
]t,T ]

SuβudCu

∣∣∣∣∣Ft

]
.

According to Remark 2.3,

E

[∫
]t,T ]

n ∧ (βuZu)dHu

∣∣∣∣∣Ht

]
= E

[∫
]t,T ]

n ∧ (βuZu)dAu

∣∣∣∣∣Ht

]
.
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Letting n ↑ ∞ and using (2.11), we obtain

E

[∫
]t,T ]

βuZudHu

∣∣∣∣∣Ht

]
= E

[∫
]t,T ]

βuZudAu

∣∣∣∣∣Ht

]

= −E

[∫
]t,T ]

βuZu(1−Hu−)
dSu

Su−

∣∣∣∣∣Ht

]
(2.19)

= −E

[∫
]t,T ]

βuZuE[1−Hu−|Gt]
dSu

Su−

∣∣∣∣∣Ht

]

= −1−Ht

St
E

[∫
]t,T ]

βuZudSu

∣∣∣∣∣Ht

]

= −1−Ht

St
E

[∫
]t,T ]

βuZudSu

∣∣∣∣∣Ft

]
.

Dividing (2.18) and (2.19) by βt and summing, we obtain

Vt =
1−Ht

βtSt
E

[∫
]t,T ]

βuSudCu −
∫

]t,T ]

βuZudSu

∣∣∣∣∣Ft

]
= (1−Ht)V̂t,

with the last equality a consequence of (2.6). ♦

3 Models of recovery

3.1 Derivatives of contingent claims

We shall obtain prices for promised cumulative cash flows under a variety of
assumptions about the nature of recovery from default. To facilitate this, we
introduce some processes derived from a contingent claim C. We note that the
process V̂ of (2.17) can be written in terms of the notation and (3.3) and (3.4)
below as

V̂t = CFPt[C] +DRPt[Z]. (3.1)

Definition 3.1 Let (C,Z) be a contingent claim satisfying Assumptions 2.4
and 2.5. We define the following processes.

NDP The No-Default-Price of C is

NDPt[C] , E

[∫
]t,T ]

β(t, u)dCu

∣∣∣∣∣Ft

]
. (3.2)

This is the price of the promised cash flow C if there is no risk of default
(set H ≡ 0 in (2.14)).
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CFP The Cash-Flow-Premium of C is

CFPt[C] , I{St>0}E

[∫
]t,T ]

β(t, u)S(t, u)dCu

∣∣∣∣∣Ft

]
. (3.3)

Conditioned on the claim not being in default at date t, this is the price
of the claim if there were zero recovery from any later default (set Z ≡ 0
in (2.17)).

DRP The Default-Recovery-Premium of Z is

DRPt[Z] ,
I{St>0}

βtSt
E

[
−
∫

]t,T ]

βuZudSu

∣∣∣∣∣Ft

]
. (3.4)

Conditioned on the claim not being in default at date t, this is the value
of the recovery from any later default (set C ≡ 0 in (2.17)).

If we let C be the cumulative dividends paid by a firm up to time of
bankruptcy, then CFPt[C] is the present value of these dividends, i.e., the
value of the stock. This observation permits the inclusion of stock prices in the
estimation of default probabilities; see Jarrow [24].

Let δ ∈ [0, 1] be given. We shall say a cumulative cash flow C is subject to
Recovery of Par Value if, in the event of default, the owner of the defaulted cash
flow receives an immediate bullet payment δ, a fraction of the so-called par value,
which we take to be 1. In other words, the contingent claim under the recovery
of par value convention is (C, δ). According to Theorem 2.8, conditioned on not
being in default, the price of this claim is

RPVt[C, δ] ,
I{St>0}

βtSt
E

[∫
]t,T ]

βuSudCu − δ

∫
]t,T ]

βudSu

∣∣∣∣∣Ft

]
. (3.5)

Section 3.2 provides another version of this formula.
For δ ∈ [0, 1], we say a cumulative cash flow C is subject to Recovery of

Treasury Value if, in the event of default, the owner of the defaulted cash flow
receives δ times the value of the no-default-risk version of the same cash flow,
including the promised payment at the time of default. This is not a standard
market convention, but it is a useful mathematical model for recovery (Duffie &
Singleton [15], Jarrow & Turnbull [26], Lando [33]). We shall see in Proposition
3.3 below that, conditioned on not being in default, the price of this claim is

RTVt[C, δ] , CFPt[C] +DRP
[
NDP−[δC]

]
(3.6)

= (1− δ)CFPt[C] + δI{St>0}NDPt[C],
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where

NDP−
t [δC] , δE

[∫
[t,T ]

β(t, u)dCu

∣∣∣∣∣Ft

]
(3.7)

= lim
s↑t

δ

βs

{
E

[∫
[t,T ]

βudCu

∣∣∣∣∣Fs

]
+ E

[∫
]s,t[

βudCu

∣∣∣∣∣Fs

]}
= lim

s↑t
NDPs[δC] = NDPt−[δC].

Finally, for δ ∈ [0, 1], we wish to take the recovery process to be δV̂t−, i.e.,
Recovery is a fraction of the pre-default Market Value of the claim. The price
process for this claim appears in the definition just given for the price process.
We avoid this circularity by defining the price process to be

RMVt[C, δ] ,
I{St>0}

βtκt
E

[∫
]t,T ]

βvκvdCv

∣∣∣∣∣Ft

]
, (3.8)

and then showing in Subsection 3.4 that RMVt[C, δ] has the properties we
associate with recovery of market value. The auxiliary processses appearing
in (3.8) are given by

Yt ,
∫
]0,t]

δI{Su−>0}
dSu

Su−
= −δΛt, (3.9)

Xt , eY c
t
∏

0<u≤t(1 + ∆Yu), κt , I{St>0}
St

Xt
. (3.10)

Equation (3.8) is of the form of the no-default-price equation (3.2), but with
the discount β replaced by βκ. We may interpret κ as the extra discount due
to credit risk.

For the intensity-based, reduced-form model, κ(t) = e−
∫ t
0 (1−δ)λudu. Under

the recovery of market value convention, (3.8) and the Price Representation
Theorem 2.8 imply that the price of a “zero-coupon” contingent claim Ct ,
XI{T}(t) is

Vt = (1−Ht)E
[
e−

∫ T
t

(
ru+(1−δ)λu

)
duX

∣∣∣∣Ft

]
.

This formula is due to [15].

3.2 Recovery of par value

Let δ be a constant in [0, 1] and assume the recovery process is Z ≡ δ. If, in
addition, S is continuous, then the price of the cash flow C with recovery of a
fraction δ of par value agrees with the price of the higher cash flow C+ δΛ with
no recovery in the event of default. We state and prove this fact.

12



Proposition 3.2 For 0 ≤ t ≤ T , we have

RPVt[C, δ] = CFPt[C + δΛ] +
δI{St>0}

βtSt
E

 ∑
t<u≤T

βuI{Su−>0}
(∆Su)2

Su−

∣∣∣∣∣∣Ft

 .
(3.11)

In particular, if S is continuous, then RPVt[C, δ] = CFPt[C + δΛ].

Proof: We compute

RPVt[C, δ]

=
I{St>0}

βtSt
E

[∫
]t,T ]

βuSudCu − δ

∫
]t,T ]

βudSu

∣∣∣∣∣Ft

]

=
I{St>0}

βtSt
E

[∫
]t,T ]

βuSudCu + δ

∫
]t,T ]

βu(Su −∆Su)dΛu

∣∣∣∣∣Ft

]

= CFPt[C + δΛ] +
δI{St>0}

βtSt
E

 ∑
t<u≤T

βuI{Su−>0}
(∆Su)2

Su−

∣∣∣∣∣∣Ft

 .
♦

3.3 Recovery of treasury value

Let δ be a constant in [0, 1] and assume that upon default, the holder of the
contingent claim receives δ times a no-default-risk version of the same claim, this
no-default-risk version including the promised payment at the time of default.
Under such a recovery convention, the value of the claim should be δ times
the value of all the promised cash flow plus 1 − δ times the value of cash flow
terminating at default. In our model, the recovery is paid as a lump sum upon
default, rather than as a reduced cash flow over the remaining life of the claim.
More precisely, the recovery process is Zt = NDP−

t [δC] of (3.7). We verify the
just stated decomposition in our model.

Proposition 3.3 The contingent claim (C,NDP−[δC]) has price process

Vt = (1−Ht)
{
(1− δ)CFPt[C] + δI{St>0}NDPt[C]

}
.

The proof of Proposition 3.3 uses the following lemma, which asserts that
the price of a no-default-risk version of the contingent claim C is the sum of
the price of a defaultable version plus the value of a recovery convention which
pays the remainder of C upon default, including the promised payment at the
time of default.

Lemma 3.4 We have I{St>0}NDPt[C] = CFPt[C] +DRPt[NDP−[C]].

13



Proof: We compute

DRPt

[
NDP−[C]

]
=

I{St>0}

βtSt
E

[
−
∫

]t,T ]

βuNDPu−[C]dSu

∣∣∣∣∣Ft

]

=
I{St>0}

βtSt
E

[
−
∫

]t,T ]

E

[∫
[u,T ]

βvdCv

∣∣∣∣∣Fu

]
dSu

∣∣∣∣∣Ft

]

=
I{St>0}

βtSt
E

[
−
∫

]t,T ]

∫
[u,T ]

βvdCvdSu

∣∣∣∣∣Ft

]

=
I{St>0}

βtSt
E

[
−
∫

]t,T ]

∫
]t,v]

βvdSudCv

∣∣∣∣∣Ft

]
(3.12)

=
I{St>0}

βtSt
E

[∫
]t,T ]

βv(St − Sv)dCv

∣∣∣∣∣Ft

]
= I{St>0}NDPt[C]− CFPt[C].

Proof of Proposition 3.3: According to Price Representation Theorem 2.8
and (3.1), the price process for the contingent claim (C,NDP−[δC]) is

Vt = (1−Ht)
(
CFPt[C] +DRPt

[
NDP−[δC]

])
= (1−Ht)δ

(
CFPt[C] +DRPt

[
NDP−[C]

])
+ (1−Ht)(1− δ)CFPt[C]

= (1−Ht)
(
δI{St>0}NDPt[C] + (1− δ)CFPt[C]

)
= (1−Ht)RTVt[C, δ].

Remark 3.5 In the Jarrow & Turnbull [26] model, Ξ is exponentially dis-
tributed and Γ = λt for some λ > 0. The security considered is a zero-coupon
bond with maturity date T , i.e., C(t) , I{T}(t). The recovery process is a
bullet payment of δ at maturity if there is default at or prior to maturity. In
other words, for this security δNDP−[C] is the recovery process of [26]. Prior
to default, the price of the bond in [26] is RTVt[C, δ]. After default, Jarrow &
Turnbull price the bond based on the value of the anticipated recovery, whereas
we set the price equal to zero. In other words, the Jarrow & Turnbull price is

P (t) , (1−Ht)RTVt[C, δ] +Htδ NDP
−
t [C], 0 ≤ t ≤ T, (3.13)

whereas we price the bond as (1−Ht)RTVt[C, δ]. Our gain process (2.15) is

G(t) = (1−Ht)RTVt[C, δ] +Hte
∫ t

τ
ruduδNDP−

τ [C]. (3.14)

The difference between the right-hand sides of (3.13) and (3.14) is due to the fact
that the Jarrow & Turnbull recovery is paid at maturity, whereas our recovery
is immediate upon default, and is then invested in the money market.
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3.4 Recovery of market value

For a contingent claim (C,Z), we have the representation Vt = (1−Ht)V̂t of the
price process, where V̂t of (2.17) is the price of the contingent claim conditioned
on no default at or prior to date t. We would like to take the recovery process
to be

Zt = δV̂t−, 0 < t ≤ T, (3.15)

where δ ∈ [0, 1] is constant. In case of default, recovery is a δ-portion of the
pre-default value of the claim. This is a common informal viewpoint among
bond traders. (We do not need to specify a value for Z0 because the probability
of default at date 0 is zero.)

Substituting (3.15) into (2.17), we obtain the integral relation for V̂ :

V̂t =
I{St>0}

βtSt
E

[∫
]t,T ]

βuSudCu −
∫

]t,T ]

δβuV̂u−dSu

∣∣∣∣∣Ft

]
, 0 ≤ t ≤ T. (3.16)

The following proposition justifies the definition (3.8) of RMVt[C, δ]. It shows
that (3.16) may be written as

RMVt[C, δ] = CFPt[C] + δDRPt

[
RMV −[C, δ]

]
, (3.17)

where, as usual, RMV −
t [D, δ] , RMVt−[C, δ].

Proposition 3.6 Equation (3.16) for V̂ is satisfied by the process

RMVt[C, δ] ,
I{St>0}

βtκt
E

[∫
]t,T ]

βvκvdCv

∣∣∣∣∣Ft

]
, (3.18)

where κt is given by (3.9), (3.10). Furthermore,

CFPt[C] ≤ RMVt[C, δ] ≤ NDPt[C]. (3.19)

If δ ∈ [0, 1[ and CT is bounded, uniformly in ω, then βRMV [C, δ] is bounded,
uniformly in t and ω, and is the only such process satisfying (3.16).

Proof: If δ = 0, the claimed results are immediate. Hence, we assume δ 6= 0.
Recall the processes Xt, Yt and κt of (3.9), (3.10). We first show that κ is

non-increasing. The jumps in Y occurring on the time interval [0, T ]∩ [0, τ [ are
strictly greater than −1, and hence X is positive on this interval. According to
the Doleans-Dade exponential formula (e.g., [37], page 77),

Xt = 1+
∫

]0,t]

Xu−dYu = 1+ δ

∫
]0,t]

I{Su−>0}
1
κu−

dSu, t ∈ [0, T ]∩ [0, τ [. (3.20)

According to Itô’s formula,

St

Xt
= S0 +

∫
]0,t]

1
Xu−

dSc
u −

∫
]0,t]

Su−

X2
u−
dXc

u +
∑

0<u≤t

(
Su

Xu
− Su−

Xu−

)

= 1 + (1− δ)
∫

]0,t]

1
Xu−

dSc
u +

∑
0<u≤t

(
Su

Xu
− Su−

Xu−

)
, t ∈ [0, T ] ∩ [0, τ [.
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Because S is non-increasing, so is (1 − δ)
∫
]0,t]

1
Xu−

dSc
u−. It remains to show

that Su

Xu
≤ Su−

Xu−
, or equivalently,

∆SuXu− ≤ Su−∆Xu. (3.21)

But ∆Xu =δI{Su−>0}
Xu−
Su−

∆Su, and Xu− ≥ 0, ∆Su ≤ 0, so relation (3.21) holds.
As observed in Subsection 2.3, if τ ≤ T and Sτ− = 0, then Λτ− = ∞. In

this case, Yτ− = −∞. Consequently, Xτ− might be 0. However, X is positive
on [0, τ [ and S

X is non-increasing there. With κt , 0 for τ ≤ t ≤ T , we see that
κ is non-increasing on all of [0, T ]. Because S and κ are non-increasing, (3.18)
implies (3.19).

By an argument analogous to (3.7), we see that RMV [C, δ] given by (3.18)
satisfies

RMVu−[C, δ] = I{Su−>0}
1

βuκu−
E

[∫
[u,T ]

βvκvdCv

∣∣∣∣∣Fu

]
. (3.22)

We compute the right-hand side of (3.16) using (3.22) and (3.20):

I{St>0}

βtSt
E

[∫
]t,T ]

βuSudCu − δ

∫
]t,T ]

βuRMVu−[C, δ] dSu

∣∣∣∣∣Ft

]

=
I{St>0}

βtSt
E

[∫
]t,T ]

βuSudCu

∣∣∣∣∣Ft

]
−

I{St>0}

βtSt
E

[
δ

∫
]t,T ]

I{Su−>0}
1
κu−

× E

[∫
[u,T ]

βvκvdCv

∣∣∣∣∣Fu

]
dSu

∣∣∣∣∣Ft

]

=
I{St>0}

βtSt
E

[∫
]t,T ]

βuSudCu

∣∣∣∣∣Ft

]

−
I{St>0}

βtSt
E

[
δ

∫
]t,T ]

∫
[u,T ]

I{Su−>0}
1
κu−

βvκvdCvdSu

∣∣∣∣∣Ft

]

=
I{St>0}

βtSt
E

[∫
]t,T ]

βuSudCu

∣∣∣∣∣Ft

]

−
I{St>0}

βtSt
E

[
δ

∫
]t,T ]

∫
]t,v]

I{Su−>0}
1
κu−

βvκvdSudCv

∣∣∣∣∣Ft

]

=
I{St>0}

βtSt
E

[∫
]t,T ]

βuSudCu

∣∣∣∣∣Ft

]

−
I{St>0}

βtSt
E

[∫
]t,T ]

I{Sv>0}
βvSv

Xv
(Xv −Xt)dCv

∣∣∣∣∣Ft

]

= I{St>0}
Xt

βtSt
E

[∫
]t,T ]

I{Sv>0}
βvSv

Xv
dCv

∣∣∣∣∣Ft

]
= RMVt[C, δ].
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Hence, RMV [C, δ] defined by (3.18) satisfies (3.16).
It remains to prove uniqueness under the assumption that δ ∈]0, 1[ and

CT ≤ K <∞ almost surely for some constant K. The boundedness of CT and
(3.19) imply the boundedness of βRMV [C, δ]. Suppose V̂ is another process for
which βV̂ is bounded and which satisfies (3.16). Then

βt(RMV [C, δ]t−V̂t) = δ
I{St>0}

St
E

[∫
]t,T ]

βu

(
RMV [C, δ]u− − V̂u−

)
(−dSu)

∣∣∣∣∣Ft

]
.

With Kt , ess supω∈Ω supt≤u≤T βu

∣∣RMV [C, δ]u − V̂u

∣∣, this implies

βt

∣∣RMV [C, δ]t − V̂t

∣∣ ≤ δKt

I{St>0}

St
E

[∫
]t,T ]

(−dSu)

∣∣∣∣∣Ft

]
≤ δKt. (3.23)

But then we have βu

∣∣RMV [C, δ]u − V̂u

∣∣ ≤ δKu ≤ δKt, u ∈ [t, T ], which yields
Kt ≤ δKt. Because δ < 1, this inequality implies Kt = 0.

Remark 3.7 A simple example of non-uniqueness in (3.16) arises if we take
δ = 1 and assume ST = 0 almost surely. If V̂ solves (3.16), then V̂ + c

βt
I{St>0}

does as well for any constant c
However, if δ = 1, (3.9), (3.10) and (2.4) imply St = Xt for all t. Therefore

κt = 1, 0 ≤ t < τ and RMV [C, δ]t given by (3.18) is I{St>0}NDPt[C]. This is
the “right” price, the one corresponding to our expectation that if full market
value is recovered upon default, then conditioned on no default prior to date t,
the date-t price of the contingent claim is the no-default price. ♦

Remark 3.8 Proposition 3.6 generalizes a theorem of [14], who considered only
the intensity-based reduced-form model but allowed δ to be an {Ft}-predictable
process. A straight-forward modification of the proof of Proposition 3.6 shows
that it is still valid in the case of an {Ft}-predictable process δ.

Remark 3.9 An Itô formula calculation reveals that for 0 ≤ t ≤ u ≤ T ,

log
(

I{Su>0}
S1−δ

u

κu

)
= log

(
I{St>0}

S1−δ
t

κt

)
(3.24)

+
∑

t<v≤u

[
log
(

1 + I{Sv−>0}
δ∆Sv

Sv−

)
− δ log

(
1 + I{Sv−>0}

∆Sv

Sv−

)]
.

In particular, if S is continuous (but not necessarily absolutely continuous, i.e.,
not necessarily given in terms of an intensity process as St = e−

∫ t
0 λudu), we

have κu = S1−δ
u , 0 ≤ u ≤ T , and (3.8) becomes

RMVt[C, δ] = I{St>0}E

[∫
]t,T ]

β(t, u)S1−δ(t, u)dCu

∣∣∣∣∣Ft

]
. (3.25)
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If S is not necessarily continuous, we may use the fact that the summands in
the last term of (3.24) are nonnegative to obtain the first inequality below, so
that

κu

κt
≤ S1−δ

u

S1−δ
t

≤ S1−δ
u

St
≤ (1− δ)Su + δ

St
. (3.26)

If δ = 1, (3.24) with t = 0 implies κu ≡ 1; if δ = 0, (3.24) implies κu = Su,
0 ≤ u ≤ T.

3.5 Comparison of recovery conventions

We recall that

NDPt[C] = E

[∫
]t,T ]

β(t, u)dCu

∣∣∣∣∣Ft

]
, (3.27)

CFPt[C] = I{St>0}E

[∫
]t,T ]

β(t, u)S(t, u)dCu

∣∣∣∣∣Ft

]
, (3.28)

RPVt[C, δ] = CFPt[C + δΛ] (3.29)

+
δI{St>0}

βtSt
E

 ∑
t<u≤T

βuI{Su−>0}
(∆Su)2

Su−

∣∣∣∣∣∣Ft

 ,
RTVt[C, δ] = (1− δ)CFPt[C] + δI{St>0}NDPt[C], (3.30)

RMVt[C, δ] =
I{St>0}

βtκt
E

[∫
]t,T ]

βuκudCu

∣∣∣∣∣Ft

]
. (3.31)

These formulas lead immediately to the following proposition.

Proposition 3.10 (Linearity) Suppose C(1) and C(2) are contingent claims
and γ1, γ2 are nonnegative numbers. Then

NDP [γ1C
(1) + γ2C

(2)] = γ1NDP [C(1)] + γ2NDP [C(2)],
CFP [γ1C

(1) + γ2C
(2)] = γ1CFP [C(1)] + γ2CFP [C(2)],

RPV [γ1C
(1) + γ2C

(2), (γ1 + γ2)δ] = γ1RPV [C(1), δ] + γ2RPV [C(2), δ],
RTV [γ1C

(1) + γ2C
(2), δ] = γ1RTV [C(1), δ] + γ2RTV [C(2), δ],

RMV [γ1C
(1) + γ2C

(2), δ] = γ1RMV [C(1), δ] + γ2RMV [C(2), δ].

Note that in contrast to the last two equations,

RPV [γ1C
(1) + γ2C

(2), δ] = γ1RPV [C(1), δ] + γ2RPV [C(2), δ]
+(1− γ1 − γ2)δCFP (Λ).

In particular,

RPV [C(1) + C(2), δ] ≤ RPV [C(1), δ] +RPV [C(2), δ];
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when recovering a bullet payment δ, it is better to divide C(1) + C(2) into two
claims, each of which will recover δ. From (3.26) we also have

RMV [C, δ] ≤ RTV [C, δ], (3.32)

with equality if δ = 1 or δ = 0.

Proposition 3.11 For any contingent claim C, we have

CFP [C] ≤ RMV [C, δ] ≤ RTV [C, δ] ≤ NDP [C, δ].

Proof: The first inequality follows from the fact that S(u, t) ≤ 1 for t ≤ u ≤ T ,
and hence S(u, t) ≤ S1−δ(u, t). The second inequality is (3.32). The third
inequality is a consequence of CFP [C] ≤ NDP [C] and (3.30). ♦

Proposition 3.12 Assume S is continuous. For any contingent claim C, the
following are equivalent:

RTV0[C, δ] ≤ RPV0[C, δ] ∀δ ∈ [0, 1], (3.33)
NDP0[C] ≤ CFP0[C + Λ], (3.34)
RTV0[C, 1] ≤ RPV0[C, 1]. (3.35)

Proof: Since

RPV0[C, δ]−RTV0[C, δ] = CFP0[C + δΛ]− (1− δ)CFP0[C]− δNDP0[C]
= δ

(
CFP0[C + Λ]−NDP0[C]

)
,

relations (3.33) and (3.34) are equivalent. Furthermore, RTV0[C, 1] = NDP0[C]
and RPV0[C, 1] = CFP0[C + Λ], so (3.34) and (3.35) are also equivalent. ♦

Remark 3.13 Condition (3.34) tells us that whenever Λ is high enough so that
the contingent claim C +Λ with default risk and zero recovery is more valuable
than the no-default price of C, then the price of C with recovery of par is greater
than the price with recovery of treasury. Moreover, condition (3.35) says that
this situation prevails if and only if it prevails for δ = 1. Finally, because for
a zero-coupon bond with face value 1, recovery of par with δ = 1 results in a
recovery payment at least as large as recovery of treasury, the inequalities in
Proposition 3.12 hold for such bonds.

4 Martingale representation

According to Remark 2.7, the gain process G given by (2.15) for the defaultable
contingent claim (C,Z) may be regarded as an asset, and the discounted gain
process is an {Ht}-martingale. Using general martingale representation results
due to Jacod [23] (see Kusuoka [31], Theorem 3.2 for the application here; related
representations appear in Hugonnier [22], Jeanblanc & Rutkowski [27], [28]), one
can show that this martingale has a stochastic integral representation. Rather
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than directly appeal to these results, we work out the details of the construction
implicit in them in order to identify the integrand for the martingale M .

This martingale representation is a first step toward developing hedges for
defaultable securities. Greenfield [18] carries this process to its conclusion, con-
structing hedges for defaultable derivative securities in a model in which mar-
ket risk and credit risk are independent under the risk-neutral measure. The
primary instruments in these hedges are default-free zero-coupon bonds, de-
faultable zero-coupon bonds, and “tail options,” which are options to receive a
no-default version of the defaultable derivative security being hedged.

Theorem 4.1 (Martingale representation) The discounted gain process βG
may be decomposed as

βt∧τGt∧τ = G0 +
∫

]0,t∧τ ]

βuϕudMu +Nt∧τ , 0 ≤ t ≤ T, (4.1)

where
ϕu = Zu − CFPu−[C]−DRPu[Z] (4.2)

is an {Ft}-predictable process, N is an {Ft}-local-martingale, and M is the
{Ht}-martingale of (2.12).

The integrand ϕ in Theorem 4.1 can be understood as follows. In the event
of default at time u, the contingent claim (C,Z) receives recovery Zu and loses
the promise of future cash flow, a promise whose value is CFPu−[C] because it
includes the cash flow at time u, and also loses the prospect of future recovery,
a prospect whose value is DRPu[Z].

If we have a second contingent claim (D,Y ) with expiration date T ′ ≤ T ,
the same default time τ , and with gain process denoted GD,Y , then Theorem
4.1 implies that with ϕ̃u = Yu − CFPu−[D] −DRPu[Y ], there exists an {Ft}-
local-martingale Ñ such that

βtG
D,Y
t = GD,Y

0 +
∫

]0,t]

βuϕ̃udMu + Ñt, 0 ≤ t ≤ T ′ ∧ τ.

If ϕu is nonzero whenever ϕ̃u is nonzero, we can solve (4.1) for βuϕ̃udMu in
terms of d(βG) and dN and, under mild integrability conditions on I{ϕt 6=0}

ϕ̃t

ϕt
,

we can represent βGD,Y in terms of βG, the {Ft}-local-martingales N and Ñ ,
and the {Ft}-predictable processes ϕ and ϕ̃:

βt∧τG
D,Y
t∧τ = GD,Y

0 +
∫

]0,t∧τ ]

I{ϕu 6=0}
ϕ̃u

ϕu
d(βuGu)−

∫
]0,t∧τ ]

I{ϕu 6=0}
ϕ̃u

ϕu
dNu+Ñt∧τ .

Moreover, we have a formula for the hedge ratio I{ϕu 6=0}
ϕ̃u

ϕu
. If there are sufficient

default-free assets in the market to permit hedging of the d sources of uncer-
tainty inherent in the d-dimensional driving Brownian W , then the defaultable
contingent claim (D,Y ) can be replicated by dynamically trading these assets,
the money market, and the defaultable contingent claim (C,Z).
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The proof of Theorem 4.1 requires the following lemma, which is almost
Proposition 3.4 of [16]. Unlike [16], we permit St to be zero and we do not
assume X is an {Ft}-predictable process.

Lemma 4.2 Let X(ω, t) be a nonnegative, FT × B[0, T ]-measurable function,
where B[0, T ] denotes the Borel σ-algebra in [0, T ]. We use the notation Xv =
X(ω, v), Xτ = X

(
ω, τ(ω)

)
. For s, t ∈ [0, T ], define Ys,t , E[Xs|Ft]. Then

E
[
Xτ I{τ≤T}

∣∣Ht

]
= −JtE

[∫
]t,T ]

XvdSv

∣∣∣∣∣Ft

]
+HtYτ,t, 0 ≤ t ≤ T, (4.3)

where Jt , I{St>0}
1−Ht

St
is defined in (2.10).

Proof: Because nonnegative random variables can be approximated by simple
random variables, it suffices to show that (4.3) holds whenever X = IA is the
indicator of an FT × B[0, T ]-measurable set A. For this we use Dynkin’s π-λ
theorem (e.g., [4], p. 37).

Let L be the collection of all sets A ∈ FT ×B[0, T ] for which (4.3) is satisfied
by X = IA. If A = Ω so that X ≡ 1, then (4.3) reduces to E[HT |Ht] =
−JtE[ST |Ft]+1, and this equation can be verified by taking the Ht conditional
expectation on both sides of (2.11). It follows that Ω ∈ L. This fact and the
linearity of (4.3) implies that L is closed under complementation. Finally, if
A1, A2, . . . is a sequence of disjoint sets in L, then ∪∞n=1An is also in L. Hence,
L is a λ-system.

We next define P to be the collection of all sets of the form A×]t1, t2],
where A ∈ FT and 0 ≤ t1 ≤ t2 ≤ T . This collection is closed under pairwise
intersection (a π-system), and it generates the σ-algebra FT ×B[0, T ]. We show
that P ⊂ L, and then appeal to the π-λ theorem to assert that every set in
FT × B[0, T ] is in L. To show that P ⊂ L, we fix t in (4.3) and consider
X = IAI]t1,t2]. We need only consider the cases 0 ≤ t1 ≤ t2 ≤ t and t ≤ t1 ≤
t2 ≤ T ; the case X = IAI]t1,t2] for 0 ≤ t1 ≤ t ≤ t2 ≤ T can then be gotten
from the decomposition X = IAI]t1,t] + IAI]t,t2]. For 0 ≤ t1 ≤ t2 ≤ t, we have
Ys,t = I]t1,t2](s)E[IA|Ft], and the right-hand side of (4.3) becomes

−JtE

[
IA

∫
]t,T ]

I]t1,t2](u)dSu

∣∣∣∣∣Ft

]
+HtI]t1,t2](τ)E[IA|Ft] = I]t1,t2](τ)E[IA|Ft],

which agrees with the left-hand side.
It remains to prove (4.3) when X = IAI]t1,t2] with t ≤ t1 ≤ t2 ≤ T and

A ∈ FT . For such an X, we have Ys,t=0 when 0 ≤ s ≤ t, and hence HtYτ,t = 0.
To prove (4.3), it suffices then to show

E
[
IBIAI]t1,t2](τ)I{τ≤T}

]
= −E

[
IBJtE

[
IA

∫
]t,T ]

I]t1,t2](v)dSv

∣∣∣∣∣Ft

]]
(4.4)
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for every set B ∈ Ht. We first do this for sets B ∈ Ft. For such a set, starting
with the right-hand side of (4.4) and using (2.2), we have

−E

[
IBJtE

[
IA

∫
]t,T ]

I]t1,t2](v)dSv

∣∣∣∣∣Ft

]]
= E

[
IBJtE[IA(St1 − St2)|Ft]

]
= E

[
IBJtE[IAE(St1 − St2 |FT )|Ft]

]
= E

[
IBJtE[IAI]t1,t2](τ)|Ft]

]
= E

[
IBE[Jt|Ft]E[IAI]t1,t2](τ)|Ft]

]
.

According to (2.5), E[Jt|Ft] = 1 on the set {St > 0}. On the set {St = 0}, we
still have E[Jt|Ft]E[IAI]t1,t2](τ)|Ft] = E[IAI]t1,t2](τ)|Ft] because both sides are
zero. Therefore,

−E

[
IBJtE

[
IA

∫
]t,T ]

I]t1,t2](v)dSv

∣∣∣∣∣Ft

]]
= E

[
IBIAI]t1,t2](τ)

]
= E

[
IBIAI]t1,t2](τ)I{τ≤T}

]
,

and we have obtained the left-hand side of (4.4).
The collection of sets B ∈ Ht for which (4.4) holds is a λ-system. We

have just shown that Ω belongs to this collection, and because of the linearity
of (4.4), this collection is closed under complementation and disjoint unions.
Furthermore, the collection of sets B = C ∩ {τ ≤ s}, where C ∈ Ft and
0 ≤ s ≤ t, together with the collection of sets B ∈ Ft, forms a π-system which
generates Ht. Equation (4.4) holds for every set in this π-system. We have
already established this for sets B ∈ Ft. For sets B = C ∩ {τ ≤ s} with
0 ≤ s ≤ t, both sides of (4.4) are zero. The Dynkin π-λ system theorem implies
that (4.4) holds for every B ∈ Ht. ♦

Proof of Theorem 4.1: We observe from (2.16) that if τ ≤ T , then

βTGT = βτGτ =
∫

]0,τ [

βudCu + βτZτ ,

whereas if τ > T , then βTGT =
∫
]0,T ]

βudCu. Combining these two observations,
we obtain the formula

βTGT = βT∧τGT∧τ =
∫

]0,T ]

βudCu + I{τ≤T}

(
−
∫

[τ,T ]

βudCu + βτZτ

)
= X + I{τ≤T}Xτ ,

where X ,
∫
]0,T ]

βudCu, Xt , −
∫
[t,T ]

βudCu + βtZt.
We define the {Ft}-martingales

Rt , E[X|Ht] = E[X|Ft],

Qt , E

[∫
]0,T ]

βuSudCu −
∫

]0,T ]

βuZudSu

∣∣∣∣∣Ft

]
.

22



Because βG is an {Ht}-martingale (see (2.16)), Lemma 4.2 implies

βtGt = E[X|Ht] + E[I{τ≤T}Xτ |Ht] = Rt − JtE

[∫
]t,T ]

XudSu

∣∣∣∣∣Ft

]
+HtYτ,t,

(4.5)
where

Ys,t , E[Xs|Ft] = −Rt +
∫

]0,s[

βudCu + βsZs, 0 < s ≤ t ≤ T. (4.6)

Using (3.12) to justify the second equality below, we compute

E

[∫
]t,T ]

XudSu

∣∣∣∣∣Ft

]

= E

[
−
∫

]t,T ]

∫
[u,T ]

βvdCvdSu

∣∣∣∣∣Ft

]
+ E

[∫
]t,T ]

βuZudSu

∣∣∣∣∣Ft

]

= βtStNDPt[C]− βtSt CFPt[C] + E

[∫
]t,T ]

βuZudSu

∣∣∣∣∣Ft

]
(4.7)

= StE

[∫
]t,T ]

βudCu

∣∣∣∣∣Ft

]
− E

[∫
]t,T ]

βuSudCu

∣∣∣∣∣Ft

]

+E

[∫
]t,T ]

βuZudSu

∣∣∣∣∣Ft

]

= St

(
Rt −

∫
]0,t]

βudCu

)
−Qt +

∫
]0,t]

βuSudCu −
∫

]0,t]

βuZudSu.

Substituting (4.6) and (4.7) into (4.5), we obtain

βtGt = −Jt

(
−Qt +

∫
]0,t]

βuSudCu −
∫

]0,t]

βuZudSu

)

+(1−Ht)
∫

]0,t]

βudCu +Ht

(∫
]0,τ [

βudCu + βτZτ

)
.
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We may rewrite this using Itô’s product rule (Lemma 2.2) as

βtGt = G0 +
∫

]0,t]

Ju−dQu +
∫

]0,t]

QudJu

−
∫

]0,t]

JuβuSudCu −
∫

]0,t]

∫
]0,u[

βvSvdCvdJu

+
∫

]0,t]

Ju−βuZudSu +
∫

]0,t]

∫
]0,u]

βvZvdSvdJu (4.8)

+
∫

]0,t]

(1−Hu)βudCu −
∫

]0,t]

∫
]0,u[

βvdCvdHu

+
∫

]0,t]

∫
]0,u[

βvdCvdHu +
∫

]0,t]

βuZudHu

= G0 +
∫

]0,t]

Ju−dQu +
∫

]0,t]

βuZudMu +
∫

]0,t]

ψudJu,

where

ψu ,

(
Qu −

∫
]0,u[

βvSvdCv +
∫

]0,u]

βvZvdSv

)
.

We note that

I{Su=0}ψu = I{τ≤u}E

[∫
[u,T ]

βvSvdCv −
∫

]u,T ]

βvZvdSv

∣∣∣∣∣Fu

]

= E

[
I{τ≤u}

(∫
[u,T ]

βvSvdCv −
∫

]u,T ]

βvZvdSv

)∣∣∣∣∣Hu

]
= 0

because Sv = 0 for v ∈ [τ , T ]. Recalling (2.13), we conclude that∫
]0,t]

ψudJu =
∫

]0,t]

I{Su>0}ψudJu+
∫

]0,t]

I{Su=0}ψudJu =−
∫

]0,t]

I{Su>0}
ψu

Su
dMu.

Substitution of this into (4.8) gives (4.1) with

Nt∧τ ,
∫

]0,t∧τ ]

Ju−dQu =
∫

]0,t∧τ ]

I{Su−>0}
1
Su−

dQu (4.9)

ϕu , Zu +
1
βu

E

[
I{Su>0}

1
Su

(
−
∫

[u,T ]

βvSvdCv +
∫

]u,T ]

βvZvdSv

)∣∣∣∣∣Fu

]
.(4.10)

From (4.10), (3.3) and (3.4), we obtain (4.2). ♦

5 Default-prone term structure

The price of a default-risk-free zero-coupon bond paying $1 at maturity T is

P (t, T ) , E[β(t, T )|Ft] = NDPt[I[T,T ]], 0 ≤ t < T ≤ T .
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In this section, we consider the term structure associated with a set of default-
able zero-coupon bonds with different maturities but simultaneous default. We
assume P{ST > 0} = 1 throughout.

5.1 Defaultable zero-coupon bonds

Consider a family of defaultable zero-coupon bonds, indexed by maturity T ∈
]0, T ]. For each maturity T , {Z(t, T ); 0 ≤ t ≤ T} is a recovery process satisfying
Assumption 2.5. For 0 ≤ t ≤ T ≤ T , we define

PZ(t, T ) , E

[
β(t, T )I{τ>T} +

∫
]t,T ]

β(t, u)Z(u, T )dHu

∣∣∣∣∣Ht

]
.

For 0 ≤ t < T , this is the price of a defaultable bond promising $1 at maturity
T and paying recovery Z(τ, T ) in the event of default at time τ ≤ T (see
(2.14)). According to the Price Representation Theorem 2.8, PZ(t, T ) = (1 −
Ht)P̂Z(t, T ) for 0 ≤ t < T , where

P̂Z(t, T ) ,
1

βtSt
E

[
βTST −

∫
]t,T ]

βuZ(u, T )dSu

∣∣∣∣∣Ft

]
, 0 ≤ t ≤ T. (5.1)

Because P{ST > 0} = 1, we have P̂Z(t, T ) > 0 and can define the recovery ratio

ρZ(t, T ) ,
Z(t, T )

P̂Z(t, T )
. (5.2)

We assume throughout that ρZ(t, T ) takes values in [0, 1], i.e., 0 ≤ Z(t, T ) ≤
P̂Z(t, T ) for 0 ≤ t ≤ T ≤ T .

Theorem 5.1 For each T , there is an {Ft}-predictable, d-dimensional volatil-
ity vector σZ(t, T ) such that

dP̂Z(t, T )

P̂Z(t, T )
= rtdt+

(
1− ρZ(t, T )

)
dΛt + σZ(t, T ) · dWt, 0 ≤ t ≤ T. (5.3)

Proof: We define the {Ht}- and {Ft}-martingale

Q(t, T ) , E

[
βTST −

∫
]0,T ]

βuZ(u, T )dSu

∣∣∣∣∣Ft

]
.

According to (5.1), Q(t, T )+
∫
]0,t]

βuZ(u, T )dSu = βtStP̂
Z(t, T ), and Itô’s prod-

uct rule (Lemma 2.2) implies

dQ(t, T ) + βtZ(t, T )dSt

= St−d
(
βtP̂

Z(t, T )
)

+ βtP̂
Z(t, T )dSt

= −rtβtSt−P̂
Z(t, T )dt+ βtSt−dP̂

Z(t, T ) + βtP̂
Z(t, T )dSt,
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which, divided by βtSt−, becomes

dP̂Z(t, T ) = P̂Z(t, T )
(
rtdt+ (1− ρZ(t, T )dΛt)

)
+

1
βtSt−

dQ(t, T ). (5.4)

Being an {Ft}-martingale, Q(t, T ) has an Itô integral representation

Q(t, T ) = Q(0, T ) +
∫ t

0

γZ(u, T ) · dWu (5.5)

for some d-dimensional {Ft}-predictable process γZ(t, T ). We set σZ(t, T ) =
γZ(t,T )

βtSt−P̂ Z(t,T )
, and then substitution of (5.5) into (5.4) yields (5.3). ♦

For integrable random variables X and Y , the conditional covariance is

Cov[X,Y |Ft] , E
[(
X − E[X|Ft]

)(
Y − E[Y |Ft]

)∣∣Ft

]
= E[XY |Ft]− E[X|Ft] · E[Y |Ft].

We denote by P̂CFP (t, T ) the price of a zero-coupon bond promising $1 at time
T under the cash flow premium (CFP ) convention (i.e., zero recovery), and
use analogous notation for the other three conventions, recovery of par value
(RPV ), recovery of treasury value (RTV ) and recovery of market value (RMV ).

Proposition 5.2 For δ ∈ [0, 1] constant, we have

P̂CFP (t, T ) = E[S(t, T )|Ft] · E[β(t, T )|Ft] + Cov[S(t, T ), β(t, T )|Ft], (5.6)

P̂RTV (t, T ) = δP (t, T ) + (1− δ)P̂CFP (t, T ). (5.7)

If S is nonrandom (but possibly discontinuous), then

P̂RPV (t, T ) = P (t, T )S(t, T )− δ

St

∫ T

t

P (t, u)dSu. (5.8)

If S is continuous (but possibly random), then

P̂RMV (t, T ) = E
[
β(t, T )S1−δ(t, T )

∣∣Ft

]
(5.9)

≤ δP (t, T ) + (1− δ)P̂CFP (t, T ).

Proof: Equations (5.6), (5.7) and (5.8) follow from (5.1), (3.6) and (3.5),
respectively. To obtain (5.9), we first use (3.25) and then the inequality

s1−δ ≤ δ + (1− δ)s, 0 ≤ s ≤ 1. (5.10)

Remark 5.3 Under the recovery of treasury convention, the recovery ratio is

ρRTV (t, T ) =
δP (t, T )

P̂RTV (t, T )
=

δP (t, T )

δP (t, T ) + (1− δ)P̂CFP (t, T )
. (5.11)
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If S is nonrandom, then the recovery ratio under the recovery of par value con-
vention is ρRPV (t, T ) = δ

P̂ RP V (t,T )
. One way to ensure this is in [0, 1] is to

assume that P (0, T )S(T ) ≥ δ, since P̂RPV (t, T ) ≥ P (0, T )S(T ). If S is contin-
uous, then the recovery ratio under the recovery of market value convention is
ρRMV (t, T ) = δ. Only in the case of recovery of market value is the recovery
ratio independent of the maturity variable T . ♦

Proposition 5.2 allows us to estimate the probability of default under the
martingale measure P from bond prices under the different recovery conventions.

Corollary 5.4 Assume S and β are independent. Then

P{τ > T} =
P̂CFP (0, T )
P (0, T )

=
1

1− δ

[
P̂RTV (0, T )
P (0, T )

− δ

]
. (5.12)

It S is nonrandom (but possibly discontinuous), then

P{τ > T} = exp

{
− 1

1− δ

∫ T

0

dP (0, u)
P (0.u)

}
(5.13)

+
1

1− δ

∫ T

0

exp

{
−
∫ T

t

dP (0, u)
P (0, u)

}
· dP̂

RPV (0, t)
P (0, t)

.

If S is continuous (but possibly random), then

P{τ > T} ≥ 1
1− δ

[
P̂RMV (0, T )
P (0, T )

− δ

]
. (5.14)

Proof: Recalling that P{τ > T} = ESt, we see that (5.12) and (5.14) follow
immediately from (5.6), (5.7) and (5.9), respectively. It remains to prove (5.13).
Because ru is nonnegative for all u, P (0, t) = Ee−

∫ t
0 rudu is nondecreasing in t.

Defining

It , exp
{

1
1− δ

∫ t

0

dP (0, u)
P (0, u)

}
,

we have dIt = ItdP (0, t)/(1 − δ)P (0, t). From (5.8) we see that (Lemma 2.2)
dP̂RPV (0, t) = (1− δ)P (0, t)dSt + St−dP (0, t), which implies d(ItSt) = ItdSt +
St−dIt = ItdP̂ RP V (0,t)

(1−δ)P (0,t) . Integration yields ITST = 1+ 1
1−δ

∫ T

0
It

dP̂ RP V (0,t)
P (0,t) , which

is (5.13). ♦

Remark 5.5 Inequality (5.10) is sharp for s near 1, and hence (5.9) is sharp
for S(t, T ) near 1. This is typically the case, since S(t, T ) is the probability of
survival between t and T , given that there has been no default by time t.

27



5.2 Credit spreads

In this subsection, we make the intensity-based reduced-form model assumptions
of Definition 2.1. We define the effective credit spot rate

rZ(t, T ) , rt +
(
1− ρZ(t, T )

)
λt, (5.15)

so that (5.3) becomes

dP̂Z(t, T )

P̂Z(t, T )
= rZ(t, T )dt+ σZ(t, T ) · dWt, 0 ≤ t ≤ T. (5.16)

Theorem 5.6 For the intensity-based reduced-form model of Definition 2.1, we
have

P̂Z(t, T ) = E
[
e−

∫ T
t

rZ(u,T )du
∣∣∣Ft

]
. (5.17)

Proof: Equation (5.16) and Itô’s product rule imply

d
(
e−

∫ t
0 rZ(u,T )duP̂Z(t, T )

)
= e−

∫ t
0 rZ(u,T )duP̂Z(t, T )σZ(t, T ) · dWt,

and hence e−
∫ t
0 rZ(u,T )duPZ(t, T ) is an {Ft}-local-martingale. From (5.1),

e−
∫ t
0 rZ(u,T )duP̂Z(t, T ) ≤ e−

∫ t
0 ruduP̂Z(t, T )

=
1
St

E

[
βTST −

∫
]t,T ]

βuZ(u, T )dSu

∣∣∣∣∣Ft

]

≤ E
[
1 + ( sup

0≤u≤T
βuZ(u, T ))

(
1− ST

St

)∣∣∣∣Ft

]
≤ 1 + E[ sup

0≤u≤T
βuZ(u, T )|Ft].

In light of Assumption 2.5, this last expression is an {Ft}-martingale with the
last element 1 + sup0≤u≤T βuZ(u, T ). Being bounded above by such a martin-
gale, the nonnegative local martingale e−

∫ t
0 rZ(u,T )duP̂Z(t, T ) is itself a martin-

gale. In particular, e−
∫ t
0 rZ(u,T )duP̂Z(t, T ) = E

[
e−

∫ T
0 rZ(u,T )duP̂Z(T, T )

∣∣∣Ft

]
,

and (5.17) follows. ♦

We determine the credit spread under each of the four recovery conventions.
We use the notation rCFP (t, T ) and ρCFP (t, T ) when the recovery process Z
corresponds to the cash flow premium convention of zero recovery, and we use
analogous notation for the other three conventions.
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Proposition 5.7 We have the following spread formulas:

rCFP (t, T )− rt = λt, (5.18)

rRPV (t, T )− rt =

(
1− δ

P̂RPV (t, T )

)
λt, (5.19)

rRTV (t, T )− rt = (1− δ)
P̂CFP (t, T )

P̂RTV (t, T )
λt, (5.20)

rRMV (t, T )− rt = (1− δ)λt. (5.21)

Proof: Equation (5.18) is a trivial consequence of (5.15) because ρCFP (t, T ) =
0. Equation (5.19) is also trivial, the result of setting Z ≡ δ in (5.2). For (5.20),
we first recall (3.6) in the form P̂RTV (t, T ) = δP̂NDP (t, T )+(1−δ)P̂CFP (t, T ).
The recovery process is Zt = δP̂NDP (t, T ). This process is continuous in the
intensity-based reduced-form model, so there is no need to take the left limit.
Substitution of these formulas into (5.2), (5.15) gives the stated result. Finally,
(5.21) comes from the formula Z(t, T ) = δP̂RMV (t, T ), where again there is no
need to take the left limit. ♦

We note that in the four cases of Proposition 5.7, the spreads are typically
random. In the cases of cash flow premium and recovery of market value, they
are independent of maturity T .

5.3 Forward curves

For this section and the next, we shall impose the following condition on the
intensity-based reduced form model of Definition 2.1:

Assumption 5.8 There exist finite constants p > 1, L > 0 and γ > 1 such
that the nonnegative processes rt and λt satisfy the continuity condition

E|rt1 − rt2 |2p + E|λt1 − λt2 |2p ≤ L|t1 − t2|2γ . (5.22)

The processes Z(t, T ) are bounded, uniformly in (t, T ) and ω. For all 0 ≤ t ≤
T ≤ T ∗, ∂

∂T Z(t, T ) exists, and for all T1, T2 ∈ [0, T ], the processes Z(t, T ) and
∂

∂T Z(t, T ) satisfy the continuity and integrability conditions

E
∣∣Z(T1, T1)− Z(T2, T2)

∣∣2p ≤ L|T1 − T2|2γ , (5.23)

sup
t∈[0,T1∧T2]

E
∣∣∣∣ ∂∂T Z(t, T1)−

∂

∂T
Z(t, T2)

∣∣∣∣2p

≤ L|T1 − T2|2γ , (5.24)

sup
t∈[0,T ]

E

∣∣∣∣ ∂∂T Z(t, T )
∣∣∣∣2p

< ∞. (5.25)

Remark 5.9 There is a constant C such that for all a ≥ 0, b ≥ 0,

a2p + b2p ≤ (a+ b)2p ≤ C(a2p + b2p), ap + bp ≤ (a+ b)p ≤ C(ap + bp). (5.26)
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Because r0 and λ0 are constant, (5.22) and (5.26) imply the uniform integrability
condition

sup
t∈[0,T ]

(
E|rt|2p + E|λt|2p

)
≤ sup

t∈[0,T ]

E(rt + λt)2p <∞. (5.27)

Similarly, (5.24), (5.25) and (5.26) imply

sup
t,T∈[0,T ],t≤T

E
∣∣∣∣ ∂∂T Z(t, T )

∣∣∣∣2p

<∞. (5.28)

Theorem 5.10 Under Assumption 5.8, we have

∂

∂T
P̂Z(t, T ) = E

[
− (rT + λT )β(t, T )S(t, T ) + λTβ(t, T )S(t, T )Z(T, T ) (5.29)

+
∫ T

t

λuβ(t, u)S(t, u)
∂

∂T
Z(u, T )du

∣∣∣∣∣Ft

]
, 0 ≤ t ≤ T < T ,

and there is a version of this process which is jointly continuous in (t, T ).

Proof: Define

XT , −(rT +λT )βTST +λTβTSTZ(T, T )+
∫ T

0

λvβvSv
∂

∂T
Z(v, T )dv, 0 ≤ T ≤ T .

We derive a continuity property of X. Recall that β and S are both bounded
between 0 and 1. For 0 ≤ T1 ≤ T2 ≤ T , we may write

|XT2 −XT1 | ≤ βT2ST2

∣∣− rT2 − λT2 + rT1 + λT1

∣∣
+(rT1 + λT1)βT1ST1

(
1− β(T1, T2)S(T1, T2)

)
+λT2βT2ST2

∣∣Z(T2, T2)− Z(T1, T1)
∣∣

+βT2ST2

∣∣Z(T1, T1)(λT2 − λT1)
∣∣

+λT1

∣∣Z(T1, T1)βT1ST1

(
β(T1, T2)S(T1, T2)− 1

)∣∣
+
∫ T1

0

λvβvSv

∣∣∣∣ ∂∂T Z(v, T2)−
∂

∂T
Z(v, T1)

∣∣∣∣ dv
+
∫ T2

T1

λvβvSv

∣∣∣∣ ∂∂T Z(v, T2)
∣∣∣∣ dv ≤

7∑
i=1

Ai,

where

A1 , |rT2 − rT1 |+ |λT2 − λT1 |, A2 , (rT1 + λT1)
∫ T2

T1

(rv + λv)dv,

A3 , λT2

∣∣Z(T2, T2)− Z(T1, T1)|, A4 ,
∣∣Z(T1, T1)

∣∣ · |λT2 − λT1 |,

A5 , λT1 |Z(T1, T1)|
∫ T2

T1

(rv + λv)dv,

A6 ,
∫ T1

0

λv

∣∣∣∣ ∂∂T Z(v, T2)− Z(v, T1)
∣∣∣∣ dv, A7 ,

∫ T2

T1

λv

∣∣∣∣ ∂∂T Z(v, T2)
∣∣∣∣ dv.
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According to (5.26), there is a constant C such that E|XT2−XT1 |p ≤ C
∑7

i=1 EAp
i .

From (5.22) and Hölder’s inequality, EAp
1 ≤

(
EA2p

1

)1/2 ≤
√
L |T2 − T1|γ . From

Jensen’s inequality, Hölder’s inequality, and (5.27), we have

EAp
2 ≤ E

[
(rT1 + λT1)

p(T2 − T1)p

(∫ T2

T1

(rv + λv)
dv

T2 − T1

)p]

≤ E

[
(rT1 + λT1)

p(T2 − T1)p

∫ T2

T1

(rv + λv)p dv

T2 − T1

]

≤ (T2 − T1)p−1E
∫ T2

T1

(rT1 + λT1)
p(rv + λv)pdv

≤ (T2 − T1)p−1

(∫ T2

T1

E(rT1 + λT1)
2pdv

)1/2(∫ T2

T1

E(rv + λv)2pdv

)1/2

≤ C(T2 − T1)p

for some finite constant C. From (5.27), (5.23) and Hölder’s inequality, we have
EAp

3 ≤ C|T2−T1|γ for some finite constant C. Because Z is uniformly bounded,

EAp
4 ≤ CE|λT2 − λT1 |p ≤ C

(
E|λT2 − λT1 |2p

)1/2 ≤ CL|T1 − T2|γ

for some constant C. Because Z is bounded, EAp
5 is bounded by a constant

times EAp
2. Using Jensen’s inequality, Hölder’s inequality, (5.27) and (5.24) on

A6, we obtain

EAp
6 ≤ T p

1 E

(∫ T1

0

λv

∣∣∣∣ ∂∂T Z(v, T2)−
∂

∂T
Z(v, T1)

∣∣∣∣ dvT1

)p

≤ T p−1
1 E

∫ T1

0

λp
v

∣∣∣∣ ∂∂T Z(v, T2)−
∂

∂T
Z(v, T1)

∣∣∣∣p dv

≤ T p−1
1

(∫ T1

0

Eλ2p
T1
dv

)1/2(∫ T1

0

E
∣∣∣∣ ∂∂T Z(v, T2)−

∂

∂T
Z(v, T1)

∣∣∣∣2p

dv

)1/2

≤ C|T1 − T2|γ

for some finite constant C. The argument used to bound EAp
2 shows that EAp

7 ≤
C(T2−T1)p for some finite constant C. We conclude that for all T1, T2 ∈ [0, T ],
E|XT2 −XT1 |p ≤ C|T2 − T1|p∧γ for some constant C

We next define Y (t, T ) , E[XT |Ft] for 0 ≤ t ≤ T , 0 ≤ T ≤ T . For each
fixed T , Y (·, T ) is a martingale with respect to a Brownian filtration, and hence
has a version with paths continuous in t. We choose this version. For fixed T ,
we regard Y (·, T ) as a random variable taking values in the space C[0, T ] of
continuous functions on [0, T ], and we denote by ‖ · ‖∞ the supremum norm on
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this space. We may further regard {Y (·, T ); 0 ≤ T ≤ T} as a C[0, T ]-valued
random process. According to Doob’s maximal martingale inequality,

E‖Y (·, T1)− Y (·, T2)‖p
∞ ≤

(
p

p− 1

)p

E|XT1 −XT2 |p ≤ C|T1 − T2|p∧γ .

The Kolmogorov-Čentsov theorem (e.g., [30], p. 53) extends to C[0, T ]-valued
processes, and implies the existence of a continuous version of {Y (·, T ); 0 ≤ T ≤
T}. In other words, except for a null set of ω ∈ Ω, Y (t, T ) is jointly continuous
in (t, T ), and the continuity in T is uniform over t. We compute∫ T

t

Y (t, u)du = E

[∫ T

t

Xudu

∣∣∣∣∣Ft

]

= E

[
βTSt − βtSt −

∫ T

t

βuZ(u, T )dSu

∣∣∣∣∣Ft

]
= βtSt

(
P̂Z(t, T )− 1

)
,

or equivalently, P̂Z(t, T ) = 1 + 1
βtSt

∫ T

t
Y (t, u)du. Differentiation with respect

to T yields (5.29). ♦

Corollary 5.11 Assume there exist finite constants p > 1, L > 0 and γ > 1
such that the nonnegative processes rt and λt satisfy the continuity condition

E|rt1 − rt2 |4p + E|λt1 − λt2 |4p ≤ L|t1 − t2|4γ . (5.30)

Let δ ∈ [0, 1] be constant. If Z ≡ δ (recovery of par), or Z(t, T ) = δE[β(t, T )|Ft] =
δP (t, T ) (recovery of treasury), or Z(t, T ) = δE[β(t, T )S1−δ(t, T )|Ft] (recovery
of market value; see Example 3.9), then the conclusion of Theorem 5.10 holds.

Proof: We need to verify, under each of the three recovery conventions, that
Assumption 5.8 is satisfied. Condition (5.30) implies (5.22). If Z ≡ δ, then
(5.23)–(5.25) are also clearly satisfied.

The conditions imposed on r by (5.30) ensure that

∂

∂T
P (t, T ) = −E[rTβ(t, T )|Ft],
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and there is a version of this process jointly continuous in (t, T ); this is a special
case of Theorem 5.10 with λ ≡ 0, Z ≡ 0. Furthermore, for 0 ≤ T1 ≤ T2 ≤ T ,

E
∣∣∣∣ ∂∂T P (t, T2)−

∂

∂T
P (t, T1)

∣∣∣∣2p

≤ CE
∣∣E[rT2β(t, T1)

(
1− β(T1, T2)

)∣∣Ft

]∣∣2p + CE
∣∣E[β(t, T1)

∣∣rT1 − rT2

∣∣∣∣Ft

]∣∣2p

≤ CE
[
rT2

(
1− β(T1, T2)

)]2p + CE|rT1 − rT2 |2p

≤ C(T2 − T1)2pE

[∫ T2

T1

rT2rv
dv

T2 − T1

]2p

+ C
(
E|rT1 − rT2 |4p

)1/2
(5.31)

≤ C(T2 − T1)2p−1E

[∫ T2

T1

r2p
T2
r2p
v dv

]
+ C

(
E|rT1 − rT2 |4p

)1/2

≤ C(T2 − T1)2p−1

(∫ T2

T1

Er4p
T2
dv

)1/2(∫ T2

T1

Er4p
v dv

)1/2

+ C
√
L |T1 − T2|2γ

≤ C ′|T1 − T2|2p + C
√
L |T1 − T2|2γ ≤ C ′′|T1 − T2|2(p∧γ).

This establishes (5.24) with γ replaced by p ∧ γ when Z(t, T ) = δP (t, T ). Con-
ditions (5.23) and (5.25) are similarly proved under this recovery convention.

If Z(t, T ) = δE[β(t, T )S1−δ(t, T )|Ft], then replacement of β by βS1−δ in
the argument just given for recovery of treasury shows that again, Z satisfies
conditions (5.23)–(5.25). ♦

Under Assumption 5.8, we define the forward rate for the defaultable bond
in the intensity-based reduced-form model to be

gZ(t, T ) , − ∂

∂T
log P̂Z(t, T ) = −

∂
∂T P̂

Z(t, T )

P̂Z(t, T )
, 0 ≤ t ≤ T ≤ T , (5.32)

where we rely on Theorem 5.10 to choose a version which is jointly continuous
in (t, T ). Integration yields

P̂Z(t, T ) = e−
∫ T

t
gZ(t,u)du, 0 ≤ t ≤ T ≤ T . (5.33)

From (5.29) we have

gZ(t, t) = rt +
(
1− Z(t, t)

)
λt = rt +

(
1− ρZ(t, t)

)
λt. (5.34)

In particular, gZ(t, t) = rZ(t, T ) (see (5.15)) if and only if rZ(t, T ), or equiva-
lently, ρZ(t, T ) is independent of T . This is the case under recovery of market
value (see (5.21)). Under recovery of par, recovery of treasury and recovery of
market value, we have Z(t, t) = δ and gZ(t, t) = rt + (1− δ)λt.

5.4 Compatibility with Heath-Jarrow-Morton model

Heath et. al. [21] construct arbitrage-free zero-coupon bond prices from a model
for forward rates. In this section, we begin with a model for forward rates for

33



defaultable bonds and determine necessary and sufficient conditions for this to
be consistent with the intensity-based reduced-form model of Definition 2.1.

More specifically, let g(t, T ) be a family of forward rates, indexed by T ∈
[0, T ]. For each T , {g(t, T ); 0 ≤ t ≤ T} is an {Ft}-predictable process within
the setting of Subsection 2.1, and as a function of its three variables (t, T, ω), g
is measurable. We model the evolution of forward rates by the Heath-Jarrow-
Morton (HJM) equation

g(t, T ) = g(0, T ) +
∫ t

0

α(v, T )dv +
∫ t

0

ν(v, T ) · dWv, 0 ≤ t ≤ T, (5.35)

and we impose the HJM conditions

(i) g(0, T ) is a nonrandom, measurable function of T ,

(ii) α(t, T, ω) is jointly measurable, the process {α(t, T ); 0 ≤ t ≤ T} is {Ft}-
predictable for every T , and

∫ T

0
|α(t, T )|dt <∞ a. s. for every T ;

(iii) ν(t, T, ω), a d-dimensional vector, is jointly measurable, {ν(t, T ); 0 ≤ t ≤
T} is {Ft}-predictable, and

∫ T

0
‖ν(t, T )‖2dt <∞ a. s. for every T ;

C.2
∫ T

0
|g(0, T )|dt <∞,

∫ T

0

∫ u

0
|α(t, u)|dtdu <∞ a. s.

C.3 The following conditions hold almost surely:∫ t

0

[∫ t

v
νi(v, u)du

]2
dv <∞, i = 1, . . . , d, t ∈ [0, T ],∫ t

0

[∫ T

t
νi(v, u)dv

]2
du <∞, i = 1, . . . , d, t, T ∈ [0, T ],∫ T

t

[∫ t

0
νi(v, u)dWi(v)

]
du is continuous in t for i = 1, . . . , d, T ∈ [0, T ].

Following HJM, we define α∗(t, T ) ,
∫ T

t
α(t, u)du, ν∗(t, T ) ,

∫ T

t
ν(t, u)du. We

assume that the nonnegative local martingale

Qt , exp
{∫ t

0

ν∗(v, T ) · dWv −
1
2

∫ t

0

‖ν∗(v, T )‖2dv
}

(5.36)

is a martingale.
Heath, Jarrow and Morton show that if bond prices are given by the formula

P (t, T ) , e−
∫ T

t
g(t,u)du, then

dP (t, T )
P (t, T )

=
(
g(t, t)− α∗(t, T ) +

1
2
‖ν∗(t, T )‖2

)
dt− ν∗(t, T ) · dWt. (5.37)

We seek an intensity-based reduced-form model, including a family of recovery
processes Z(t, T ), such that P (t, T ) agrees with P̂Z(t, T ) given by (5.1). In this
case, g(t, T ) will agree with gZ(t, T ) of (5.32).
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Theorem 5.12 Let rt be an {Ft}-predictable process and let ρZ(t, T ), defined
for 0 ≤ t ≤ T ≤ T , be jointly measurable and such that ρZ(t, T ) and ρZ(t, t)
are {Ft}-predictable processes for each T . Assume 0 ≤ rt ≤ g(t, t) and 0 ≤
ρZ(t, T ) < 1 for 0 ≤ t ≤ T ≤ T and with

λt ,
g(t, t)− rt
1− ρZ(t, t)

, (5.38)

assume(
ρZ(t, T )− ρZ(t, t)

)
λt = α∗(t, T )− 1

2
‖ν∗(t, T )‖2, 0 ≤ t ≤ T ≤ T . (5.39)

Assume further that

E

[
sup

t∈]0,T ]

e−
∫ t
0 ruduρZ(t, T )P (t, T )

]
<∞ ∀T ∈]0, T ]. (5.40)

Then the intensity-based reduced-form model with r, λ as above and Z(t, T ) ,
ρZ(t, T )P (t, T ) satisfies P̂Z(t, T ) = P (t, T ) for 0 ≤ t ≤ T ≤ T .

Conditions (5.38) and (5.39) are necessary for the intensity-based reduced
form model to be consistent with the HJM model. Indeed, in order for P (t, T )
to agree with P̂Z(t, T ), gZ(t, t) of (5.34) must agree with g(t, t), which is (5.38).
Furthermore, the drift terms in (5.16) and (5.37) must agree, and in the presence
of (5.38), this reduces to (5.39).

In the case that ρZ(t, T ) is independent of T , condition (5.39) reduces to
the usual HJM condition α(t, T ) = ν(t, T )

∫ T

t
ν(t, u)du, 0 ≤ t ≤ T ≤ T . The

necessity of this result was obtained by [15].

Proof of Theorem 5.12: From (5.37)–(5.39) and with rZ(t, T ) defined by
(5.15),

dP (t, T )
P (t, T )

= rZ(t, T )dt− ν∗(t, T ) · dWt.

It follows that e−
∫ t
0 rZ(u,T )duP (t, T ) = P (0, T )Qt, which is an {Ft}-martingale.

In particular,

e−
∫ t
0 rZ(u,T )duP (t, T ) = E

[
e−

∫ T
0 rZ(u,T )du

∣∣∣Ft

]
.

In light of (5.40), Assumption 2.5 is satisfied, and Theorem 5.6 shows that
PZ(t, T ) = P (t, T ). ♦

Remark 5.13 From Theorem 5.12 we see that there are two ways to build
an intensity-based reduced-form model. The first is to construct an intensity
process λt as in Definition 2.1, and adopt a recovery convention. Calibration
is then used to determine λt. The second method is to build an HJM model
for default-free forward rates, build a second HJM model (5.35) for defaultable
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forward rates, and adopt a recovery convention. These two HJM models are then
calibrated to market data. The models must be constructed so that g(t, t)−rt ≥
0, i.e., the spread for credit risk must be nonnegative, and so that ρZ(t, t) < 1,
i.e., recovery is less than 100%. Then the intensity of default λt is no longer
exogenous; it is given by (5.38). The defaultable bond volatility σZ(t, T ) in
(5.16) is −ν∗(t, T ) of (5.37). Finally, condition (5.39) must be satisfied.

Condition (5.39) is substantial. Since it holds with both sides equal to zero
when T = t, it is equivalent to the equation obtained by differentiating both
sides with respect to T :

α(t, T )− ν(t, T ) ·
∫ T

t

ν(t, u) du =
∂

∂T
ρZ(t, T ). (5.41)

Under the recovery of market value convention, ρZ(t, T ) = δ and (5.41) gives the
risk-neutral defaultable forward rate drift formula α(t, T ) = ν(t, T )·

∫ t

0
ν(t, u)du,

the same formula obtained by Heath, Jarrow and Morton for default-free forward
rates. In this case, one builds the defaultable HJM model by choosing only
ν(t, T ) and the recovery fraction δ.

Under the recovery of treasury value convention used in Chapter 13 of [3],
(5.41) becomes

α(t, T )− ν(t, T ) ·
∫ T

t

ν(t, u) du

= δ
∂

∂T

( P (t, T )

P
RTV

(t, T )

)
(5.42)

= δ
(
g(t, T )− f(t, T ))e

∫ T
t

(g(t,u)−f(t,u))du, 0 ≤ t ≤ T ≤ T ,

where f(t, T ) is the default-free forward rate given by an equation of the form

f(t, T ) = f(0, T ) +
∫ t

0

β(v, T ) dv +
∫ t

0

γ(v, T ) · dWv, 0 ≤ t ≤ T. (5.43)

In order to avoid arbitrage among the default-free bonds, we must have

β(t, T ) = γ(t, T ) ·
∫ T

0

γ(t, u)du, 0 ≤ t ≤ T ≤ T . (5.44)

It is not apparent how to choose α(t, T ), ν(t, T ) and γ(t, T ) to satisfy (5.42),
(5.43) and (5.44). The situation with recovery of par value is likewise unpleasant.

Finally, regardless of the recovery convention, we see that the only way to
force λt = g(t, t) − rt (Assumption HJM.6 in Section 13.1 of [3]) is to choose
ρZ(t, t) = 0. In other words, recovery at the maturity date must be zero.
Absent this situation, the intensity of default λt must strictly exceed the spread
g(t, t)− rt. ♦
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