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Abstract

Sample path Large Deviation Principles (LDP) of the Freidlin-Wentzell
type are derived for a class of diffusions which govern the price dynamics
in common stochastic volatility models from Mathematical Finance. LDP
are obtained by relaxing the non-degeneracy requirement on the diffusion
matrix in the standard theory of Freidlin and Wentzell. As an application,
a sample path LDP is proved for the price process in the Heston stochastic
volatility model.

Using the sample path LDP for the Heston model, the problem is
considered of selecting an importance sampling change of drift, for both
the price and the volatility, which minimize the variance of Monte Carlo
estimators for path dependent option prices. An asymptotically optimal
change of drift is identified as a solution to a two dimensional variational
problem. The case of the arithmetic average Asian put option is solved in
detail.
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1 Introduction

Sample path Large Deviations Principles (LDP) yield approximations for the
probability that the path of a random process lies in a particular set of paths.
The LDP results of Freidlin & Wentzell (1984) concern the family of diffusions

dXε
t = b(Xε

t )dt +
√

εσ(Xε
t )dWt,
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for b, σ bounded, Lipschitz functions and small ε > 0. As ε ↓ 0 LDP estimates
are of the form

lim
ε↓0

ε log P (Xε ∈ A) = − inf
x∈A

I(x),

where A is a set of paths and I the rate function governing the sample path
LDP for X. This paper derives sample path LDP1 for a class of diffusions
which govern the price dynamics in common stochastic volatility models from
Mathematical Finance. In a typical stochastic volatility model, the asset price
S and volatility v evolve according to

dSt

St
= rdt +

√
vtdWt,

dvt = b(vt)dt + σ(vt)dBt,

(1.1)

where r is the interest rate and W,B are standard Brownian motions with
d〈W,B〉t = ρdt. By taking the orthogonal decomposition W = ρB + ρ̄Z where

Z is a standard Brownian motion independent of B and ρ̄ =
√

1 − ρ2 it follows
that the dynamics for S are governed by the two dimensional diffusion

dvt = b(vt)dt + σ(vt)dBt,

dYt = ρ̄
√

vtdZt,
(1.2)

in the sense that, up to a mild restriction upon σ, S is a continuous function of
{v, Y } on [0, T ]2.

Since the square root function is both degenerate and non locally Lipschitz
the standard theory of Freidlin-Wentzell does not apply to the process in (1.2).
Thus, in order to derive LDP for the price process S, it is first necessary to
derive LDP for two dimensional diffusions of the form

dXt = b(Xt)dt + σ(Xt)dBt,

dYt = f(Xt)dZt,
(1.3)

where it is assumed a LDP holds for X but the function f is not required to
be locally Lipschitz and non-degenerate on the state space of X. The results of
Donati-Martin, Rouault, Yor & Zani (2004) show this assumption is valid in the
model of Heston (1993). It is also valid in the model of Hull & White (1987).

If a LDP exists for {X,Y } in (1.3) or correspondingly for {v, Y } in (1.2) then,
aside from some minor technicalities, a LDP for S follows via the Contraction
Principle. The technicalities arise when introducing the parameter ε into the
stochastic differential equation (SDE) for {S, v}. They concern integrability
requirements upon v and must be handled on a case by case basis. Here, the
details are worked out for the Heston (1993) model but the results extend to
other models as well (e.g. Hull & White (1987)).

1When there is no risk of confusion, “LDP” will replace “sample path LDP”
2The restriction upon σ is that

R ·

0
ρ
√

vsdBs is almost surely a continuous function of v on
[0, T ]
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The use of LDP is widespread in Mathematical Finance. For an overview,
see Pham (2007). With respect to sample path LDP and option pricing, the
small time estimates for the transition kernel of a diffusion first obtained by
Varadhan (1967) have been used to derive asymptotic formulae for the implied,
local and effective volatilities near expiry for call options. For example, Avel-
laneda, Boyer-Olson, Busca & Friz (2003) and Avellaneda, Boyer-Olson, Busca
& Friz (2002) consider index options in a local volatility model and Berestycki,
Busca & Florent (2004) consider the effective volatility in a general stochastic
volatility framework.

The application of sample path LDP considered here concerns importance
sampling for pricing path dependent options where the underlying price evolves
according to (1.1) under a given probability measure P . The option price takes
the form

EP [G(S)] , (1.4)

where G is a non-negative functional of the entire path of S on a time interval
[0, T ]. In most situations computing (1.4) requires Monte Carlo simulation:
sampling paths of S according to P and taking averages. Importance sampling
is a variance reduction technique based on the fact that if Q is a measure
equivalent to P then

G(S)
dP

dQ
(1.5)

is an unbiased Q estimator of (1.4). The Q variance of this estimator is

EP

[

G2(S)
dP

dQ

]

− EP [G(S)]
2
. (1.6)

Importance sampling seeks to identify the measure Q which minimizes (1.6)
over an acceptable3 class of equivalent measures, usually where each measure
corresponds to a different shift in the average price path of S.

Only the first term in (1.6) varies with Q. Computing this term is at least
as difficult as (1.4) and hence some approximation is necessary. One possible
approximation is implied by Varadhan’s Integral Lemma:

log EP

[

G2(S)
dP

dQ

]

≈ sup

(

2 log G + log
dP

dQ
− I

)

, (1.7)

where I is the rate function governing the LDP for the pair {v, Y }. An asymp-
totically optimal change of measure is thus identified as a solution to a min-max
problem.

Glasserman, Heidelberger & Shahabuddin (1999) and Guasoni & Robertson
(2008) study selecting an asymptotically optimal change of measure when the
underlying price follows the Black-Scholes model where volatility is constant.
Glasserman et al. (1999) discretize the time interval in order to use the finite
dimensional LDP results of Cramér (1938) and Chernoff (1952). Guasoni &

3Q defined via dQ/dP = G(S)/(EP [G(S)]) achieves zero variance but this choice of Q is
not allowed since it requires knowledge of (1.4).
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Robertson (2008) update the methodology to a continuous time setting, using
the results of Schilder (1966).

The advantage of updating the methodology in Guasoni & Robertson (2008)
to stochastic volatility models is that there are now changes of drift for both
the asset price and volatility. Since there is control over the average volatility,
an optimal drift may be selected for path-dependent options for which there
is no obvious direction in which to move the asset price. However, without a
LDP for {v, Y } the justification for selecting an asymptotically optimal change
of measure is baseless. If the pair {v, Y } do satisfy a LDP the argument of
Guasoni & Robertson (2008) holds in spirit, though the details are significantly
more complicated.

This approach based upon Varadhan’s Integral Lemma results in a deter-
ministic change of drift and is motivated by its ease of implementation into
the Monte Carlo simulation. An alternate importance sampling scheme using
stochastic changes of drift and LDP approximations as T − t → 0 to the value
function

v(x, t) = EP

[

G (Ss, t ≤ x ≤ T )

∣

∣

∣

∣

St = x

]

,

is given in Fournié, Lasry & Touzi (1997) and Pham (2007).

1.1 Outline of Paper

The LDP results for (1.3) are given in Section 2. The only assumptions made on
X and f are in Assumption 2.1: namely, that X satisfies a LDP and f is differ-
entiable on the state-space of X. The main result is Theorem 2.2, which gives
two variational conditions in equations (2.7) and (2.8) that allow application of
the Approximately Continuous Contraction Principle (Dembo & Zeitouni 1998,
Theorem 4.2.23) and hence are sufficient for a LDP to hold. Corollary 2.3 gives a
single variational condition, (2.12), which implies the two conditions in Theorem
2.2, easing its implementation.

In Section 3, it is shown the price process in the Heston (1993) model satisfies
a LDP. In the Heston model, the volatility v follows a CIR process and hence
v satisfies a LDP via Donati-Martin et al. (2004, Theorem 1.3). Lemma 3.1
proves the LDP for {v, Y } by invoking Corollary 2.3. The particular form the
SDE for v, see (3.2) and (3.4), allows the price S to be viewed as an approximate
contraction of {v, Y }. Proposition 3.2 proves S satisfies an LDP by showing the
approximate part of the contraction disappears on a Large Deviations scale.

Section 4 outlines the methodology for selecting an asymptotically optimal
importance sampling change of measure for pricing path dependent options in
the Heston model. Through the lens of Girsanov’s Theorem, the family of can-
didate measures correspond to shifts in both the volatility and the independent
Brownian motion and hence are parameterized by two functions as in (4.4).

Asymptotic Optimality is formally defined in Definition 4.1 and a candi-
date asymptotically optimal measure is given by the solution to the variational
problem in (4.9). Proposition 4.2 gives growth conditions under which Varad-
han’s Integral Lemma may be applied and Proposition 4.3 shows, in the case
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of bounded, continuous functionals, existence of maximizers to (4.9). Section 4
concludes by considering the arithmetic average Asian Put option. A numerical
example is given to show the type of shifts corresponding to an asymptotically
optimal measure.

2 Large Deviations Results

In accordance with (1.3), LDP are considered for the two-dimensional diffusion

dXε
t = b(Xε

t )dt +
√

εσ(Xε
t )dBt,

dY ε
t =

√
εf(Xε

t )dZt,
(2.1)

in the limit ε ↓ 0 on a fixed time interval [0, T ] with Xε
0 = x, Y ε

0 = 0. The
underlying probability space is

(

C
(

[0, T ] ; R2
)

,FT , P
)

where P is Wiener mea-

sure, defined on the completion of B
(

C
(

[0, T ] ; R2
))

given by FT . The open
sets are generated by the uniform norm. Under this setup, the coordinate map-
ping process (B,Z) is a standard Brownian Motion with respect to the filtration
{Ft}t∈[0,T ], the usual augmentation of the natural filtration of (B,Z).

Let E ⊂ R be an open interval. It is assumed there is an ε0 > 0 such that
for 0 < ε < ε0 a strong solution to (2.1) exists and that

P (Xε
t ∈ E; 0 ≤ t ≤ T ) = 1. (2.2)

For ease of exposition, LDP results will be stated for {Xε, Y ε} and not for the
measures P ε induced by {Xε, Y ε} under P for 0 < ε < ε0.

The classical result regarding sample path LDP is attributable to Freidlin &
Wentzell (1984). Specified to (2.1) with E = R, it states (Deuschel & Stroock
1989, Chapter 1.4) that if

i) For some M > 0 and all x ∈ R:

0 < σ2(x), f2(x) < M(1 + x2), b2(x) ≤ M(1 + x2), (2.3)

ii) For each r > 0 there is an Mr > 0 such that for x, y ∈ R, |x|, |y| < r:

|σ2(x) − σ2(y)| + |f2(x) − f2(y)| + |b(x) − b(y)| ≤ Mr|y − x|, (2.4)

then {Xε, Y ε} satisfy a LDP in C
(

[0, T ] ; R2
)

with the good rate function

IX(φ, ψ) =







1
2

∫ T

0

(

(

φ̇t−b(φt)
σ(φt)

)2

+
(

ψ̇t

f(φt)

)2
)

dt (φ, ψ) ∈ H
x
T

∞ else
, (2.5)

where, specified to the case d = 2,

H
x
T =

{

φ : φt = x +

∫ t

0

ψsds, ψ ∈ L2

(

[0, T ] ; Rd
)

}

. (2.6)
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This paper is concerned with relaxing the non-degeneracy and local-Lipschitz
requirement on f . However, since the motivating example is where f(x) =

√
x

and Xε is a positive process, it is desirable simply to assume that {Xε} satisfies
a LDP and not necessarily that b, σ satisfy the requirements in (2.3) and (2.4).
Therefore, in addition to the existence of a strong solution to (2.1) with Xε

satisfying (2.2), the following is assumed regarding X, f :

Assumption 2.1. {Xε} satisfy a LDP on C
(

[0, T ] ; Ē
)

with good rate function
IX with domain

DIX =
{

φ ∈ C
(

[0, T ] ; Ē
)

: IX(φ) < ∞
}

⊂ H
x
T .

f ∈ C(Ē; R) is differentiable in E.

Assumption 2.1 permits extensions of the Freidlin-Wentzell theory for {Xε}
to cases where the SDE state space is not R or where DIX 6= H

x
T . Under

Assumption 2.1, the following theorem gives two variational conditions sufficient
for {Xε, Y ε} to satisfy a LDP:

Theorem 2.2. Let Assumption 2.1 hold. If

i) For each α > 0 there exists a β(α) > 0 such that

γ(α) ≡ sup
{IX(φ)≤α}

(

β(α)

∫ T

0

ḟ(φt)
2φ̇2

t dt − IX(φ)

)

< ∞, (2.7)

ii) ∀δ > 0

lim sup
m↑∞

sup
{φ∈DIX}

(

−δ2m2

2T 2
∫ T

0
ḟ(φt)2φ̇2

t dt
− IX(φ)

)

= −∞, (2.8)

Then {Xε, Y ε} satisfy a LDP on C
(

[0, T ] ; Ē × R
)

with the good rate function

IX,Y (φ, ψ) = inf

{

IX(φ) + IZ(ϕ) : ψ· =

∫ ·

0

f(φt)ϕ̇tdt

}

, (2.9)

where

IZ(ϕ) =

{

1
2

∫ T

0
ϕ̇2

t dt ϕ ∈ H
0
T

+∞ else
. (2.10)

Furthermore, {Y ε} satisfies a LDP with the good rate function

IY (ψ) = inf
{

IX,Y (φ, ψ) : φ ∈ C
(

[0, T ] ; Ē
)}

. (2.11)

The following corollary shows that if the constants γ(α) and β(α) from (2.7)
are uniform in α then condition (2.8) is automatically satisfied.

Corollary 2.3. If there exists β > 0 such that

γ ≡ sup
{φ∈DIX}

(

β

∫ T

0

ḟ(φt)
2φ̇2

t dt − IX(φ)

)

< ∞, (2.12)

then conditions (2.7) and (2.8) are satisfied.
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2.1 Proofs of Large Deviations Results

The proof of Theorem 2.2 is close in spirit to the standard Freidlin & Wentzell
(1984) proof. It exploits the Approximately Continuous Contraction Principle
(Dembo & Zeitouni 1998, Theorem 4.2.23) and Schilder’s Theorem (Schilder
1966) which identifies the rate function for the process {Xε} in (2.1) when
b = 0, σ = 1.

Proof of Theorem 2.2. For each m ∈ N
+ consider the partition of [0, T ],

{ti}i=0,...,m defined by ti = iT/m. Define the function gm : C
(

[0, T ] ; Ē × R
)

7→
C ([0, T ] ; R) by

gm(φ, ϕ)t =

m(t)
∑

i=1

f(φti−1
)(ϕti

− ϕti−1
) + f(φtm(t)

)
(

ϕt − ϕtm(t)

)

, (2.13)

where m(t) = max{j : tj < t}. Assumption 2.1 implies gm is a continuous map.
Define the measurable map g : DIX × H

0
T 7→ H

0
T by

g(φ, ϕ)t =

∫ t

0

f(φs)ϕ̇sds. (2.14)

Let Zε =
√

εZ. Schilder’s Theorem yields an LDP for {Zε} with the good
rate function IZ of (2.10). Since {Xε} and {Zε} are independent, the pair
{Xε, Zε} satisfy a LDP (Dembo & Zeitouni 1998, Chapter 4.2) on C

(

[0, T ] ; Ē × R
)

with good rate function:

IX,Z (φ, ϕ) = IX (φ) + IZ (ϕ) . (2.15)

Set Y ε,m = gm(Xε, Zε). For each m, the pair {Xε, Y ε,m} is a continuous
function of {Xε, Zε} and hence satisfies a LDP via the Contraction Principle.
Since {Xε} is not changing with m, for the Approximately Continuous Con-
traction Principle to hold it suffices to show for each α > 0

lim sup
m↑∞

sup
{IX,Z(φ,ϕ)≤α}

sup
0≤t≤T

|gm(φ, ϕ)t − g(φ, ϕ)t| = 0, (2.16)

and for each δ > 0

lim
m↑∞

lim sup
ε↓0

ε log P

(

sup
0≤t≤T

|Y ε,m
t − Y ε

t | > δ

)

= −∞. (2.17)

The requirement (2.16) is handled first. Let α > 0, φ ∈ DIX , ψ ∈ H
0
T . For any

0 ≤ a < b ≤ T , Hölder’s inequality yields

∣

∣

∣

∣

∣

∫ b

a

(f(φs) − f(φa)) ψ̇sds

∣

∣

∣

∣

∣

≤ b − a

2

(

∫ b

a

(

ḟ(φs)φ̇s

)2

ds +

∫ b

a

(

ψ̇s

)2

ds

)

.

(2.18)
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Therefore

|g(φ, ϕ)t − gm(φ, ϕ)t|

≤
m(t)
∑

i=1

∣

∣

∣

∣

∣

∫ ti

ti−1

(

f(φs) − f(φti−1
)
)

ϕ̇sds

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∫ t

tm(t)

(

f(φs) − f(φtm(t))
)

ϕ̇sds

∣

∣

∣

∣

∣

≤ T

2m

(

∫ T

0

(

ḟ(φs)φ̇
2
s

)2

ds +

∫ T

0

ϕ̇2
sds

)

.

Using β(α), γ(α) from (2.7) and the fact that IX(φ) + IZ(ϕ) ≤ α

T

2m

(

∫ T

0

(

ḟ(φs)φ̇
2
s

)2

ds +

∫ T

0

ϕ̇2
sds

)

≤ T

2m

(

γ(α) + α

β(α)
+ 2α

)

.

Since the quantity on the right hand side goes to 0 uniformly in t, φ and ψ as
m ↑ ∞, the equality in (2.16) is satisfied.

Equation (2.17) is now handled. Fix δ > 0 and set

Mε,m
t ≡ Y ε

t − Y ε,m
t =

√
ε

∫ t

0

hm(Xε)sdZs,

where
hm(xs) = f(xs) − f(xti−1

), s ∈ [ti−1, ti). (2.19)

Extend Mε,m to t > T by setting hm
t = K for some non-zero constant K. Thus,

Mε,m is a continuous local martingale on [0,∞) with quadratic variation

〈Mε,m〉t = ε

∫ t

0

(hm(Xε)s)
2ds,

and so 〈Mε,m〉t ↑ ∞ as t ↑ ∞. Therefore, from the time change theorem for
continuous local martingales (Karatzas & Shreve 1991, Theorem 3.4.6),

Mε,m
t

d
= Wε

R

t

0
(hm(Xε)s)2ds,

where W is a standard Brownian motion under P . Conditioning on Xε:

P

[

sup
0≤t≤T

|Mε,m
t | > δ

∣

∣

∣

∣

Xε

]

= P

[

sup
0≤t≤ε

R

T

0
(hm(Xε)s)2ds

|Wt| > δ

∣

∣

∣

∣

Xε

]

≤ 4 exp

(

1

ε

(

−δ2

2
∫ T

0
(hm(Xε)s)2ds

))

,

where the last inequality comes from Dembo & Zeitouni (1998, Lemma 5.2.1).
Note that

−δ2

2
∫ T

0
(hm(Xε)s)2ds

(2.20)
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is a continuous, non-positive, functional of Xε. Since {Xε} satisfies an LDP
with the good rate function IX , Varadhan’s Integral Lemma (Dembo & Zeitouni
1998, Theorem 4.3.1) yields

lim
ε↓0

ε log EP

[

exp

(

1

ε

(

−δ2

2
∫ T

0
(hm(Xε)s)2ds

))]

= sup
φ∈DIX





−δ2

2
∑m

i=1

∫ ti

ti−1
(f(φs) − f(φti−1

))2ds
− IX(φ)



 ,

where the last equality follows by substituting for hm. For any 0 ≤ a < b ≤ T
∫ b

a

(f(φs) − f(φa))
2
ds ≤ (b − a)

2
∫ b

a

(

ḟ(φs)φ̇s

)2

ds.

Thus, since ti − ti−1 = T
m

−δ2

2
∑m

i=1

∫ ti

ti−1
(f(φs) − f(φti−1

))2ds
≤ −m2δ2

2T 2
∫ T

0
ḟ(φs)2φ̇2

sds
.

This leaves the inequality

lim sup
ε↓0

ε log P

[

sup
0≤t≤T

|Y ε,m − Y ε| > δ

]

≤ sup
φ∈DIX

(

−m2δ2

2T 2
∫ T

0
ḟ(φs)2φ̇2

sds
− IX(φ)

)

.

But, because of (2.8)

lim sup
m↑∞

sup
φ∈DIX

(

−m2δ2

2T 2
∫ T

0
ḟ(φs)2φ̇2

sds
− IX(φ)

)

= −∞,

and the equality in (2.17) holds finishing the proof.

Proof of Corollary 2.3. If (2.12) holds then clearly (2.7) holds. Further-
more, for each φ ∈ DIX

−δ2m2

2T 2
∫ T

0
ḟ(φt)2φ̇2

t dt
− IX(φ) =

−δ2m2

2T 2
∫ T

0
ḟ(φt)2φ̇2

t dt
± β

∫ T

0

ḟ(φt)
2φ̇2

t dt − IX(φ)

≤ −δ2m2

2T 2
∫ T

0
ḟ(φt)2φ̇2

t dt
− β

∫ T

0

ḟ(φt)
2φ̇2

t dt + γ.

For A,B > 0, on x > 0

−A

x
− Bx ≤ −2

√
AB.

Thus
−δ2m2

2T 2
∫ T

0
ḟ(φt)2φ̇2

t dt
− IX(φ) ≤ −δm

√
2β

T
+ γ.

Since this bound is uniform, taking the limit at m ↑ ∞ yields the result.

9



3 The Heston Stochastic Volatility Model

In this section, Theorem 2.2 is used to establish a LDP for the price process in
the stochastic volatility model of Heston (1993). In the model, the asset price
and volatility dynamics are

dSt

St
= rdt +

√
vtdWt.

dvt = κ (θ − vt) dt + ξ
√

vtdBt,

d〈W,Z〉t = ρdt.

(3.1)

It is assumed κ, θ, ξ > 0 and −1 < ρ < 1. To ensure the strict positivity of
v, it is required that κθ > ξ2/2. The Brownian motion W is decomposed W =

ρB + ρ̄Z where B and Z are independent Brownian motions and ρ̄ =
√

1 − ρ2.
S0 and v0 are assumed constant. For each 0 < ε < 1 the corresponding SDE is

dSε
t

Sε
t

= rdt + ρ
√

ε
√

vε
t dBt + ρ̄

√
ε
√

vε
t dZt,

dvε
t = κ (θ − vε

t ) dt + ξ
√

ε
√

vε
t dBt.

(3.2)

Setting

Y ε
· =

∫ ·

0

√
ε
√

vε
t dZt, (3.3)

Sε = Sε (vε, Y ε) where

Sε(φ, ψ)t = S0 exp

(

rt − ε

2

∫ t

0

φsds +
ρ

ξ

(

φt−v0− κ

∫ t

0

(θ − φs) ds

)

+ ρ̄ψs

)

(3.4)
is a continuous, ε-dependent functional on C ([0, T ] ; R+ × R). To prove {Sε}
satisfy a LDP it suffices to prove

i) The pair {vε, Y ε} satisfy a LDP with a good rate function,

ii) {log Sε(vε, Y ε)} is exponentially equivalent (Dembo & Zeitouni 1998, Def-
inition 4.2.10) to {log S(vε, Y ε)} for

S(φ, ψ)t = S0 exp

(

rt +
ρ

ξ

(

φt−v0−κ

∫ t

0

(θ − φs) ds

)

+ ρ̄ψs

)

. (3.5)

Indeed, if i) holds true then {log S(vε, Y ε)} satisfies a LDP with good rate
function via the Contraction Principle. If ii) holds true then {log Sε(vε, Y ε)}
satisfies a LDP from via Dembo & Zeitouni (1998, Theorem 4.2.13). The sample
path LDP for {Sε(vε, Y ε)} then follows from the Contraction Principle.

Regarding {vε, Y ε}, Donati-Martin et al. (2004, Theorem 1.3) prove that
{vε} satisfies a LDP in Cv0

([0, T ] ; R+) with the good rate function

Iv (φ) =

{

1
2

∫ T

0

(φ̇t−κ(θ−φt))
2

ξ2φt
dt φ ∈ DIv

+∞ else
, (3.6)
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where

DIv =

{

φ ∈ Cv0
([0, T ] ; R+) :

φ̇ − κ(θ − φ)√
φ

∈ L2[0, T ]

}

. (3.7)

The following Lemma uses Corollary 2.3 to prove {vε, Y ε} satisfies a LDP:

Lemma 3.1. {vε} and f(x) =
√

x satisfy Assumption 2.1. Furthermore, for
any β < 2

ξ2

sup
φ∈DIv

(

β

∫ T

0

φ̇2
t

4φt
dt − Iv(φ)

)

< ∞,

and hence by Corollary 2.3, {vε, Y ε} satisfy a LDP with the good rate function

Iv,Y (φ, ψ) = inf

{

Iv(φ) + IZ(ϕ) : ψ· =

∫ ·

0

√

φsϕ̇sds

}

. (3.8)

The following proposition affirms the exponential equivalence of {log Sε(vε, Y ε)}
and {log S(vε, Y ε)} and hence the existence of a LDP for {Sε}:

Proposition 3.2. {log Sε(vε, Y ε)} and {log S(vε, Y ε)} are exponentially equiv-
alent. Therefore, {Sε} satisfies a LDP with the good rate function

IS(ϕ) = inf {Iv,Y (φ, ψ) : ϕ = S(φ, ψ)}, (3.9)

where Iv,Y is from (3.8) and S(φ, ψ) is from (3.5).

3.1 Proofs of Heston Model Results

Proof of Lemma 3.1. It is first shown that Assumption 2.1 holds with E =
(0,∞). f(x) =

√
x clearly satisfies Assumption 2.1. That {vε} satisfies a LDP

on C ([0, T ] ; R+) follows by setting Iv = ∞ off of Cv0
([0, T ] ; R+) (Dembo &

Zeitouni 1998, Lemma 4.1.5). To show DIv ⊂ H
v0

T , let φ ∈ DIv. Since

φ̇2
t = ξ2φt

(

φ̇t − κ(θ − φt)

ξ
√

φt

)2

+ 2κ (θ − φt) φ̇t − κ2 (θ − φt)
2
,

the non-negativity of φ implies

∫ T

0

φ̇2
t dt ≤ 2ξ2

(

sup
0≤t≤T

φt

)

Iv(φ) + κ (θ − v)
2
,

and hence φ ∈ H
v0

T . As for the “Furthermore” statement: for any 0 < β < 2
ξ2 ,

φ ∈ DIv

β

∫ T

0

φ̇2
t

4φt
dt − Iv(φ) =

(

β

4
− 1

2ξ2

)∫ T

0

φ̇2
t

φt
dt +

∫ T

0

(

κ (θ − φt) φ̇t

ξ2φt
− κ2(θ − φt)

2

2ξ2φt

)

dt

≤ κ

ξ2
(θ log φT − φT − θ log v0 + v0) .

11



On x > 0
θ log x − x ≤ θ log θ − θ,

from whence it follows that

sup
φ∈DIv

β

∫ T

0

φ̇2
t

4φt
dt − Iv(φ) < ∞.

Proof of Proposition 3.2. It suffices to prove for any δ > 0,

lim sup
ε↓0

ε log P

[

sup
0≤t≤T

∣

∣ log Sε (vε, Y ε)t − log S (vε, Y ε)t

∣

∣ > δ

]

= −∞. (3.10)

The positivity of vε implies

sup
0≤t≤T

∣

∣ log Sε (vε, Y ε)t − log S (vε, Y ε)t

∣

∣ =
ε

2

∫ T

0

vε
sds.

By Markov’s inequality, for M > 0

P

[

∫ T

0

vε
sds >

2δ

ε

]

≤ exp

(

−2Mδ

ε2

)

EP

[

exp

(

M

ε

∫ T

0

vε
sds

)]

.

Thus, (3.10) will hold if there exists an M > 0 such that

lim sup
ε↓0

ε log EP

[

exp

(

M

ε

∫ T

0

vε
sds

)]

< ∞. (3.11)

Jensen’s inequality implies

EP

[

exp

(

M

ε

∫ T

0

vε
sds

)]

≤ 1

T

∫ T

0

EP

[

exp

(

MT

ε
vε

s

)]

ds.

The process vε (Glasserman 2004, Chapter 3.4) has marginal distributions

vε
s

d
=

ξ2ε (1 − e−κs)

4κ
X,

where X is a non-central chi-square random variable with

4κθ

ξ2ε
,

4κe−κsv0

ξ2ε (1 − e−κs)
,

degrees of freedom and non-centrality parameter respectively. Thus (3.11) will
follow by choosing, for any 0 < α < 1/2,

M =
4κα

ξ2T
.
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4 Asymptotically Optimal Importance Sampling

In this section, Proposition 3.2 is used to outline a methodology for selecting an
asymptotically optimal change of measure when pricing path dependent options
in the Heston stochastic volatility model. For a detailed explanation of the
method see Glasserman et al. (1999) or Guasoni & Robertson (2008).

Assume that the asset price S evolves according to (3.1) and G is a non-
negative continuous functional on C ([0, T ] ; R+). As stated in the introduction,
the goal is to minimize

EP

[

G2(S)
dP

dQ

]

, (4.1)

where Q ranges over a class of equivalent measures. Here, the class is defined
as follows: with DIv from (3.7) define the map u : DIv 7→ L2[0, T ] via

u(f)t =
ḟt − κ (θ − ft)

ξ
√

ft
. (4.2)

From Donati-Martin et al. (2004, Sections 5 and 6.1) it follows that u is a
bijection. Define:

H̃
v0

T = {f ∈ DIv : u(f) ∈ AC[0, T ]} ,

H̃
0
T =

{

g ∈ H
0
T : ġ ∈ AC[0, T ]

}

.
(4.3)

For each f ∈ H̃
v0

T , g ∈ H̃
0
T and ε > 0 an equivalent measure Qf,g(ε) is determined

via:
dQf,g

dP
(ε) = E

(

1√
ε

(∫ ·

0

u(f)tdBt +

∫ ·

0

ġtdZt

))

T

. (4.4)

Using Girsanov’s Theorem it is seen that under Qf,g(ε), at ε = 0, vε and
√

εZ
from (3.2) are equal to f and g respectively.

Set F = log G and let Sε be defined as in (3.2). For Qf,g(ε), the quantity in
(4.1) is

EP

[

exp

(

2

ε
F (Sε)

)(

dQf,g

dP
(ε)

)−1
]

, (4.5)

at ε = 1. The small-noise approximation to (4.5) is

L(f, g) = lim sup
ε↓0

ε log EP

[

exp

(

2

ε
F (Sε)

) (

dQf,g

dP
(ε)

)−1
]

. (4.6)

An asymptotically optimal pair {f, g} is thus defined as:

Definition 4.1 (Asymptotically Optimal). {f, g} is asymptotically optimal if
it is a solution to the problem

min
f∈H̃

v0
T

,g∈H̃
0
T

L(f, g).

13



In order to compute L(f, g), it is necessary to use Varadhan’s Integral
Lemma. The restrictions f ∈ H̃

v0

T and g ∈ H̃
0
T ensure, using the stochastic

integration by parts formula, that

ε log
dQf,g

dP
(ε)

can be defined path-wise as a continuous functional of {Bε, Zε} where Bε =√
εB and Zε =

√
εZ. However, using the notation of Section 3 it follows that

2F (Sε) = 2F (Sε (vε, Y ε))

is an epsilon dependent continuous functional of the pair {vε, Y ε} which may
take the value −∞. Furthermore, {vε} is not a continuous function of {Bε}. In
spite of this, the following Proposition shows that Varadhan’s Integral Lemma
is still applicable:

Proposition 4.2. If there exists a γ > 1 such that

lim sup
ε↓0

ε log EP

[

exp

(

2γ

ε
F (Sε)

)]

< ∞, (4.7)

then for all f ∈ H̃
v0

T , g ∈ H̃
0
T

L(f, g) = sup
φ∈H

v0
T

,ϕ∈H
0
T

2F

(

S

(

φ,

∫

√

φϕ̇

))

+
1

2

∫ T

0

(u(f)t − u(φ)t)
2
dt

+
1

2

∫ T

0

(ġt − ϕ̇t)
2
dt − 2

(

Iv(φ) + IZ(ϕ)
)

. (4.8)

In the variational problem on the right hand side of (4.8) the functions f
and g only appear in the middle two terms and these terms are non-negative for
all f , g, φ and ϕ. Since the goal is to minimize L(f, g), Proposition 4.2 suggests
the following method for finding an asymptotically optimal pair {f, g}. First,
solve the variational problem

sup
φ∈H

v0
T

,ϕ∈H
0
T

F

(

S

(

φ,

∫

√

φϕ̇

))

− Iv(φ) − IZ(ϕ). (4.9)

Next, if an optimal φ̂, ϕ̂ exist and are in H̃
v0

T , and H̃
0
T respectively set f = φ̂, g =

ϕ̂. Lastly, check if

L (f, g) ≤ 2F

(

S

(

f,

∫

√

fġ

))

− 2
(

Iv(f) + IZ(g)
)

. (4.10)

If this is the case, then the pair {f, g} is asymptotically optimal. When suc-
cessful, this method has the advantage in that it replaces solving a min-max
variational problem with solving two maximization problems. However, there is
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no guarantee the solutions to the min-max and max-min problems will coincide:
for example, this will never be the case if the solution to (4.9) is not unique.
Furthermore, for many functionals of interest (e.g. Arithmetic Asian options),
F (S(φ, ϕ)) is not concave and hence the general theory on when the order of
the min and max can be switched does not apply.

Assuming an asymptotically optimal pair {f, g} is found, Monte Carlo sim-
ulation is run under the measure Qf,g = Qf,g(1) where the price and volatility
dynamics are

dSt

St
= (r +

√
vt (ρu(f)t + ρ̄ġt)) dt + ρ

√
vtdB̂t + ρ̄

√
vtdẐt,

dvt = (κθ − κvt + ξu(f)t
√

vt) dt + ξ
√

vtdB̂t,

(4.11)

where (B̂, Ŵ ) is a standard Qf,g Brownian Motion.
If condition (4.10) holds for a particular choice of f ∈ H̃

v0

T , g ∈ H̃
0
T then

Qf,g(ε) is asymptotically optimal when compared against all families of equiv-
alent measures Q(ε) and not just those parameterized via (4.4). Indeed, using
Jensen’s inequality and the fact {Sε} satisfies a LDP

lim inf
ε↓0

ε logEQ(ε)

[

(

G(Sε)
dP

dQ
(ε)

)2/ε
]

≥ 2 lim inf
ε↓0

ε log EP

[

G (Sε)
1/ε

]

≥ sup
φ∈H

v0
T

,ϕ∈H
0
T

2F

(

S

(

ψ,

∫

√

φϕ̇

))

− 2
(

Iv(φ) + IZ(ϕ)
)

= L(f, g).

The primary goal when solving the variational problem in (4.9) is to obtain

the φ̂ and ϕ̂. Thus, it is of interest to know when maximizers exist. In the
case when F is bounded from above the following proposition shows that the
variational problems in (4.8) and (4.9) do admit solutions.

Proposition 4.3. Assume that F is bounded from above and let f ∈ H̃
v0

T , g ∈
H̃

0
T . Then, the variational problems in (4.8) and (4.9) each admit maximizers.

4.1 The Arithmetic Average Asian Put Option

Consider the arithmetic average Asian put option:

G(S) =

(

K − 1

T

∫ T

0

Stdt

)+

. (4.12)

Since G is bounded from above, Propositions 4.2 and 4.3 hold. To solve (4.9), it
is convenient to make the transformation ϕ̇ =

√
φh for h ∈ L2[0, T ]. This leaves
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the variational problem

sup
φ∈H

v0
T

,h∈L2[0,T ]

F

(

S

(

φ,

∫

φh

))

−
(

Iv(φ) +
1

2

∫ T

0

φth
2
t dt

)

. (4.13)

This transformation is allowed because for φ ∈ DIv

inf
0≤t≤T

φt ≥ v0 exp

(

−v0

θ
− ξ2

κθ
Iv(φ)

)

> 0. (4.14)

For functionals of the form

F (φ) =

∫ T

0

f(φt, φ̇t)dt,

where f(x, y) is a known smooth function and φ is sufficiently regular, define
DF (φ) via

DF (φ)t = ∂xf(φt, φ̇t) −
d

dt
∂yf(φt, φ̇t).

With this notation, the Euler Lagrange equation for (4.13) is

ht + ρ̄
1
T

∫ T

t
Ssds

K − 1
T

∫ T

0
Ssds

= 0,

DIv(φ)t =
1

2
h2

t +
ρκ

ξρ̄
ht −

ρ

ξρ̄
ḣt,

(4.15)

where Ss = S(φ,
∫

φh)s.

4.1.1 Numerical Example

For the arithmetic average Asian put option, the following parameter values are
considered 4.

κ = 2, θ = 0.09, ξ = 0.2, v0 = 0.04,

r = 0.05, T = 1, S0 = 50,K = 30, ρ = −0.5.

For these parameter values, φ̂, ϕ̂ from (4.9) satisfy the inequality in (4.10)
and hence are asymptotically optimal. Figure 1 shows the deterministic price
and volatility path under the optimal change of drift. For comparison, also
included is the deterministic volatility path under the original measure P .

The interpretation behind Figure 1 is that since under the original measure
P the Put Option is out of the money, in order to bring the option more into
the money either the “average” price path must come down or the volatility
must go up. Under the asymptotically optimal measure it is seen that both of
these shifts are taking place.

4The model parameter values are taken to approximately correspond with those in Heston
(1993).
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Figure 1: Deterministic Price and Volatility Paths under the Asymptotically
Optimal change of drift. Also included in the volatility plot is the deterministic
volatility path under the original measure. The asset price is in dollars and time
horizon in years. Parameter values are κ = 2, θ = 0.09, ξ = 0.2, v0 = 0.04, r =
0.05, T = 1, S0 = 50,K = 30, ρ = −0.5.

4.2 Proof of Importance Sampling Results

The proof of Proposition 4.2 requires the following extension of Varadhan’s
Integral Lemma which will be proved at the end of this section.

Lemma 4.4. Let X and Y be two metric spaces. Suppose {ωε} satisfies a LDP
with good rate function I : X 7→ [0,∞]. Let Λ : X 7→ Y be a continuous map.
For all ε > 0, let Λε : X 7→ Y be measurable such that {Λε(ωε)} is exponentially
equivalent to {Λ(ωε)}. Let Φ : Y 7→ [−∞,∞) and Ψ : X 7→ R be continuous. If
there exists a γ > 1 such that

lim sup
ε↓0

ε log EP

[

exp
(γ

ε
(Φ (Λε(ωε)) + Ψ(ωε))

)]

< ∞,

then

lim
ε↓0

ε log EP

[

exp

(

1

ε
(Φ (Λε(ωε)) + Ψ(ωε))

)]

= sup
x∈X

(Φ(Λ(x)) + Ψ(x) − I(x)) .

Proof of Proposition 4.2. Let ωε = {Bε, vε, Zε, Y ε}. Since the Euclidean
distance in R

d compares the coordinates separately, by combining the argument
in Donati-Martin et al. (2004, Sections 5 and 6.1) with the argument used to
prove Theorem 2.2 it follows that {ωε} satisfies a LDP with good rate function

Iω(η, φ, ϕ, ψ) =

{

Iv(φ) + IZ(ϕ) (η, φ, ϕ, ψ) ∈ DIω

∞ else
,

where

DIω =

{

(η, φ, ϕ, ψ) : η, ϕ ∈ H
0
T , φ ∈ DIv, u(φ) = η̇, ψ =

∫

√

φϕ̇

}

.
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Let γ be as in (4.7) and let 1 < δ < γ. For any f ∈ H̃
v0

T , g ∈ H̃
0
T , Hölder’s

inequality with p = γ/δ, q = γ/(γ − δ) yields

lim sup
ε↓0

ε log EP

[

exp

(

δ

ε

(

2F (Sε) − ε log

(

dQf,g

dP
(ε)

)))]

< ∞.

Thus, using Proposition 3.2 and the stochastic integration by parts formula,
Lemma 4.4 applies with

X = C
(

[0, T ] ; R × R+ × R
2
)

, Y = C ([0, T ] ; R) , (4.16)

and for x = (η, φ, ϕ, ψ) ∈ X , y ∈ Y:

Λ (x) = log S (φ, ψ) , Λε (x) = log Sε (φ, ψ) , Φ(y) = 2F (ey) ,

Ψ(x) = −u(f)T ηT − ġT ϕT +

∫ T

0

(

u̇(f)tηt +
1

2
u(f)2t + g̈tϕt +

1

2
ġ2

t

)

dt.

(4.17)

Therefore,
L(f, g) = sup

x∈X
(Φ(Λ(x)) + Ψ(x) − Iω(x)) .

The equivalence of this with the right hand side of (4.8) follows via the iden-
tifications in (4.17); the fact that u from (4.2) is a bijection between DIv and
L2[0, T ]; using the regular integration by parts formula on Ψ for η, ϕ ∈ H

0
T ; and

noting that for φ ∈ DIv

Iv(φ) =
1

2

∫ T

0

u(φ)2t dt. (4.18)

Proof of Proposition 4.3. Let

v : L2[0, T ] 7→ DIv ⊂ Cv0
([0, T ] ; R+)

be the inverse of u. It will be shown that for any f ∈ H
v0

T , g ∈ H
0
T and M > 0

the variational problem

sup
x,y∈L2[0,T ]

2F

(

S

(

v(x),

∫

√

v(x)y

))

− M

∫ T

0

(u(f)t + xt)
2
dt

− M

∫ T

0

(ġt + yt)
2
dt +

∫ T

0

(

u(f)2t + ġ2
t

)

dt, (4.19)

admits a maximizer. Since u is a bijection and (4.18) holds, setting M = 1/2
will yield a maximizer to (4.8) and setting M = 1, g = 0 and

ft = θ + e−κt (v0 − θ) ,
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will yield a maximizer to (4.9). From Donati-Martin et al. (2004, Sections 5 and
6.1) it follows that v is weakly continuous and there exist constants C,D > 0
such that

sup
0≤t≤T

v(x)t ≤ C + D

∫ T

0

x2
t dt.

This, combined with the continuity of F and S imply

F

(

S

(

v(x),

∫

√

v(x)y

))

is weakly continuous in (x, y). Since

M

∫ T

0

(u(f)t + xt)
2
dt + M

∫ T

0

(ġt + yt)
2
dt

is weakly lower semi-continuous in (x, y) and tends to ∞ as ‖x‖, ‖y‖ ↑ ∞ the
existence of a maximizer follows for bounded F (Reed & Simon 1972, Theorem
S.6).

Proof of Lemma 4.4. The exponential equivalence of {Λε(ωε)} and {Λ(ωε)}
implies the following two facts:

i) For any r > 0, δ > 0 and x ∈ X ,

lim inf
ε↓0

ε logP (ωε ∈ B(x, r),Λε(ωε) ∈ B (Λ(ωε), δ))

= lim inf
ε↓0

ε log P (ωε ∈ B(x, r)) .

ii) For bounded measurable functions G : X ×Y 7→ R, open A ⊂ X and δ > 0,

lim sup
ε↓0

ε log EP

[

exp

(

1

ε
G(ωε,Λε(ωε))

)

1{ωε∈A}

]

= lim sup
ε↓0

ε log EP

[

exp

(

1

ε
G(ωε,Λε(ωε))

)

1{ωε∈A}1{Λε(ωε)∈B(Λ(ωε),δ)}

]

.

Therefore, the proof for real valued Φ follows by mimicking the proofs in Dembo
& Zeitouni (1998, Lemmas 4.3.4, 4.3.6, 4.3.8). The extension to when Φ may
take the value −∞ follows from Guasoni & Robertson (2008, Lemma A.5).
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