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Feynman 1966 (room at the bottom)
discussed possibility of a rachet and 
pawl device powered by fluctuations
concluded that it was impossible

in the meantime

Huxley  1957 offered an extensive analysis for myosin as a 
motor responsible for muscle activity
myosin isolated from muscle  ~ 1860

Vale et al.  1986 proposed kinesin molecular motors responsible 
for intracellular transport (and analogues in all eukarya!)
energetics: ATP  →   ADP + Pi  hydrolysis reaction  

overview:  diffusion mediated 
transport

operation of a kinesin 
motor by ATP hydrolysis
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Also suggested as mechanism for
electron tunneling, lipid bilayers,
charged particles moving over interdigitated electrodes …
some surprises

some references
Doering, Ermentrout, Oster, Peskin
Astumian
Adjari, Prost, Jülicher, Parmeggiani
Palffy-Muhoray, Kosa, & E

K & Kowalczyk
Heath, K, & Kowalczyk
Chipot, K, & Kowalczyk

basic notion:  equilibirum fluctuations do no work 
nonequilibrium fluctuations can be 'oriented' to alter the state of the system,
for example, to exhibit transport

http://www.sciencemag.org
/feature/data/1049155s1.mov
Vale and Milligan



Hirokawa, Science, 1998

courtesy of Y. Hiratsuka

one of the groups attempting to
engineer motors



•  suggested mechanisms involve complicated 
chemistry and conformational changes

   scale where chemistry and mechanics coupled

• main interest:  transduction mechanisms
shape memory & magnetostriction
began with J.L. Ericksen & R. James
cf. Ball & James, Fonseca, Chipot & K

operation of a kinesin 
motor by ATP hydrolysis

ATP  → ADP + Pi

shape memory NiTi
thermal/mechanical

ferromagnetic shape memory
TbDyFe2
(giant magnetostrictive)
electromagnetic/mechanical

this configuration was predicted
by our theory and first seen by
Dooley & deGraef

Dooley & deGraef

energy transduction



significant differences
•  design criteria for new active materials

require minimum power consumption:
transformation path as near equilibrium
as possible

• biological systems like motors are very
far from equilibrium

• minimum energy  ...  absolute 
metastable
nonequilibrium  ....  how to assess?

“all stable systems are alike; each metastable
system loses stability in its own way” Tolstoy

CuAlNi shape memory mosaic
of lamellar twins is close to
equilibrium.  (Chu & James)

today's outline
• motion at small scales and Monge-Kantorovich problem
• flashing rachet
•     dissipation and Wasserstein
• multiple state motors
• game time



•  Flashing rachet diffusion interchanged with
        Astumian transport in anisotropic potential

Dirac masses of same height located 
asymmetrically in period basin

•  diffusion spreads mass

•  transport collects mass to special sites

•  each process taken separately does not
move density

•  asymmetric drift is a key for transport

•  not the whole story

∂ρ

∂t
= σ

∂2ρ

∂x2
+

∂

∂x

(
ψ′ρ

)
in Ω, 0 < t ≤ Ttr,

σ
∂

∂x
ρ + ψ′ρ = 0 on ∂Ω, 0 < t ≤ Ttr

∂ρ

∂t
= σ

∂2ρ

∂x2
in Ω, Ttr < t ≤ T = Tdiff + Ttr,

σ
∂

∂x
ρ = 0 on ∂Ω, Ttr < t ≤ T



∂ρ

∂t
= σ

∂2ρ

∂x2
+ f(t)

∂

∂x

(
ψ′ρ

)
in Ω, t > 0,

σ
∂

∂x
ρ + f(t)ψ′ρ = 0 on ∂Ω, t > 0

f(t) = 1 0 ≤ t ≤ Ttr

0 Ttr ≤ t ≤ Tdiff + Ttr = T

study (unique) periodic solution

use the transport/diffusion to construct a Markov chain paradigm

replacing PDE by discrete approximation

periodic solution of PDE is close to stationary vector of the Markov chain

in weak * topology (Wasserstein metric)

Markov chain transports density

Flashing rachet

ψ

ρ

ρ

at end of transport phase

at end of diffusion phase



there is a unique periodic solution          for each  Ttr, Tdiff
it is stable:  if      is any solution of the Flashing Rachet problem then

ρ!

ρ∫
Ω

|ρ− ρ!|dx ≤ C e−ct d(ρ, ρ!) ≤ C e−ctor

Csizar-Kullback Talagrand

for           solutions of (the same) Fokker-Planck Equationρ1, ρ2∫
Ω

ρ1 log
ρ1

ρ2
dx ≤ C e−ct

from log-Sobolev inequality

suppose  ψ   periodic with period intervals  Ij, j = 1…n

Ij

ψ
ψ

be
ca

us
e



Markov Chain Paradigm for the Flashing Rachet

begin with density at Dirac masses

density diffuses for t = Tdiff

accumulate density at Dirac masses

µ = µ1δa1 + µ2δa2

µ∗ = µ∗
1δa1 + µ∗

2δa2

wt = σwxx in Ω, t > 0
wx = 0 on ∂Ω, t > 0

w|t=0 = µ∗ in Ω

this is a Markov chain:  

µ = µ∗P
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Compare Markov chain
on Dirac masses 
(measures)
with density:
use Wasserstein metric



Monge-Kantorovich Problem
Wasserstein Metric
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φ

cost of moving histograms

Wasserstein metric induces weak* topology on measures
 φ  is solution of Monge-Ampère Eq.                                       

Extensive current literature
recent books and notes
Villani, Rachev ; Ambrosio, Evans                                        
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∫ τ

0

∫
Ω

v2ρ dxdt + F (ρ) ≤ F (ρ∗)

ρt + (vρ)x = 0 in Ω, t > 0
ρ(x, 0) = ρ∗ and ρ(x, τ) = ρ(x)

given ρ(∗) choose ρ so that

γ

∫ τ
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∫
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v2ρ dxdt + F (ρ) = min

ρt + (vρ)x = 0 in Ω, t > 0
ρ(x, 0) = ρ∗ and ρ(x, τ) = ρ(x)

given f (∗) choose f so that

γ

∫ τ

0

∫
Ω

v2f dxdt + F (f) = min

ft + (vf)x = 0 in Ω, t > 0
f(x, 0) = f∗ and ρ(x, τ) = ρ(x)

d(f, f∗)2 = min
∫

Ω×Ω
|x− y|2dp(x, y)

=
∫

Ω
|x− φ(x)|2 f∗(x)dx

p joint distribution with marginals f, f∗
φMonge Kantorovich transfer function

1
2τ

d(ρ, ρ∗)2 =
1
2

min
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given ρ∗ determine ρ satisfying

1
2τ

d(ρ, ρ∗)2 + F (ρ) = min
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∂

∂t
Fn(x, t) + c(n− 6)

∂

∂x
Fn(x, t) = In(x, t)

Fn(Na, t) = 0, n = 3, 4, 5 and Fn(0, t) = 0 n = 6, ...

In = −pnFn + pn+1Fn+1 − (qn + rn)Fn + qn+1Fn+1 − rn−1Fn−1

4 Pitt colloquium

∂ρ

∂t
= σ

∂2ρ

∂x2
+ f(t)

∂

∂x

(
ψ′ρ

)
in Ω, t > 0,

σ
∂

∂x
ρ + f(t)ψ′ρ = 0 on ∂Ω, t > 0

f(t) =
1 0 ≤ t ≤ Ttr

0 Ttr ≤ t ≤ Tdiff + Ttr = T

5 SNP 2003 ∫
Ω

ζ(y)f(y)dy =

∫
Ω

ζ(φ(x))f ∗(x)dx∫
Ω

ζ(y)f(y, t)dy =

∫
Ω

ζ(φ(x, t))f ∗(x)dx

∫
Ω

ζ(y)ft(y, t)dy =

∫
Ω

ζ ′(φ)φtf
∗dx

=

∫
Ω

ζ ′(y) v fdy
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given ρ(∗) choose ρ so that
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γ

∫ τ
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v2f dxdt + F (f) = min

ft + (vf)x = 0 in Ω, t > 0

f(x, 0) = f ∗ and ρ(x, τ) = ρ(x)

f, f∗ probability densities on Ω

d(f, f∗)2 = min

∫
Ω×Ω

|x− y|2dp(x, y)

=

∫
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|x− φ(x)|2 f ∗(x)dx
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transfer function



many paths   f(x,t), 0 ≤ t ≤ τ, from  f*(x)  to  f(x)    Eulerian 
or                 φ(x,t), 0 ≤ t ≤ τ, (transfer functions)  Langrangian                                   

Remarks

⇒

continuity equation

optimality condition (Burgers)

4 Pitt colloquium

∂ρ
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= σ
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+ f(t)
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5 SNP 2003∫
Ω

ζ(y)f(y, t)dy =
∫

Ω
ζ(φ(x, t))f∗(x)dx (49)

∫
Ω

ζ(y)ft(y, t)dy =
∫

Ω
ζ ′(φ)φtf

∗dx

=
∫

Ω
ζ ′(y) v fdy

∂

∂t
f +

∂

∂x
(v f) = 0

∫ τ

0

∫
Ω
(
dξ

dt
)2f∗dxdt =

∫ τ

0

∫
Ω

v2 fdxdt

1
2

∫ τ

0

∫
Ω

v2fdxdt +
∫

Ω

(
ψf + σ f log f

)
dx ≤

∫
Ω

(
ψf∗ + σ f∗ log f∗)dx

1
2

∫ τ

0

∫
Ω

v2fdxdt + F (f) ≤ F (f∗)
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v(y, t) = φt(x, t)

1
2

∫ τ

0

∫
Ω

v2fdxdt = sup{
∫

Ω
u(y, τ)fdy−

∫
Ω

u0f
|astdx : u(y, τ)−u0(x) ≤ 1

2τ
(x−y)2}

1
2τ

(x− y)2

1
2τ

d(f, f∗)2 =
1
2

∫ τ

0

∫
Ω

v2fdxdt

Given f∗, find f such that

1
2τ

d(f, f∗)2 + F (f) = min

1
2

∫ τ

0

∫
Ω

v2fdxdt = supu,u0 infp{
∫

Ω
(

1
2τ

(x−y)2−u0(x)−u(y))dp(x, y)+
∫

Ω
u(y)fdy−

∫
Ω

u0f
∗dx}

= infp supu,u0{
∫

Ω
(

1
2τ

(x− y)2dp(x, y) : p ≥ 0 with marginals f∗ and f}

infp

∫
Ω
(
1
2
(x− y)2dp(x, y) = supϕ,ϕ∗{

∫
Ω

ϕ(y)fdy +
∫

Ω
ϕ∗(x)f∗dx}

ϕ(y) + ϕ∗(x) ≤ 1
2
(x− y)2

d(f, f∗)2 =
∫

Ω
(x− φ(x, τ))2dx ≤ τ

∫ τ

0

∫
Ω

v2fdxdt

given fk−1 determine fk from the variational principle with f∗ = fk−1, f = fk

f (τ)(x, t) = fk(x), (k − 1)τ < t ≤ kτ

limτ→0f
(τ)(x, t) =?

Choose f∗ in variational principle.

17

= supζ{
∫

Ω

ζ(x, τ)fdx−
∫

Ω

ζ(x, 0)f ∗dx : ζt +
1

2
ζ2
x ≤ 0}

invv
1

2

∫ τ

0

∫
Ω

v2fdxdt =
1

2

∫ τ

0

∫
Ω

v2fdxdt

ft + (vf)x = 0 in Ω, t > 0

vt + vvx = 0 in Ω, t > 0

u(y, t) = infx(u0(x) +
1

2t
(x− y)2)

u(y, τ) ≤ u0(x) +
1

2τ
(x− y)2 or u(y, τ)− u0(x) ≤ 1

2τ
(x− y)2

1

2

∫ τ

0

∫
Ω

v2fdxdt = sup{
∫

Ω

u(y, τ)fdy−
∫

Ω

u0f
|astdx : u(y, τ)−u0(x) ≤ 1

2τ
(x−y)2}

1

2τ
(x− y)2

1

2τ
d(f, f∗)2 ! 1

2

∫ τ

0

∫
Ω

v2fdxdt

Given f ∗, find f such that

1

2τ
d(f, f∗)2 + F (f) = min

1

2

∫ τ

0

∫
Ω

v2fdxdt = supu,u0 infp{
∫

Ω

(
1

2τ
(x−y)2−u0(x)−u(y))dp(x, y)+

∫
Ω

u(y)fdy−
∫

Ω

u0f
∗dx}

= infp supu,u0{
∫

Ω

(
1

2τ
(x− y)2dp(x, y) : p ≥ 0 with marginals f ∗ and f}
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ft + (vf)x = 0

vt + vvx = 0

Brenier & Benamou
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w(x, t) =
∑

µ∗
i g(x, t, ai)

µj =
∫

Ij

∑
µ∗

i g(x, Tdiff , ai)dx Pij =
∫

Ij

g(x, Tdiff , ai)dx

µ = µ∗P Markov chain is ergodic
has unique stationary state   µ!

follow a period

➠

ρ(x, Ttr)
µ∗

µ∗
i =

∫
Ii

ρ!
i(x, 0)dx

ρ(x, Tdiff + Ttr) = ρ(x, T )
w(x, Tdiff )

ρ(x, T )
µ = µ∗P

ρ = ρ!

∂ρ

∂t
= σ

∂2ρ

∂x2
in Ω, Ttr < t ≤ T = Tdiff + Ttr,

σ
∂

∂x
ρ = 0 on ∂Ω, Ttr < t ≤ T

for ρ1, ρ2 solutions of (the same) Fokker-Planck Equation∫
Ω

ρ1 log
ρ1

ρ2
dx ≤ C e−ct

g(x, t, a) Green’s function with pole at a for Neuman Problem:

gt = σgxx in Ω, t > 0

gx = 0 on ∂Ω, t > 0

g = δa in Ω, t = 0

w(x, t) =
∑

µ∗i g(x, t, ai)

µ∗i =

∫
Ii

ρ!dx

µj =

∫
Ij

∑
µ∗i g(x, Tdiff , ai)dx

Pij =

∫
Ij

g(x, Tdiff , ai)dx

ρ̂ =

ξ(t, x) = φ(x, t) f(y, t)

dξ

dt
= φt(x, t) = v(y, t)

f (τ)→ f where
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d(ρ|Ttr , µ
∗) ≤ ε d(ρ|T , w|Tdiff ) ≤ ε

transport phase
most difficult estimate

log-Sobolev + Talagrand or analogous:
d of two solutions of diffusion equation decreases 
exponentially

estimate
know how to work with
Wasserstein metric

ρ(x, Ttr)
µ∗

ρ(x, Tdiff + Ttr) = ρ(x, T )
w(x, Tdiff )

ρ(x, T )
µ = µ∗P

d(ρ|T , µ) ≤ ε

iterates of a Markov chain close
can only happen if they are close to the stationary state
and then ρ is too.

d(µ∗, µ∗P )2 ≤ 2ε d(ρ, µ!)2 ≤ 4ε

investigate properties of µ!, P
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Dissipation and 
Wasserstein

where u, n, m are vectors and ϕ is a scalar.
This gives,

v = divΓ(∇nσ(n)− σn) (40)

which agrees with formula [].

m
d2ξ

dt
+ γ

dξ

dt
+ ψ′(ξ) = 0

ξ(0) = x

ξ′(0) = 0

⇒
m

2
(
dξ

dt
)2 + γ

∫ τ

0

(
dξ

dt
)2dt + ψ(ξ(τ))− ψ(x) = 0

distribute over Ω = (0, 1) , the unit interval with density ρ ∗ (x)

γ

∫ τ

0

∫
Ω

(
dξ

dt
)2f ∗dxdt +

∫
Ω

(
ψ(ξ(τ, x))f ∗ + σ f ∗log f∗)dx

write in terms of ρ(x, t) = number density at time t, solution of

ρt + (vρ)x = 0 in Ω, t > 0

with

F (ρ) =

∫
Ω

(
ψρ + σ ρ log ρ

)
dx

state ρ admissible from ρ∗ provided

γ

∫ τ

0

∫
Ω

v2ρ dxdt + F (ρ) ≤ F (ρ∗)

ρt + (vρ)x = 0 in Ω, t > 0

ρ(x, 0) = ρ∗ and ρ(x, τ) = ρ(x)

10

dissipation

Re large yacht  =  106

Re auto  =  107

Re kinesin  =  0.05

kinetic
energy

Re =
ρLv

η

ensemble of small bodies (large proteins)
motion in a highly viscous environment

spring-mass-dashpot



distribute over Ω = (0,1) with density f*

where u, n, m are vectors and ϕ is a scalar.
This gives,
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where u, n, m are vectors and ϕ is a scalar.
This gives,

v = divΓ(∇nσ(n)− σn) (40)

which agrees with formula [].

m
d2ξ

dt
+ γ

dξ

dt
+ ψ′(ξ) = 0

ξ(0) = x

ξ′(0) = 0

⇒
m

2
(
dξ

dt
)2 + γ

∫ τ

0

(
dξ

dt
)2dt + ψ(ξ(τ))− ψ(x) = 0

distribute over Ω = (0, 1) , the unit interval with density ρ ∗ (x)

γ

∫ τ

0

∫
Ω

(
dξ

dt
)2f ∗dxdt +

∫
Ω

(
ψ(ξ(τ, x))f ∗ + σ f ∗ log f ∗)dx

γ

∫ τ

0

∫
Ω

v2fdydt +

∫
Ω

(
ψf + σ f log f

)
dy

write in terms of ρ(x, t) = number density at time t, solution of

ρt + (vρ)x = 0 in Ω, t > 0

with

F (ρ) =

∫
Ω

(
ψρ + σ ρ log ρ

)
dx

state ρ admissible from ρ∗ provided

γ

∫ τ

0

∫
Ω

v2ρ dxdt + F (ρ) ≤ F (ρ∗)

ρt + (vρ)x = 0 in Ω, t > 0

ρ(x, 0) = ρ∗ and ρ(x, τ) = ρ(x)

10

we know what this is:
minimum value is Wasserstein metric

where u, n, m are vectors and ϕ is a scalar.
This gives,

v = divΓ(∇nσ(n)− σn) (40)

which agrees with formula [].

m
d2ξ

dt
+ γ

dξ

dt
+ ψ′(ξ) = 0

ξ(0) = x

ξ′(0) = 0

⇒
m

2
(
dξ

dt
)2 + γ

∫ τ

0

(
dξ

dt
)2dt + ψ(ξ(τ))− ψ(x) = 0

distribute over Ω = (0, 1) , the unit interval with density ρ ∗ (x)

γ

∫ τ

0

∫
Ω

(
dξ

dt
)2f ∗dxdt +

∫
Ω

(
ψ(ξ(τ, x))f ∗ + σ f ∗ log f ∗)dx

γ

∫ τ

0

∫
Ω

v2fdydt +

∫
Ω

(
ψf + σ f log f

)
dy

ensemble starts at f ∗

assumes new configuration f

1

2τ
d(f, f∗)2 +

∫
Ω

(
ψf + σ f log f

)
dx = min

Can now evolve through many relaxation times τ
write in terms of ρ(x, t) = number density at time t, solution of

ρt + (vρ)x = 0 in Ω, t > 0

with

F (ρ) =

∫
Ω

(
ψρ + σ ρ log ρ

)
dx

10



infp

∫
Ω

(
1

2
(x− y)2dp(x, y) = supϕ,ϕ∗{

∫
Ω

ϕ(y)fdy +

∫
Ω

ϕ∗(x)f ∗dx}

ϕ(y) + ϕ∗(x) ≤ 1

2
(x− y)2

d(f, f∗)2 =

∫
Ω

(x− φ(x, τ))2dx ≤ τ

∫ τ

0

∫
Ω

v2fdxdt

given fk−1 determine fk from the variational principle with f ∗ = fk−1, f = fk

f (τ)(x, t) = fk(x), (k − 1)τ < t ≤ kτ

limτ→0f
(τ)(x, t) =?

Choose f ∗ in variational principle.

1

2τ
d(f, f∗)2 + F (f) ≤ F (f ∗

1

2τ

∞∑
k=1

d(fk−1, fk)
2 ≤ F (f0)

F (fk) ≤ F (f0)

Determine y = φε(x) by

dy

dx
= ξ(y), y(0) = x, ξ ∈ C∞0 (Ω)

Determine fε∫
Ω

ζfεdy =

∫
Ω

ζ(φε(x))fdx

=

∫
Ω

ζ(y)f(φ−1
ε (y))

1
dφε

dx

dx
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f (τ) → f where

∂f

∂t
= σ

∂2f

∂x2
+

∂

∂x

(
ψ′f

)
in Ω, t > 0,

σ
∂

∂x
f + ψ′f = 0 on ∂Ω, t > 0 Fokker-Planck

Otto,  Jordan,K,Otto
many authors
Agueh, Petrelli, Tudorascu



multiple state motors:  a look at 
conventional kinesin

leading head binds
undergoes conformational change

trailing head swings 
forward new leading head binds

cartoon of conformational change and response to potential

apply ideas of dissipation to obtain a variational principle

ρ∗ → ρ∗P ρ∗P → ρ

note that  P  is a
probability matrix

P = 1 + τ

( −ν1 ν2

ν1 −ν2

)
ν1 > 0, ν2 > 0

sort heads:
type 1 bind at even labled sites     density                rates  
type 2 bind at odd labled sites      density                 rates

ρ1

ρ2

−ν1 ν2

ν1 − ν2



Analysis:  embark on known path for existence (Jordan, K, Otto & Otto 
& others)

is the dissipation principle powerful enough to solve our problem?
are Monge-Kantorovich transport methods sufficiently well developed?

•  existence & uniqueness
•  existence & uniqueness of stationary solution
•  trend to equilibrium
•  character of stationary solution

2∑
i=1

1
2τ

d(ρi, (ρ∗ P )i)2 +
2∑

i=1

∫
Ω

(
ψi ρi + σ ρi log ρi

)
dx = min∫

Ω
ρi dx =

∫
Ω
(ρ∗ P )i dx

variational principle

variational principle/dissipation principle 
•  separates free energy, dissipation, and conformational change
•  determines an implicit scheme
•  always has a solution: functional is superlinear

Oster, Mogilner
Elston

more detailed modeling from very different viewpoint



recover familiar equations
Adjari and Prost
Oster, Ermentrout, Peskin

note:  can use conventional
J.-L. Lions method as well to
investigate system

∂ρ1

∂t
=

∂

∂x

(
σ

∂ρ1

∂x
+ ψ′

1ρ1

)− ν1ρ1 + ν2ρ2

∂ρ2

∂t
=

∂

∂x

(
σ

∂ρ2

∂x
+ ψ′

2ρ2

)
+ ν1ρ1 − ν2ρ2

σ
∂ρ1

∂x
+ ψ′

1ρ1 = 0

σ
∂ρ2

∂x
+ ψ′

2ρ2 = 0

ρi(x, 0) = ρ0
i ≥ 0, in Ω, i = 1, 2∫

Ω

(
ρ1 + ρ2

)
dx = 1

system of evolution equations obtained from implicit scheme:



Role of asymmetry asymmetry of the potentials is thought to play an important
role in motor processivity, similar to the flashing rachet

motors distributed about red well bottom; some change 
conformation from asymmetry, most move left to a green well 
bottom with probability  p

some change conformation; most move left with probability p

corresponds to trials with a biased coin

stationary distribution is exponentially decaying

correct but does not translate to a proof

glutathione S-transferase (GST-KIF17 939–
1038) (Fig. 5E). This peptide does not block
the microtubule-binding activity of the KIF17
motor domain (14), but binds native mLin-10
(22). Therefore, KIF17 tail peptide competes
with the native KIF17 for mLin-10 binding
and will decrease the number of NR2B-con-
taining cargoes on the microtubules in this
assay (29).

Thus, these proteins form a protein com-
plex on the vesicle. We cannot exclude the
possibility of another mechanism for recruit-
ment of mLin-10 to the vesicle, but it would
be reasonable to regard this mLin-10 3
mLin-23 mLin-73 NR2B3 NR1 cascade
as a good candidate vesicle-binding mecha-
nism for KIF17.

Colocalization of KIF17, mLin-10, and
NR2B in the same dendrites. We immuno-
stained brain sections and cultured hippocam-
pal neurons. Double staining with anti-KIF17
and NR1 mab, anti-NR2B, and anti–mLin-10
revealed colocalization of these proteins in
the same dendrites (Fig. 6) (30).

Visualization of NR2B transport by
KIF17. Native vesicles, purified from brain
with anti-KIF17 beads, moved in a plus-end–
directed manner on microtubules when incu-
bated with full-length KIF17 (1–1038) (Fig.
7, A and B) (31). Recombinant KIF17 (1–
938), lacking the mLin-10 interaction do-
main, could not move these vesicles on mi-
crotubules, and only Brownian movement of
the vesicles in the buffer was observed. Be-
cause this deletion mutant has motor activity

Fig. 6. KIF17 colocalizes with mLin-10, NR2B, and NR1 in dendrites of neurons. (A) Coronal
section of cerebral cortex double-stained with anti-KIF17 and NR1 mAb. (B) Coronal section of
cerebral cortex pepsin-treated and double-stained with anti-KIF17 and anti-NR2B (!GluR"
No59). (C and D) Cultured hippocampal neuron double-stained with anti-KIF17 and anti–mLin-
10. Scale bar, 15 #m.

Fig. 7. Visualization of NR2B transport by KIF17. (A) Movement of the
KIF17 cargo vesicle on axoneme shows plus end–directed motility. Arrow
shows the vesicle, which touches on the microtubule and moves, then
goes out. [A quicktime movie can be viewed at http://cb.m.u-tokyo.ac.jp/
~setou/). (B) Two sequences of time-lapse images of movement of the

KIF17 cargo vesicles on microtubules. (C) Immunofluorescent detection
of NR2B on the vesicles moved by KIF17 on microtubules. (D) Electron
micrograph showing immunocytochemistry of the KIF17-bearing vesicles
on a microtubule. NR2B is detected by gold particles (diameter 10 nm).
Scale bar, 100 nm. (E) Model of the NR2B transporting machinery.

R E S E A R C H A R T I C L E S
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microtubule wall, to which various microtu-
bule-associated proteins and motor proteins
bind. The microtubule is a polar structure
with a fast-growing or plus end and a minus
end.

Microtubules serve as rails for the trans-
port of organelles and are organized in a
regular manner in these polarized cells. In
nerve axons, the microtubules are arranged
longitudinally with the plus end pointing
away from the cell body, whereas in epithe-
lial cells microtubules are organized with
the plus end pointing toward the basement
membrane. In most other cells such as fi-
broblasts and macrophages, microtubules
radiate from the cell center with the plus
ends pointing toward the periphery. In all of
these cells, various organelles are transport-
ed along the microtubules by means of mi-
crotubule-associated motor proteins.

Early light microscopy studies of living
nerve axons and biochemical studies of ax-
onal transport revealed membranous or-
ganelles moving by fast flow (3). Electron
microscopy (EM) studies suggested the pres-
ence of short cross-bridge structures between
the organelles and microtubules, which are
candidates for microtubule-associated motor
proteins conveying the membranous or-
ganelles along microtubules (4) (Fig. 1). Vid-
eo-enhanced differential interference con-
trast microscopy combined with biochemical
analyses revealed the presence of a micro-
tubule plus end–directed motor protein,
kinesin, a microtubule-activated adenosine
triphosphatase (ATPase) of 380 kD (5, 6).
The kinesin molecule consists of two 120-kD
kinesin heavy chains (KHCs) and two 64-

kD kinesin light chains (KLCs) (6). It has a
rod-like structure composed of two globular
heads (10 nm in diameter), a stalk, and a
fan-like end, with a total length of 80 nm.
The globular heads are composed of KHCs
that bind to microtubules (7, 8) (Fig. 2); the
KLCs constitute the fan-like end (7). Com-
plementary DNA (cDNA) encoding Dro-

sophila KHC yields a protein of 975 amino
acids in which the NH2-terminal !350 ami-
no acids form the motor domain (which
binds to microtubules), an "-helical coiled
coil–rich stalk domain involved in dimer
formation, and a tail domain (9). Localiza-
tion and functional assays indicate that ki-
nesin acts as a plus end–directed microtubule

Fig. 1. Quick freeze–deep etch electron micro-
graph of mouse axon. A membranous organelle
conveyed by fast transport is linked with a micro-
tubule by a short cross-bridge (arrow), which
could be a motor molecule. Scale bar, 50 nm.

A

B

Fig. 2. (A) Schematic representation of kinesin superfamily proteins described in the text. Conserved
motor domains are aligned and colored pink. Dark blue and red regions correspond to the N-type and
C-type (KIFC consensus) specific neck regions, respectively. Yellow rectangles indicate the M-type
specific neck and tail regions. Other conserved regions within each class, family, or subfamily are
indicated by solid rectangles, oblique stripes, or checks, respectively, with different colors. (B) Left:
Panels of main members of KIFs functioning in organelle transport, as observed by low-angle rotary
shadowing EM. Scale bar, 100 nm. Right: Schematic illustrations of the same KIFs, based on EM studies
or predicted from analysis of primary structures.
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∂f

∂t
= σ

∂2f

∂x2
+

∂

∂x

(
ψ′f

)
in Ω, t > 0,

σ
∂

∂x
f + ψ′f = 0 on ∂Ω, t > 0

Assume that

1. ψi, νi periodic of period 1/N on Ω

2. ψ′
1 > 0 on each interval where ψ′

2 ! 0 and ψ′
2 > 0 on each interval where

ψ′
1 ! 0

3. νi > 0

Then

ρ1(x) + ρ2(x) ! Ke−
cN
σ (x− 1

N ), x " 1

N
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Character of stationary solution 

ρ1 ρ2 φ = σρ′
1 + ψ1ρ

′
1

proof based on studying system of ODE’s

σρ′
1 = φ− ψ′

1ρ1

σρ′
2 = −φ− ψ′

2ρ2

φ′ = ν1ρ1 − ν2ρ2

φ(0) = φ(1) = 0

A =
1
σ

 −ψ′
1 0 1

0 −ψ′
2 −1

σν1 −σν2 0

d

dx
ρ̂ = Aρ̂
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Mechanisms of diffusion mediated transport
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Flashing Rachet:  eight well system

transport diffusion

basic notion:  nonequilibrium fluctuations can be 'oriented' to alter the state of the system,
for example, to exhibit transport; actual biological function extraordinarily complex

equations illustrate rich and diverse mechanisms 
to achieve this

Flashing rachet (Astumian et al.)

diffusion and transport in alternate
potential is periodic and asymmetric in its period basin
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alternates with

there is a periodic solution
can estimate transport with Markov chain
(K & Kowalczyk)

Multiple state molecular motor (Adjari & Prost; Oster, Ermentrout,
Peskin, Doering and others)

diffusion and transport in several potentials with state changes among the wells
like hand over hand motion (conventional kinesin).

potentials are asymmetric as before
stationary state decays exponentially: like trials with a biased coin
 (Chipot, Hastings, K, Kowalczyk)

∂ρ

∂t
=

∂

∂x
(σ

∂ρ

∂x
+ ψ′ρ)

∂ρ

∂t
= σ

∂2ρ

∂x2



Parrondo Paradox            pair of coin toss games
winning through losing                   win or lose $$ each trial

a-game
toss a fair coin

pa = 0.5

Ea = 0

b-game
coin played depends on present 
capital

3 divides present capital otherwise

pb = ε pb’= 0.75 - ε
Eb  =  0

but playing according to the schedule  a, b, a, b, a, b, ...is winning!

essence of the game is an illusion:  naive idea of fairness

magic lies in maintaining that illusion as long as possible.

Harmer & Abbot
Nature 1999



look at finite difference scheme
b-game looks like random walk with piecewise constant drift

alternating  a-game/b-game looks like flashing rachet

potential plot enhances the illusion

frequency of coin play actually governed by a Markov chain Pb (3 x 3)

fair coin game governed by Markov chain  Pa

Parrondo game corresponds to periodic transition matrix, Pa, Pb, Pa, etc.

limit cycle near stationary state of product  PbPa

for special game here, corresponds to b-game with tails replaced by heads

original b-game losing means concatenated game winning

what we call a 
spare parts story

ρi+1
k − ρi

k =
1
2
(ρi

k+1 − 2ρi
k + ρi

k−1)−
1
2
(λk+1ρ

i
k+1 − λk−1ρ

i
k−1)

where λk = 2pb − 1 or 2p′b − 1 depending on k mod 3



this is a new rachet mechanism like a screw with 
stripped threads:
turning it always resets to the initial position

something more fascinating is true

about game played with capital mod 4  

Pb Pa  =  Pa2

means: starting from uniform distribution
returns to uniform distribution after one 
a-game/b-game cycle for any b-game

winning or losing depends on
Eb(uniform distribution) 

Edet bal= 0
Euniform= 0



a sample potential
for Parrondo game 

in green triangle Parrondo is winning
and rachet moves left

Parrondo game works on potential difference

Brownian rachet (what we have been studying) works on geometry of potential

can find parameters so Parrondo wins and rachet moves to left

also related to stochastic time?

Alex Bogomolny
http://www.cut-the-knot.org/ctk/Parrondo.shtml

ψ

Brownian motor
solution

ρtrans

ρdiff

p

p’




