
Lecture Notes of Carlos Kenig

Part 1: Elliptic Quantitative Unique Continuation, with an Application to Anderson
Localization

The classical unique continuation theorem, which originates in the work of Carleman, in its
simplest form is the following:

Proposition: Assume that ∆u = V u in {|x| < 10}, with |u| ≤ C0 and ||V ||L∞ ≤ M . If |u(x)| ≤
CN |x|N , for all N ≥ 0, then u ≡ 0.

In order to establish this Proposition, Carleman developed a method, the “method of Carleman
estimates”, which still permeates the subject. An example of such an estimate is the following one
due to Hörmander (1983).

Lemma: There exist C1, C2, C3, depending only on the dimension n, and an increasing function
w(r), 0 < r < 10, so that 1

C1
≤ w(r)

r
≤ C1 and such that, for all f ∈ C∞

0 (B(0, 10)\{0}), α > C2, we
have

α3

∫
w(−1−2α)f 2 ≤ C3

∫
w(2−2α)|∆f |2.

I will give the proof of this Lemma later on, but let’s illustrate Carleman’s method by showing how
it yields the Proposition.

Proof of Proposition: Let ϕ ∈ C∞
0 (B(0, 10)), ϕ ≡ 1 on B(0, 2), 0 ≤ ϕ ≤ 1, ψ ∈ C∞(Rn), ψ ≡ 1

for |x| ≥ 1, ψ ≡ 0 for |x| < 1/2. For ε > 0, small, let

fε(x) = ψ
(x

ε

)
ϕ(x)u(x),

and apply the Lemma to fε. We obtain (with ηε(x) = ψ
(

x
ε

)
ϕ(x)):

α3

∫
w−1−2αf 2

ε ≤ C3

∫
w2−2α (∆fε)

2 ≤ C3

∫
w2−2α [ηε(x)∆u + 2∇ηε∇u + ∆ηεu]2 .

Note that ∇ηε = 1
ε
∇ψ

(
x
ε

)
ϕ + ψ

(
x
ε

)∇ϕ, while

∆ηε =
1

ε2
∆ψ

(x

ε

)
ϕ + ψ

(x

ε

)
∆ϕ +

2

ε
∇ψ

(x

ε

)
∇ϕ.

In order to control the term involving ∇u, we use the Caccioppoli inequality
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(†)
∫

B(x0,r)

|∇u|2 ≤ 2M

∫

B(x0,2r)

|u|2 +
C

r2

∫

B(x02r)

|u|2

(The inequality is obtained by multiplying ∆u + V u = 0 with θ2u, θ ≡ 1 on B(x0, r), supp θ ⊂
B(x0, 2r) and integrating by parts). Now, our assumption that |u(x)| ≤ CN |x|N and (†) easily give
that all the terms in which ψ is differentiated on r.h.s. → 0 as ε → 0. Hence, letting ε → 0, we
obtain:

α3

∫
w−1−2α|uϕ|2 ≤ C3

∫
w2−2α [ϕ(x)V (x)u(x) + u(x)∆ϕ(x) + 2∇u · ∇ϕ]2 .

We now use ||V ||∞ ≤ M ,

w2−2α(x) ≤ w3(x)w−1−2α(x) ≤ w(10)3w−1−2α(x)

and choose α so large that 4w(10)3M3C3 ≤ α3/2, to obtain:

α3

2

∫
w−1−2α|uϕ|2 ≤ C3

∫
w2−2α [u(x)∆ϕ(x) + 2∇u∇ϕ]2 .

Now, supp (∆ϕ,∇ϕ) ⊂ B(0, 10)\B(0, 2), so, by the monotonicity of w we have that the right hand
side is smaller than

C3Cnw2−2α(2)

∫

supp(∇ϕ,∆ϕ)

|u|2 + |∇u|2 ≤ C2
0C3Cnw2−2α(2),

where we use (†) once more. Hence, α3

2

∫
|x|<2

[
w(x)
w(2)

]−1−2α

|u|2 ≤ C3CnC
2
0 . Note that w(2)/w(x) > 1

on |x| < 2, so that u ≡ 0 on |x| < 2, by letting α → ∞. A chain of balls argument finishes the
proof.

A natural “quantitative” question might be: How large can N be and still have u 6≡ 0? Clearly,
some normalization on u is needed, because, when n = 2 u(z) = Re(zN) is harmonic for each N .
This question was studied by H. Donnelly and C. Fefferman (1988) for eigenfunctions on compact
manifolds, i.e. solutions to −∆gu = λu, ||u||L2(M) = 1, who showed that the possible order of
vanishing is O(λ1/2), which is sharp. We will return to this question later on.

Another “quantitative unique continuation” problem arose in my work with J. Bourgain on
Anderson localization for the Bernoulli model, to which I will now turn to. The problem of Anderson
localization for the Bernoulli model is a well-known problem in the theory of disordered media. The
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problem originates in a seminal 1958 paper by Anderson, who argued that, for a simple Schrödinger
operator in a disordered medium, “at sufficiently low densities, transport does not take place; the
exact wave functions are localized in a small region of space.” In our work with Bourgain (2004)
we concentrated on continuous models; the corresponding issues for discrete problems remain open.
Thus, consider a random Schrödinger operator on Rn of the form

Hε = −∆ + Vε

where the potential Vε(x) =
∑

j∈Zn

εjϕ(x − j), where εj ∈ {0, 1} are independent, 0 ≤ ϕ ≤ 1, ϕ ∈

C∞
0 (B(0, 1/10). It is not hard to see that, under these assumptions,

inf spec Hε = 0 a.s.

In this context, Anderson localization means that, near the bottom of the spectrum (i.e. for
energies E > 0, E < δ, δ = δ(n) small) Hε has pure point spectrum, with exponentially decaying
eigenfunctions, a.s. This phenomenon is by now well-understood in the case when the random
potential Vε has a continuous site distribution (i.e. the εj take their values in [0, 1]). When n = 1,
this was first proved, for all energies, for potentials with a continuous site distribution by Goldsh’ein-
Molchanov-Pastur (1977). The extensions to n > 1, for the same potentials, were achieved by the
method of “multi-scale analysis”, developed by Fröhlich-Spencer (∼ 1983). When the random
variables are discrete valued (i.e. the Anderson-Bernoulli model), the result was established for
n = 1, by Carmona-Klein-Martinelli (1987) and by Shubin-Vakilian-Wolff (1987). Neither one of
their methods extends to n > 1. We now have

Theorem (Bourgain-Kenig 2004). For energies near the bottom of the spectrum (0 < E < δ), Hε

displays Anderson localization a.s., for n ≥ 1.

The only previous result when n > 1 was due to Bourgain (2003), who considered instead

Vε(x) =
∑

j∈Zn

εjϕ(x− j), where ϕ(x) ∼ exp (−|x|) instead of ϕ ∈ C∞
0 . The non vanishing of the tail

of ϕ as |x| → ∞ was essential in Bourgain’s argument (which also applied to the corresponding
discrete problem on Zn). In our work on the true Bernoulli model, we overcome this by the use of a
quantitative unique continuation result. The proof of the above Theorem proceeds by an “induction
on scales” argument. Thus, we consider restrictions of Hε to cubes Λ ⊂ Rn, of size-length l. We
establish our estimates by induction on l. The estimates that we establish are weak versions of the
so-called “Wegner estimates”. Thus, let HΛ = the restriction of Hε to Λ, with Dirichlet boundary
conditions and let RΛ(z) = (HΛ− z)−1 be the resolvent in L2(Λ). We fix an E (the energy) and set
RΛ = RΛ(E + i0). We also let χx = χB(x;1), for x ∈ Rn. Our basic estimate, for 0 < E < δ, δ small,
is:
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Proposition A: ∃Ωl ⊂ {0, 1}Λ∩Zn
s.t.

(a1)|Ω`| > 1− l−ρ (ρ is any number < 3n/8), such that, for ε belonging to Ωl, the resolvent satisfies

(a)2: ||RΛ|| ≤ exp (l−)

(a)3: ||χxRΛχx′|| ≤ exp (−Cl) , |x− x′| ≥ l/10.

Such estimates (with exponentially small exceptional sets in (a)1) are what in the literature are called
“Wegner estimates”. The difficulty in proving such estimates in the Bernoulli case, as opposed to
the case in which we have a continuous site distribution, is that we cannot obtain the estimate
by varying a single j at a time. Here, “rare event” bounds must be obtained by considering the
dependence of eigenvalues on a large collection of variables {εj}j∈S. The proof of the Proposition
A is obtained by induction on l. An added difficulty is the fact that the bounds on the exceptional
set are weaker from the standard ones, but we show that they still suffice to obtain Anderson
localization.

For instance, to obtain the bound (a)2, we write HΛ − E + i0 = H0
Λ + 1 + Vε − 1− E + i0 and

if we let ΓΛ = ΓΛ(E, ε) = (H0
Λ + 1)−1/2(−Vε + 1 + E)(H0

Λ + 1)−1/2, which is a compact operator on
L2(Λ), it is easy to see that ||RΛ|| ' ||(1− ΓΓ)−1||. Thus, the issue is to obtain a lower bound for

dist(1, spec ΓΛ).

In carrying this out by induction in l, one of our key tools is a probabilistic lemma on Boolean
functions, introduced by Bourgain in his 2003 work.

Lemma: Let f = f(ε1, . . . εd) be a bounded function on {0, 1}d and denote Ij = f |εj=1
− f |εj=0

, the

jth influence, which is a function of εj′ , j
′ 6= j. Let J ⊂ {1, . . . , d} be a subset with |J | ≤ δ−1/4, so

that k < |Ij| < δ, for all j ∈ J . Then, for all E,

meas {|f − E| < k/4} ≤ |J |−1/2

(here meas refers to normalized counting measure on {0, 1}d.) The proof of this Lemma relies on
Sperner’s Lemma in the theory of partially ordered sets. The function to which this Lemma is
applied is the eigenvalue. It then becomes crucial to find bounds for the jth influence of eigenvalues.
To calculate it, note that Vε and Hε, defined as functions of ε ∈ {0, 1}Zn

, admit obvious extensions

Vt, Ht, t ∈ [0, 1]Z
n
, namely Vt(x) =

∑

j∈Zn

tjϕ(x − j) and we also have the analogues of RΛ, ΓΛ. Let

Eτ (t) be an eigenvalue parametrization of spec ΓΛ(t), near 1. Upper estimates on Ij (for f = Eτ as
a function on {0, 1}Zn

) are standard and the crucial issue is lower bounds for Ij

Ij =

∫ 1

0

∂Eτ

∂tj
(εj′ , j

′ ∈ Zn\{j}; tj) dtj.
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A calculation shows that ∂Eτ

∂tj
=

〈
∂

∂tj
ΓΛξ, ξ

〉
= −

∫

Λ

ϕ(x− j)|(H0
Λ + 1)−1/2ξ|2, where ξ = ξτ (t) is the

corresponding normalized eigenfunction of ΓΛ. If ζ = (H0
Λ + 1)−1/2ξ we see that

−Ij =

∫ 1

0

∫

Λ

ϕ(x− j)|ζ(εj′ , tj)|2dtjdx

From the fact that ξ is a normalized eigenfunction of ΓΛ one obtains H0
Λζ = E−1

τ (1 + E − Vε)ζ, so
that

|∆ζ| ≤ C|ζ|.

Moreover, 1 ≤ ||ξ||L2 ≤ C||ζ||L2 and from interior estimates |ζ| ≤ C. We see then that what we need

to estimate from below is

∫

B(j,1)

|ζ|2, where j ∈ Λ. This then leads us to the following quantitative

unique continuation problem at infinity. Suppose that u is a solution to

∆u + V u = 0 in Rn,

where |V | ≤ 1, |u| ≤ C0 and u(0) = 1.

For R large, define

M(R) = inf
|x0|=R

sup
B(x0,1)

|u(x)|.

Q: How small can M(R) be? Note that, by unique continuation sup
B(x0,1)

|u(x)| 6≡ 0.

Theorem: (Bourgain - K 2004)

M(R) ≥ C exp (−R4/3 log R)

Remark: In order for the induction on scales argument to prove Proposition A to work, if we have
an estimate of the form M(R) ≥ C exp(−CRβ), one needs β < 1+

√
3

2
' 1.35. Note that 4/3 ' 1.33.

It turns out that the estimate described in the Theorem is a quantitative version of a conjecture
of E.M. Landis (∼ 65). Landis conjectured that if ∆u+V u = 0 in Rn, with ||V ||∞ ≤ 1, ||u||∞ ≤ C0,
and |u(x)| ≤ C exp (−C|x|1+), then u ≡ 0. This conjecture was disproved by Meshkov (1992)
who constructed such a V, u, u 6≡ 0, with |u(x)| ≤ C exp (−C|x|4/3). (Meshkov also showed that if
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|u(x)| ≤ C exp (−C|x|4/3+), then u ≡ 0.) Meshkov’s example clearly shows the sharpness of our
lower bound on M(R).

It turns out that one can give a unified proof of the above Theorem and of the quantitative
version of Carleman’s Proposition that we mentioned earlier. We first formulate precisely the
latter:

Suppose that we are in the following normalized situation: Let (∆ + V )u = 0 in B(0, 10), with
||V ||L∞ ≤ M , ||u||L∞(B(0,10)) ≤ C0. Assume that sup

|x|≤1

|u(x)| ≥ 1. What is the sharp lower bound for

m(r) = sup
|x|≤r

|u| ≥ a1r
a2β, as r → 0

where a1, a2 depend only on n,C0 and β = β(M),M À 1. As I mentioned earlier, when V ≡ M ,
H. Donnelly and C. Fefferman (1988) showed that β = M1/2.

Theorem: (Bourgain -K 2004) For general V, β = M2/3. Moreover, this is the sharp rate.

The most efficient way to prove both Theorems is through “3-ball” inequalities. For harmonic
functions, such inequalities were first proved by Hadamard.

3-Ball Inequalities. Fix R1 = 6, r1 = 2 and 2r0 ¿ r1. Let ζ ∈ C∞
0 (BR1), ζ ≡ 1 on

[
3
2
r0, R1/2

]
,

ζ ≡ 0 on [0, r0]∪
[

3
4
R1, R1

]
, with |∇ζ|+ r0|∇2ζ| ≤ C/r0 on

[
0, 3

2
r0

]
and |∇ζ|+ R1|∇2ζ| ≤ C/R1 on[

R1/2,
3
4
R1

]
. Let f = ζu in Carleman estimate, where we assume now that |∆u| ≤ M |u| in BR1 .

Then:

α3

∫
w−1−2α(ζu)2 ≤ C3

∫
w2−2α|∆(ζu)|2, α > C2.

Let K1 =
{

3
2
r0 ≤ |x| ≤ R1/2

}
, K2 =

{
r0 ≤ |x| ≤ 3

2
r0

}
, K3 =

{
R1/2 ≤ |x| ≤ 3R1

4

}
. Then:

α3

∫

K1

w−1−2α|u|2 ≤ C3M
2

∫

K1

w2−2α|u|2 + J,

where J = C3

∫
K2∪K3

|∆(ζu)|2w2−2α. Thus,

α3

∫

K1

w−1−2α|u|2 ≤ C3M
2w3(R1/2)

∫

K1

|u|2w−1−2α + J.

Thus, if α3 > 2C3M
2w3(R1/2), we obtain:

(‡) α3

2

∫

K1

w−1−2α|u|2 ≤ J.
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We next estimate J . We have |∆(uζ)| ≤ M |u|+ 2|∇ζ||∇u|+ |∆ζ||u|. Thus,

|∆(uζ)| ≤ M |u|+ C

r0

|∇u|+ C

r2
0

|u| on K2, |∆(uζ)| ≤ M |u|+ C

R1

|∇u|+ C

R2
1

|u| on K3,

so

J ≤ C3

[
M2 +

C

r4
0

] ∫

K2

w2−2α|u|2 +
CC3

r2
0

∫

K2

w2−2α|∇u|2 + C3

[
M2 +

C

R4
1

] ∫

K3

w2−2α|u|2

+
CC3

R2
1

∫

K3

w2−2α|∇u|2

≤ C3

[
M2 +

C

r4
0

]
w(r0)

2−2α

∫

K2

|u|2 +
CC3

r2
0

w(r0)
2−2α

∫

K2

|∇u|2

+C3

[
M2 +

C

R4
1

]
w(R1/2)2−2α

∫

K3

|u|2 +
CC3

R2
1

w(R1/2)2−2α

∫

K3

|∇u|2.

Let K4 = {x ∈ K1 : |x| ≤ r1}, and still assume that α3 > 2C3M
2w2(R1/2) and insert this into

(‡). We get

∫

K4

u2 ≤ w(r1)
2α+1

∫

K4

w−2α−1|u|2 ≤ C3w(r1)
2α+1

{[
M2 +

C

r4
0

]
w2(r0)

w(r0)2α

∫

K2

|u|2

+
C

r2
0

w(r0)
2

w(r0)2α

∫

K2

|∇u|2
}

+ C3w(r1)
2α+1

{[
M2 +

C

R4
1

]
w2(R1/2)

w(R1/2)α

∫

K3

|u|2 +
C

R2
1

w2(R1/2)

w(R1/2)2α

∫

K3

|∇u|2
}

.

We now use the interior regularity bounds (Caccippoli)

∫

K2

|∇u|2 ≤
[
M +

C

r2
0

] ∫

B2r0\Br0/2

|u|2

and

∫

K3

|∇u|2 ≤
[
M +

C

R2
1

] ∫

BR1
\BR1/4

|u|2.

Finally, add

∫

|x|≤ 3
2
r0

|u|2 to both sides of the previous inequality, together with the Caccioppoli esti-

mates, to obtain:
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∫

|x|<r1

|u|2 ≤ CC3

[
w(r1)

w(r0)

]2α

η2w(r1)

[
M2r2

0 +
1

r2
0

]
+ CC3

[
w(r1)

w(R1/2)

]2α

µ2w(r1)

[
M2R2

1 +
1

R2
1

]
,

for α3 ≥ 2C3M
2w3(R1/2), where η = ||u||L2(B2r0 ) and µ = ||u||L2(BR1)

. If we now define

η2
1 = η2w(r1)

[
M2r2

0 +
1

r2
0

]
, µ2

1 = µ2w(r1)

[
M2R2

1 +
1

R2
1

]
,

A2 = CC3, we have, for α ≥ 2C3M
2w3(R1/2),

∫

|x|<r1

|u|2 ≤ A2

[
w(r1)

w(r0)

]2α

η2
1 + A2

[
w(r1)

w(R1/2)

]2α

µ2
1.

Let now K0 be defined by 1
K0

= 1+ log[w(r1)/w(r0)]

log
h

ω(R1/2)
w(r1)

i , so that 1
K0
' log 1/r0. Let α1 = K0

2 log
h

w(R1/2)
w(r1)

i log((µ1/η1)
2).

If α3
1 ≥ 2C3M

2w3(R1/2), we can insert it above. With these choices, a computation gives

||u||L2(Br1 ) ≤
√

2AηK0
1 µ1−K0

1 =
√

2A

{
||u||L2(B2r0 )w(r1)

1/2
[
M2r2

0 + 1
r2
0

]1/2
}K0

·

·
{
||u||L2(BR1

)w(r1)
1/2

[
M2R2

1 + 1
R2

1

]1/2
}1−K0

.

If, on the other hand, α1 ≤ 21/3C
1/3
3 w(R1/2)M

2/3, since ||u||L2(Br1 ) ≤ µ and

K0

2 log
[

w(R1/2)
w(r1)

] log((µ1/η1)
2) ≤ 21/3C

1/3
3 w(R1/2)M2/3, µ2

1 ≤ η2
1 exp (C̃M2/3/K0)

and so

||u||L2(Br1 ) ≤
[M2r2

0 + 1
r2
0
]1/2

[M2R2
1 + 1

R2
1
]1/2

||u||L2(B2r0 ) exp

(
C̃M2/3

K0

)
.

Combining both estimates, we obtain:
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||u||L2(Br1 ) ≤
√

2A

{
||u||L2(B2r0)

w(r1)
1/2

[
M2r2

0 +
1

r2
0

]1/2
}K0

.

.

{
||u||L2(Br1 )w(r1)

1/2

[
M2R2

1 +
1

R2
1

]1/2
}1−K0

+

[
M2r2

0 + 1/r2
0

M2R2
1 + 1/R2

1

]1/2

||u||L2(B2r0) exp (C̃M2/3/K0),

with 1/K0 ' log 1/r0. This is our “3-ball inequality”. We can now combine it with the elliptic
regularity estimate ||u||L∞(B1) ≤ Cn

{
Mn/2 + 1

} ||u|L2(B2) ≤ CnM
n/2||u||L2(B2) (for M > 1). Hence,

||u||L∞(B1) ≤ I + II,

where

I =
√

2ACnM
n/2

{
||u||L2(B2r0 )w(r1)

1/2

[
M2r2

0 +
1

r2
0

]1/2
}K0

·

·
{
||u||L2(BR1

)w(r1)
1/2

[
M2R2

1 + 1/R2
1

]}1−K0

,

II = CnMn/2

{
M2r2

0 + 1/r2
0

M2R2
1 + 1/R2

1

}1/2

||u||L2(B2r0 )exp
(
C̃M2/3/K0

)
.

Recall that in our quantitative unique continuation question, we assume that ||u||L∞(B1) ≥ 1. If I
≤ II, we obtain

I ≤ 2 II ≤ 2CnMn/2
{

M2r2
0+1/r2

0

M2R2
1+1/R2

1

}1/2

||u||L2(B2r0) · exp (C̃M2/3/K0)

≤ C̃nMn/2(M + 1/r0)r
n/2
0 exp (C̃M2/3/K0) max

|x|≤2r0

|u|

≤ C̃n exp (2C̃M2/3/K0) max
|x|≤2r0

|u| ≤ C̃nr
−CM2/3

0 max
|x|≤2r0

|u|,

which gives the desired lower bound with β = M2/3 (recall that 1
K0

' log 1/r0). If, on the other
hand II ≤ I, we have
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1 ≤ 2CnM
n/2

{
||u||L2(B2r0)w(r1)

1/2

[
M2r2

0 +
1

r2
0

]1/2
}K0

·
{
||u||L2(BR1

)w(R1)
1/2

[
M2R2

1 + 1/R2
1

]1/2
}1−K0

Raising both sides to 1/K0 and using the bound ||u||L∞ ≤ C0, we obtain

1 ≤ (2CnMn/2)1/K0M ||u||L∞(B2r0) · (C0CnR
n/2
1 )

1
K0
−1

.M1/K0−1

≤ C
1/K0
n C

1/K0

0 (Mn/2+1)1/K0||u||L∞(B2r0).

Since 1
K0
' log 1/r0, the right hand side is bounded by

(
1

r0

)Cn
(

1

r0

)C log C0
(

1

r0

)C log M

||u||L∞(B2r0),

which gives a better bound. Thus the Theorem follows.

We next turn to the proof of the first Theorem. Fix x0, |x0| = R so that M(R) = inf
|x0|=R

sup
B(x0,1)

|u(x)| =
sup

B(x0,1)

|u(x)|. Set uR(x) = u(R(x + x0/R)), so that ||uR||∞ ≤ C0, |∆uR| ≤ R2|uR|, so that, using

our previous notation, M = R2. Note also that if x̃0 = −x0/R, |x̃0| = 1 and uR(x̃0) = u(0) = 1, so
that ||uR||L∞(B1) ≥ 1. Also, sup

B(x0,1)

|u(x)| = sup
B(0,2r0)

|uR(y)|, where 2r0 = 1/R. Our previous estimate

gives

M(R) = sup
B2r0

|uR(y)| ≥ C(2r0)
M2/3

= C(1/2R)R4/3

= C exp (−CR4/3 log R)

as claimed. The example of Meshkov shows that this is sharp. To show that it is also sharp for the
“rate of vanishing” theorem in its uniform form, we will find rj → 0, potentials Vj, ||Vj||∞ = Mj

and solutions to ∆uj + Vjuj = 0, with ||uj||∞ ≤ C0, ||uj||L∞(B1) ≥ 1 and max
|x|<rj

|uj(x)| ≤ Cr
CM

2/3−
j

j .

In fact, let u be the Meshkov solution, normalized by u(0) = 1, ||u||∞ ≤ C0, |∆u| ≤ |u| and
|u(x)| ≤ C exp (−C|x|4/3). For Rj → ∞, let Mj = R2

j , fix x0,j, |x0,j| = Rj, and let uj(x) =
u(Rj(x + x0,j/Rj)). Clearly the required conditions on uj are verified. Let rj = 2

2Rj
. Then,

max
|x|<rj

|uj(x)| ≤ max
|x|≤1/Rj2

|u(Rj(x + x0,j/Rj))| ≤ C exp (−CR
4/3
j ) ≤ C

(
1

2Rj

)CR
4/3−
j

,
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since log(2Rj) ≤ CR0+
j for Rj large. Before ending this topic by proving the Lemma concerning

the Carleman estimate, I would like to point out a few questions that these results suggest.

Question 1: In my work with Bourgain, we establish Anderson localization for the continuous
Bernoulli model −∆ + Vε, where ∆ is the usual Laplacian in Rn. It is also of importance to study
the corresponding discrete Bernoulli model, where ∆ is now the Laplacian on Zn. Here there are
no results for n > 1. The reason why our approach does not apply in this setting (at least without
modifications) is because unique continuation fails and there could be solutions vanishing in a ball
which are not identically 0.

Question 2: In Meshkov’s example mentioned earlier, u and V are complex valued. Can the
exponent 4/3 be improved to 1+ in our theorem, for real valued u and V ? Is Landis’ conjecture
true for real valued u and V ?

Question 3: Can one improve the lower bound on the “quantitative order of vanishing theorem”
to β = M1/2, for real valued u and V , thus giving the same order as in the Donnelly-Fefferman
work?

Remark: The Carleman lemma admits various extensions. One can add to the left hand of
the inequality a term of the form α

∫
w1−2α|∇f |2. One can also substitute ∆ by ∆g given by∑

∂xi
gij(x)∂xj

, with gij(x)ζiζj ≥ λ|ζ|2, |gij(x)| ≤ λ−1 and |gij(x) − gij(x
′)| ≤ λ−1|x − x′|. (In

view of the well-known Plǐs-Miller examples, the Lipschitz condition is best possible.) The order of
vanishing theorem can be extended to solutions of

∑
∂xi

gij(x)∂xj
u +

∑
bi(x) ∂u

∂xi
+ V (x)u = 0, with

|bi| ≤ N, |V | ≤ M .

We finish this part of the course by giving a proof of the Carleman estimate i.e.: ∃w, 1
C1
≤

w(r)
r
≤ C1, 0 < r < 6, w ↑, so that, for α < C2, f ∈ C∞

0 (B6\{0}),

∫
α3w−1−2α|f |2 ≤ C3

∫
w2−2α|∆f |2.

Let g = w−αf and compute:

(∗) w−α∆f = ∆g +
α2|∇w|2

w2
g + 2α

|∇w|2
w2

A(g),

where A(g) = w∇w∇g
|∇w|2 + 1

2
Fwg, and Fw = w∆w−|∇w|2

|∇w|2 . For future use, we set Mw = 1
2
(Mij + Mji),

where

Mij =
1

2
div

(
w∇w

|∇w|2
)

δij − ∂xj

(
w∂xi

w

|∇w|2
)
− 1

2
Fwδij.
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Step 1: We have

∫
w2

|∇w|2 (w−α∆f)2 ≥ 4α

∫
Mw∇g · ∇g + α

∫
Fw∆(g2) + 4α2

∫ |∇w|2
w2

A(g)2.

Proof: Let

J1 =

∫ (
2α
|∇w|

w
A(g)

)2

, J2 = 2

∫ [
2αA(g)

{
∆g + α2 |∇w|2

w2
g

}]
.

Then, (*) gives that
∫

w2

|∇w|2 {w−α∆f}2 ≥ J1 + J2. Consider J2 and note that
∫ |∇w|2

w2 A(g) · g = 0, so
that

J2 = 4α

∫
A(g)∆g = 2α

∫ (
2w∇w∇g

|∇w|2 ∆g − Fw|∇g|2
)

+ α

∫
Fw∆(g2).

We now use the Rellich identity:

2(~β · ∇g)∆g = 2 div ((~β · ∇g)∇g)− div (~β|∇g|2) + div (~β)|∇g|2 − 2δij∂iβk∂kg · ∂jg

and choose ~β = w∇w
|∇w|2 , use the formula above and the divergence theorem to conclude:

4α

∫
A(g)∆g = 4α

∫
Mw∇g · ∇g + α

∫
Fw∆(g2).

This gives Step 1.

We will now choose w. Let σ(x) = |x|, ϕ(s) = s exp
(∫ s

0
e−t−1

t
dt

)
, φ(s) = ϕ(s)

sϕ′(s) = es. We define

ω(x) = ϕ(σ(x)) = ϕ(r), r = |x|. Notice that for 0 < r < 6, ϕ(r) ↑, ϕ(r) ' r, ∇w(x) = ϕ′(r)x
r
, so

that |∇w(x)| ' 1. With this definition, Fw = (n− 2)φ(σ)− σφ′(σ) and Mw = σφ′(σ)
[
I − ∇σ⊗∇σ

|∇σ|2
]
,

so that Mw∇g · ∇g ≥ σφ′(σ). |∇̃g|2 and hence
∫

Mw∇g · ∇g ≥ ∫
σφ′(σ)|∇̃g|2, where ∇̃g =

∇g − ∇σ·∇g
|∇σ|2 · ∇σ.

Also,

∫
Fw∆(g2) = (n− 2)

∫
φ(σ)∆(g2)−

∫
σφ′(σ)∆(g2)

= (n− 2)

∫
∆φg2 − 2

∫
σφ′(σ)g∆g − 2

∫
σφ′|∇g|2

= (n− 2)

∫
∆φg2 − 2

∫
σφ′g∆g − 2

∫
σφ′|∇̃g|2 − 2

∫
σφ′

(∇σ · ∇g)2

|∇σ|2 .
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We next turn to −2
∫

σφ′g∆g, using (*), to get

−2

∫
σφ′g∆g = −2

∫
σφ′g∆fw−α + 2α2

∫
σφ′

|∇w|2
w2

g2 + 2

∫
2α
|∇w|2

w2
A(g)gσφ′.

Thus,

4α

∫
Mw∇g · ∇g + α

∫
Fw∆(g2) ≥ 4α

∫
σφ′|∇̃g|2 + α(n− 2)

∫
∆φg2 − 2α

∫
σφ′g∆fw−α

+2α3

∫
σφ′

|∇w|2
w2

g2 + 4α2

∫ |∇w|2
w2

A(g)gσφ′ − 2α

∫
σφ′|∇̃g|2 − 2α

∫
σφ′

(∇σ · ∇g)2

|∇σ|2

= 2α

∫
σφ′|∇̃g|2 + 2α3

∫
σφ′

|∇w|2
w2

g2 −R1

where

R1 = −α(n− 2)

∫
∆φg2 + 2α

∫
σφ′g∆fw−α − 4α2

∫ |∇w|2
w2

A(g)gσφ′ + 2α

∫
σφ′

(∇σ · ∇g)2

|∇σ|2 .

Recall that φ(s) = es, so that ∆φ(σ) = φ′′(σ)|∇σ|2 + φ′(σ)∆σ = φ′′(σ)|∇σ|2 + (n−1)
σ

φ′(σ) so that
for 0 ≤ σ ≤ 6, |∆φ(σ)| ≤ C/σ. Hence,

R1 ≤ C

{
α

∫
w−1g2 + α

∫
w1−α|g||∆f |+ α2

∫
w−1|A(g)||g|+ α

∫
w
|∇σ · ∇g|2|
|∇σ|2

}
.

Once we combine this with Step 1, we obtain:

Step 2:

4α2

∫ |∇w|2
w2

A(g)2 + 2α

∫
σφ′|∇̃g|2 + 2α3

∫
σφ′

|∇w|2
w2

g2 ≤
∫

w2

|∇w|2 (w−α∆f)2+

+C

{
α

∫
w−1g2 + α

∫
w1−α|g||∆f |+ α2

∫
w−1|A(g)||g|+ α

∫
w
|∇σ · ∇g|2
|∇σ|2

}
.

To conclude the proof, recall that A(g) = w∇w·∇g
|∇w|2 + 1

2
Fwg and that Fw = (n− 2)φ− σφ′(σ).

Hence, |Fw| ≤ C in B6. Thus,

w

|∇w|2
|∇w · ∇g|2
|∇w|2 ≤ Cw−1|Ag|2 +

C|g|2
w

,
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so that

α

∫
w
|∇σ · ∇g|2
|∇σ|2 = α

∫
w
|∇w · ∇g|
|∇w|2 ≤ Cα

∫
w−1|Ag|2 + Cα

∫
|g|2w−1

≤ C̃α

∫ |∇w|2
w2

|Ag|2 + Cα

∫
|g|2w−1.

Also,

Cα2

∫
w−1|Ag||g| ≤ 1

2
α2

∫ |∇w|2
w2

|Ag|2 + C̃α2

∫
g2w−1

and

α

∫
w(1−α)|g||∆f | ≤

∫
w2(w−α|∆f |)2 + Cα2

∫
g2w−1

and the Lemma follows choosing α large enough.

Part 2. Parabolic Unique Continuation and Backward Uniqueness

We start out with a version of the Carleman lemma, valid for parabolic equations. We will state it
for the heat equation ∂tu−∆u. For t0, r fixed, define Qt0

r = Br×(−t0, t0), Q̃t0
r = Br\ {0}×(−t0, t0).

Lemma: (Escauriaza-Vessella 2003) (In this Lemma, R0 ' 1, T ' 1). Let f ∈ C∞
0

(
Q̃T

R0

)
, α >

C2, w as in the elliptic Lemma. Then:

∫

QT
R0

[
α3|f |2w−1−2α + α |∇f |2 w1−2α

] ≤ C3

∫

QT
R0

|∂tf −∆f |2 w2−2α.

With this Lemma in hand, arguing similarly to the elliptic case, we obtain:

Corollary 1: (“3 cylinder inequality”)

Let r0, r1, R be as in the elliptic case. Assume that

|∂tu−∆u| ≤ M (|∇u|+ |u|) in QT
R.
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Then, with K0 so that
1

K0

' log
1

r0

and for 0 < t0 < T , we have:

‖u‖
L2(Q

T−t0
r1

)
≤ C





([
1

r0

]n/2

‖u‖L2(QT
2r0

)

)K0

·
(
‖u‖L2(QT

R1
)

)1−K0

+

(
1

r0

)n/2

‖u‖L2(QT
2r0

) · exp(CM/K0)

}
.

Corollary 2: If u is as above and (say) bounded on QT
R1

and ‖u‖L2(QT
s ) = O(sN) as s → 0 for each

N , then u ≡ 0.

A typical application of Corollary 2 is to the following “unique continuation through spatial
boundaries” theorem.

Corollary 3: Assume that |∂tw −∆w| ≤ M (|w|+ |∇w|) in B4R× [t0, t1] , |w| ≤ M1 and w ≡ 0 on
(B4R\BR)× [t0, t1]. Then w ≡ 0 in B4R × [t0, t1].

A brief Digression on the Navier-Stokes Equation

Given a smooth divergence free vector field in R3, decaying fast as x →∞, we seek a v solving

(NS)





∂tv + div (v ⊗ v)−∆v = −∇p

div v = 0, v(x, 0) = a(x)

where v : R3 × R+ → R3, p : R3 → R are smooth and div(v ⊗ v) = ∂xi
(vivj). Later on we will

consider the same problem for more general a.

In 1934, Leray showed:

i) ∃T ∗ > 0 s.t. (NS) has a unique solution, well-behaved as x → +∞, in R3 × (0, T ∗)).

ii) (NS) has at least one ‘weak solution’ satisfying an ‘energy inequality’. Moreover, this ‘weak
solution’ coincides with the smooth solution for 0 < t < T ∗.

iii) If [0, T ∗] is the maximal interval of existence of a smooth solution, then, for each p > 3, there

exists εp > 0 such that




∫

R3

|u(x, t)|pdx




1/p

≥ εp

(T∗−t)
1
2 (1−3/p)

as t → T ∗.

Let me clarify the definition of ‘weak solution’.
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Ċ∞
0 = all C∞

0 vector fields, with divergence 0 in R3.

o

J = closure of Ċ∞
0 in L2;

o

J1
2 = closure in W 1

2 .

QT = R3 × (0, T ). We say that v is a weak solution to (NS) in QT if v : QT → R3, with

v ∈ L∞
(

(0, T );
o

J

)
∩ L2

(
(0, T );

o

J1
2

)
, t 7−→

∫
v(x, t)w(x)dx can be extended continuously to

[0, T ], for any w ∈ L2, and

∫

QT

[−v∂tθ − v ⊗ v : ∇θ +∇v : ∇θ] dx dt = 0, ∀θ ∈ Ċ∞
0 (QT ), ‖v(−, t)− a‖L2 →

t→0
0

and

1

2

∫
|v(x, t0)|2 dx +

∫

R3×[0,t0]

|∇v|2 dx dt ≤ 1

2

∫

R3

|a(x)|2 dx,

for all t0 ∈ (0, T ).

Theorem: (Leray 34) For a ∈
o

J, ∃ a weak solution v on R3 × [0,∞).

Theorem: (Prodi-Serrin-Ladyzhenskaya 60’s) If v1, v are two weak solutions, a ∈
o

J , and for some

T > 0, v ∈ Ls,`(QT ) =

{
f :

(∫ T

0

‖f(−, t)‖`
sdt

) 1
`

< ∞
}

, with
3

s
+

2

`
= 1, s ∈ (3, +∞], then v = v1

in QT and v is smooth in R3 × (0, T ].

Remark: Standard Sobolev embeddings show that if v is a weak solution, v ∈ Ls,`(QT ) with
3

s
+

2

`
=

3

2
, s ∈ [2, 6]. The significance of the condition in the second Theorem comes from scaling:

if u is a weak solution to (NS), uλ(x, t) = λu(λx, λ2t), pλ(x, t) = λ2p(λx, λ2t) is another weak

solution and the norms in Ls,` with
3

s
+

2

`
= 1 are invariant under the scaling.

Escauriaza-Seregin-Sverak (2002) provided the end-point in iii) of Leray’s work and the case s = 3
in the above theorem.

Theorem: (ESS-2002) If ] 0, T ∗ [ is the maximal interval of existence, T ∗ < ∞, then,

lim
t↑T ∗

∫
|v(x, t)|3 dx = +∞.
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Also, if v ∈ L3,∞(QT ) is a weak solution, then v ∈ L5,5(QT ) and hence, by second Theorem(
3

5
+

2

5
= 1

)
v is smooth and unique in QT .

The main interest in this result comes from the fact that it seems out of the reach of “standard
methods”. These are methods which give regularity of solutions, provided that some scale invariant
quantity becomes small, when restricted to a small set. For example, a norm of the type ‖f‖s,` < ∞,
with s, ` < ∞ implies this kind of smallness in small sets, automatically. This is not the case for
the L3,∞ norm and possible concentration effects may be an obstacle to regularity. A typical result
one can achieve by “standard methods” is:

Theorem: (Caffarelli-Kohn-Nirenberg, ’82) There exists ε0 > 0, C0,k, k = 0, 1, . . ., such that if

(U, P ) is a “suitable weak solution” to (NS) in Q and

∫

Q

|U |3 + |P | 32 dx dt ≤ ε0, then ∇kU is Hölder

continuous on Q

(
1

2

)
, max

Q( 1
2
)

∣∣∇kU
∣∣ ≤ Co,k.

To prove their Theorem, ESS argue by contradiction. They say that if z0 = (x0, t0) is a “bad
point” (where regularity breaks down), by using a variant of the C-K-N result mentioned above,
∃Rk ↓ 0 s.t.,

sup
t0−R2

k≤t≤t0

1

Rk

∫

B(x0,Rk)

|v|2dx ≥ ε∗ > 0.

(This is a scale-invariant quantity). Then, they perform a blow-up:

Let

vRk(x, t) = Rkv(x0 + Rkx, t0 + R2
kt),

pRk(x, t) = R2
kp(x0 + Rkx, t0 + R2

kt).

They then show that, after passing to a subsequence,

vRk
∗−→ u in L3,∞(R3+1), div u = 0, q ∈ L 3

2
,∞(R3+1),

∀Q ⊂⊂ R3+1,

∫

Q

|u|4 + |∇u|2 + |∂tu| 43 + |∇2u| 43 + |∇q| 43 < ∞,

vRk −→ u in L3(Q) and (u, q) is a “suitable weak solution” to (NS) in Q. They also show that
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sup
−1≤t≤0

∫

B(0,1)

|u(x, t)|2dx ≥ ε∗

and that ∀x∗ ∈ R3,

∫

B(x∗,1)

|u(x, 0)|2dx = 0.

(Here they use that v(−, t) ∈ L3 for all t.) One then should have, by “backward uniqueness for
(N − S)” that u ≡ 0 for t < 0, which would be a contradiction. To actually carry out this, they
introduce the vorticity w = ∇ ∧ u = (∂xj

uk − ∂xk
uj) 1 ≤ j ≤ 3, 1 ≤ k ≤ 3, which verifies

∂tw = ∆w+∇∧(wu), i.e., a ‘standard’ parabolic equation, without the pressure. Then, for R large,
∀T > 0, ∀k = 0, 1, . . ., ∇ku is Hölder continuous, bounded in the set

(
R3\B

(
0,

R

2

))
× (−2T, 0]

by CKN . Inserting this information in the equation for vorticity, we have, in (R3\B(0, R))×(−T, 0]
that |∂tw −∆w| ≤ M (|∇w|+ |w|) , |w| ≤ C and w(x, 0) ≡ 0. From a “backward uniqueness” for
standard parabolic equations (to be described momentarily) one would conclude that

w ≡ 0 on R3\B(0, R)× (−T, 0] .

From this one concludes further regularity on u in B(0, 4R) × (−T, 0], which then gives us that
|∂tw −∆w| ≤ M (|w|+ |∇w|) , |w| ≤ C on B(0, 4R)× (−T, 0], with w ≡ 0 on B(0, 4R))\B(0, R)×
(−T, 0]. By our uniqueness through “spatial boundaries”, w ≡ 0 on B(0, 4R) × (−T, 0] and hence
w ≡ 0 in R3 (−T, 0]. But then, u ∈ L3,∞ (R3 × (−T, 0]), ∆u ≡ div w ≡ 0, so that u ≡ 0, a
contradiction. The “backward uniqueness” theorem for parabolic equations that is used above is
the following:

Theorem: Assume |∂tu−∆u| ≤ M (|u|+ |∇u|) in Rn
+× [0, 1], |u(x, t)| ≤ CeB|x|2 and assume that

u(x, 1) ≡ 0. Then u ≡ 0 in Rn
+ × [0, 1] (here Rn

+ = {x = (x1, xn) : xn > 0}).
Note that there is no assumption made on u

∣∣
(xn=0)×[0,1] . The standard “backward unique con-

tinuation” theorem for parabolic equations is the same as the result mentioned before, but for u
defined in Rn × [0, 1].

Let us now reexamine backward unique continuation theorems from the perspective of the Landis
elliptic conjecture we discussed earlier. Thus, let us consider solutions to
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∂tu−∆u + W (x, t)∇u + V (x, t)u ≡ 0

in Rn× (0, 1], with ‖V ‖∞ ≤ M, ‖W‖∞ ≤ M and let us restrict ourselves to bounded solutions, i.e.,
‖u‖L∞ ≤ C0.

In 1974, in connection with backward uniqueness, and in parallel with Landis’ elliptic conjecture,
Landis and Oleinik posed the following:

Conjecture: Assume that u is as above and at t = 1 we don’t have u(x, 1) ≡ 0 but

|u(x, 1)| ≤ C exp
(−C|x|2+ε

)
for some ε > 0.

Is u ≡ 0?

Note that the growth rate is clearly optimal, but for real and complex solutions. We now have:

Theorem: (Escauriaza-Kenig-Ponce-Vega, 2005) In the situation above, if |u(x, 1)| ≤ Ck exp(−k|x|2)
for each k, then u ≡ 0. Moreover, if ‖u(−, 1)‖L2(B1) ≥ δ > 0, there exists N s.t., for |x| > N we
have

‖u(−, 1)‖L2(B(x,1)) ≥ exp(−N |x|2 log |x|).

Corresponding uniqueness results and quantitative results hold also in the case of Rn
+×(0, 1). The

proof is inspired by the elliptic one I discussed earlier. The main points are a rescaling argument
and a quantification of the size of the constants involved in the “two sphere and one cylinder”
inequalities satisfied by solutions of parabolic equations, in terms of the L∞ norm of the lower order
coefficients and the time of existence of solutions.

We end this part of the course with:

Question 4: Consider variable coefficient parabolic equations, i.e., ∂tu −
∑

∂xi
aij(x, t) ∂xj

u +
W (x, t). ∇u +V (x, t)u = 0 in Rn × (0, 1], where {aij(x, t)} is uniformly elliptic and symmetric.
What conditions on the local smoothness and the behavior of the coefficients at infinity are needed

for the previous theorem to hold? For example, we conjecture that
∣∣∇(x,t)aij(x, t)

∣∣ ≤ C

(1 + |x|)1+ε

suffices for this. The elliptic result we discussed before can be proved under the corresponding
assumption. (Escauriaza, unpublished).

Part 3: Unique Continuation for Dispersive Equations

We now turn to the possible existence of results in the spirit of the parabolic ones, for dispersive
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equations.

Let us consider for example, non-linear Schrödinger equations, i.e. equations of the form

i∂tu + ∆u + F (u, u)u = 0 in Rn × [0, 1],

where F is a suitable non-linearity.

The first thing we would like to discuss is what is the analog of the backward uniqueness result
for parabolic equations which we have just discussed.

The first obstacle in doing this is that Schrödinger equations are time reversible and so “backward
in time” makes no sense.

As is usual in the study of uniqueness questions, we consider first linear Schrödinger equations
of the form

i∂tu + ∆u + V (x, t)u = 0

in Rn × [0, 1], for suitable V (x, t), so that in the end we can let V (x, t) = F (u(x, t)).

We first recall the following well-known version of the uncertainty principle, due to Hardy:

Let f : R → C be such that f(x) = O(exp(−πAx2)) and such that its Fourier transform is
f̂(ξ) = O(exp(−πBξ2)) with A,B > 0. Then, if A ·B > 1, we must have f ≡ 0.

For instance, if

|f(x)| ≤ Cε exp (−Cε|x|2+ε)

and |f̂(ξ)| ≤ Cε exp (−Cε|ξ|2+ε),

for some ε > 0, then f ≡ 0.

(The usual proof of this result uses the theory of analytic functions of exponential type.)

It turns out that this version of the uncertainty principle can be easily translated into an equiv-
alent formulation for the free Schrödinger equation.

If v solves i∂tv + ∂2
xu = 0 in R× [0, 1], with v(x, 0) = v0(x), then

v(x, t) =
c√
t

∫
ei|x−y|2/4tv0(y)dy

so that
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v(x, 1) = cei|y|2/4

∫
e−ixy/2e

|y|2
4 v0(y) dy

If we then apply the corollary to Hardy’s uncertainty principle to f(y) = ei|y|2/4v0(y), we see
that if

|v(x, 0)| ≤ Cεexp(−Cε|x|2+ε) and

|v(x, 1)| ≤ Cεexp(−Cε|x|2+ε) for some ε > 0,

we must have v(x, t) ≡ 0.

Thus, for time-reversible dispersive equations, the analog of “backward in time uniqueness”
should be “uniqueness from behavior at two different times”.

We are thus interested in such results with “data which is 0 at infinity” or with “rapidly decaying
data” and even in quantitative versions, where we obtain “lower bounds for all non-zero solutions”.

It turns out that, for the case of “data which is 0 at infinity”, this question has been studied for
some time.

For the one-dimensional cubic Schrödinger equation,

i∂tu + ∂2
xu∓ |u|2u = 0 in R× [0, 1],

B.Y. Zhang (1997) showed that if u ≡ 0 on (−∞, a] × {0, 1}, or on [a, +∞) × {0, 1}, for some
a ∈ R, then u ≡ 0 on R × [0, 1]. His proof used inverse scattering (thus making it only applicable
to the one-dimensional cubic Schrödinger equation), exploiting a non-linear Fourier transform and
analyticity.

In 2002, Kenig-Ponce-Vega introduced a general method which allowed them to prove the cor-
responding results for solutions to

i∂tu + ∆u + V (x, t)u = 0

in Rn × [0, 1], n ≥ 1, for a large class of potentials V . We thus have:

Theorem. (Kenig-Ponce-Vega 2000). If V ∈ L1
t L

∞
x ∩ L∞loc and limR→∞ ||V ||L1

t L∞(|x|>R) = 0 and
there exists a strictly convex cone Γ ⊂ Rn and a y0 ∈ Rn so that

supp u(−, 0) ⊂ y0 + Γ
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supp u(−, 1) ⊂ y0 + Γ,

then we must have u ≡ 0 on Rn × [0, 1].

This work was extended by Ionescu-Kenig (2004) who considered more general potentials V and

the case when Γ is a half-space. For instance, if V ∈ L
n+2

2
xt (Rn×R) or more generally, V ∈ Lp

t L
q
x(Rn×

[0, 1]) with 2
p

+ n
p
≤ 2, 1 < p < ∞ (for n = 1, 1 < p ≤ 2) or V ∈ C([0, 1]; Ln/2(Rn)), n ≥ 3, the

result holds, with Γ a half-plane. This work involves some delicate constructions of parametrices
and is quite involved technically.

We next turn to our extension of Hardy’s uncertainty principle to this context, i.e. the case of
“rapidly decaying data”. Here there seems to be no previous literature on the problem.

Theorem (*) (Escauriaza-Kenig-Ponce-Vega 2005). Let u be a solution to i∂tu+∆u+V (x, t)u = 0
in Rn×[0, 1] with u ∈ C([0, 1]; H2(Rn)). Assume that V ∈ L∞(Rn×[0, 1]), ∇xV ∈ L1([0, 1]; L∞(Rn))
and limR→∞ ||V ||L1

t L∞(|x|>R) = 0. If u0 = u(x, 0) and u1 = u(x, 1) belong to H1(ek|x|2dx), for each
k > 1, then u ≡ 0.

As we will see soon, there actually even is a quantitative version of this result. The rest of this
lecture will be devoted to a sketch of the proof of Theorem (*). Our starting point is:

Lemma (Kenig-Ponce-Vega 2002). Suppose that u ∈ C([0, 1]; L2(Rn)), H ∈ L1
t L

2
x and ||V ||L1

t L∞x ≤
ε where ε = ε(n) is small enough. Suppose that u0(x) = u(x, 0), u1(x) = u(x, 1) both belong to
L2(Rn; e2βx1dx) and H ∈ L1([0, 1]; L2(e2βx1dx)). Then u ∈ C([0, 1]; L2(e2βx1dx)) and

sup0≤t≤1 ||u(−, t)||L2(e2βx1dx) ≤ C
{||u0||L2(e2βx1 dx) + ||u1||L2(e2βx1 dx)

+||H||L1([0,1]);L2(e2βx1 dx))

}
,

with C independent of β.

The proof of this lemma is quite subtle. If we know a priori that u ∈ C([0, 1]; L2(e2βx1dx)), the
proof could be carried out by a variant of the energy method (after conjugation with the weight
e2βx1) where we split into frequencies ξ1 > 0 and ξ1 < 0, performing the time integral from 0 to t
or from t to 1, according to each case.

However, since we are not free to prescribe both u0 and u1, we cannot use apriori estimates.

We thus introduce a fixed smooth function ϕ, with ϕ(0) = 0, ϕ′ non-increasing, ϕ′(r) ≡ 1 for
r ≤ 1, ϕ′(r) = 0 for r ≥ 2. We then let, for λ large, ϕλ(r) = λϕ(r/λ), so that ϕλ(r) ↑ r as
λ → ∞. We replace the weight e2βx1(β > 0) with e2βϕλ(x1) and prove the analogous estimate for
these weights, uniformly in λ, for λ ≥ C(1 + β6). The point is that all the quantities involved are
now apriori finite.

The price one pays is that, after conjugation with the weight e2βϕλ(x1), the resulting operators
are no longer constant coefficient (as is the case for e2βx1) and their study presents complications.
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At this point there are two approaches: in KPV 2002 one adapts the use of the energy estimates,
combined with commutator estimates and the standard pseudo-differential calculus.

The second approach, in IK 2004, constructs parametrices for the resulting operators and proves
bounds for them.

With this Lemma as our point of departure, our first step is to deduce from it further weighted
estimates.

Corollary (EKPV 2005). If we are under the hypothesis of the previous Lemma and in addition
for some a > 0, α > 1, u0, u1 ∈ L2(ea|x|αdx), H ∈ L1([0, 1]; L2(ea|x|αdx)), then there exist Cα,n,
Cn > 0 such that

sup
0<t<1

∫

|x|>Cα,n

|u(x, t)|2eCna|x|αdx < ∞.

The idea used for the proof of the corollary is as follows: let uR(x, t) = u(x, t)ηR(x), where
ηR(x) = η(x/R) and η ≡ 0 for |x| ≤ 1, η ≡ 1 for |x| ≥ 2. We apply the Lemma to uR and a choice
of β = bRα−1, for suitable b, in each direction x1, x2, . . . , xn. The corollary then follows readily.

The next step in the proof of the theorem is to deduce lower bounds for L2 space-time integrals,
in analogy with the elliptic and parabolic situations. These are our “quantitative lower bounds”.

Theorem. Let u ∈ C([0, 1]; H2(Rn)) solve i∂tu + ∆u + V u = 0 in Rn × [0, 1]. Assume that

∫ 1

0

∫

Rn

|u|2 + |∇u|2dx dt ≤ A2

and that

∫ 1
2
+ 1

8

1
2
− 1

8

∫

|x|<1

|u|2dx dt ≥ 1,

with ||V ||L∞ ≤ L. Then there exists Cn > 0 and R0 = R0(n,A, L) > 0 such that if R ≥ R0, we
have δ(R) ≥ Cn exp(−CnR2), where

δ(R) =

(∫ 1

0

∫

R−1≤|x|≤R

(|u|2 + |∇u|2)dx dt

)1/2

.

Once the Theorem is proved, applying the Corollary to u and ∇u (which verifies a similar
equation to the one u does) we see that the Theorem yields a contradiction, which proves our
theorem.
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In order to prove the Theorem a key tool is the following Carleman estimate, which is a variant
of the one due to V. Isakov (1993).

Lemma. Assume that R > 0 and ϕ : [0, 1] → R is a smooth compactly supported function.
Then there exists C = C(n, ||ϕ′||∞,||ϕ′′||∞) > 0 such that, for all g ∈ C∞

0 (Rn+1) with supp g ⊂{
(x, t) :

∣∣ x
R

+ ϕ(t)e1

∣∣ ≥ 1
}

and α ≥ CR2, we have

α3/2

R2

∣∣∣
∣∣∣eα| x

R
+ϕ(t)e1|2|g

∣∣∣
∣∣∣
L2
≤ C

∣∣∣
∣∣∣eα| x

R
+ϕ(t)e1|2(i∂t + ∆)(g)

∣∣∣
∣∣∣
L2

.

(Here e1 = (1, 0, . . . , 0).)

Proof. We conjugate (i∂t + ∆) by the weight eα| x
R

+ϕ(t)e1|2 and split the resulting operator into its
Hermitian and its anti-Hermitian parts. Thus, let f = eα| x

R
+ϕ(t)e1|2g, so that eα| x

R
+ϕ(t)e1|2(i∂t+∆)g =

Sαf−4αAαf , where Sα = i∂t+∆+ 4α2

R2

∣∣ x
R

+ ϕ(t)e1

∣∣2 and Aα = 1
R

(
x
R

+ ϕe1

) ·∇+ n
2R2 +iϕ′

2

(
x1

R
+ ϕ

)
.

Thus, S∗α = Sα, A∗
α = −Aα and

∣∣∣
∣∣∣eα| x

R
+ϕ(t)e1|2(i∂t + ∆)(g)

∣∣∣
∣∣∣
2

L2
= 〈Sαf − 4αAαf, Sαf − 4αAαf〉

≥ −4α 〈(SαAα − AαSα) f, f〉 = −4α 〈[Sα, Aα] f, f〉 .

A calculation shows that

[Sα, Aα] =
2

R2
∆− 4α2

R4

∣∣∣ x

R
+ ϕe1

∣∣∣
2

−1

2

[(
x1

Rϕ

)
ϕ′′ + (ϕ′)2

]
+ 2i

ϕ′

R
∂x1

and

∣∣∣
∣∣∣eα| x

R
+ϕ(t)e1|2(i∂t + ∆)g

∣∣∣
∣∣∣
2

L2
≥ 16α3

R4

∫ ∣∣ x
R

+ ϕ(t)e1

∣∣2 |f |2

+ 8α
R2

∫ |∇f |2 + 2α
∫ [(

x1

R
+ ϕ

)
ϕ′′ + (ϕ′)2

] |f |2 − 8αi
R

∫
ϕ′∂x1ff.

Using our support hypothesis on g, and taking α > CR2, with C = C(n, ||ϕ′||∞,||ϕ′′||∞) yields
our estimate.

In order to use the Lemma to prove our Theorem; we choose θR, θ ∈ C∞
0 (Rn), ϕ ∈ C∞

0 ((0, 1)),
so that

θR(x) =





1 if |x| < R− 1

0 if |x| ≥ R,
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θ(x) =





0 if |x| ≤ 1

1 if |x| ≥ 2,

0 ≤ ϕ ≤ 3, with

ϕ =





1 on

[
1

2
− 1

8
,
1

2
+

1

8

]

0 on

[
0,

1

4

]
∪

[
3

4
, 1

]
.

We let g(x, t) = θR(x)θ
(

x
R

+ ϕ(t)e1

)
u(x, t). Note that supp g ⊂ {∣∣ x

R
+ ϕ(t)e1

∣∣ ≥ 1
}
, g(x, t) ≡ 0

if |x| > R and if t ∈ [
0, 1

4

]∪ [
3
4
, 1

]
, |x| ≤ R, g(x, t) ≡ 0, so that the Lemma applies. Note that g ≡ u

in BR−1 ×
[

1
2
− 1

8
, 1

2
+ 1

8

]
where

∣∣ x
R

+ ϕ(t)e1

∣∣ ≥ 3− 1 = 2. We have:

(i∂t + ∆ + V )(g) = θ
( x

R
+ ϕe1

)
{2∇θR · ∇u + u∆θR}

+θR(x)
{

2R−1∇θ
( x

R
+ ϕe1

)
· ∇u + R−2u∆θ

( x

R
+ ϕe1

)
+ iϕ′(t)∂x1θ

( x

R
+ ϕe1

)
u
}

.

The first term on the right-hand side is supported in (BR\BR−1)× [0, 1], where
∣∣ x
R

+ ϕe1

∣∣ ≤ 4.
The second one is supported in

{
(x, t) : 1 ≤

∣∣ x
R

+ ϕe1

∣∣ ≤ 2
}
. Thus

∣∣∣
∣∣∣e| x

R
+ϕ(t)e1|2g

∣∣∣
∣∣∣
2

L2(dxdt)
≥ e4α||u||L2(B1×[ 1

2
− 1

8
, 1
2
+ 1

8 ])
≥ e4α,

and by the Lemma,

α3/2

R2

∣∣∣
∣∣∣eα| x

R
+ϕ(t)e1|2g

∣∣∣
∣∣∣
L2(dx dt)

≤ CnL
∣∣∣
∣∣∣eα| x

R
+ϕ(t)e1|2g

∣∣∣
∣∣∣
L2(dx dt)

+Cne
16αδ(R) + Cne4αA,

provided α ≥ CnR2. If we choose α = CnR
2, for R large we can hide the first term on the right-hand

side in the left-hand side to obtain

Re4α ≤ C̃ne16αδ(R) + C̃ne4αA,

so that R ≤ C̃ne12αδ(R) + C̃nA, and for R large, depending on A, we obtain R ≤ 2C̃ne
12αδ(R),

which, since α = CnR
2, is the desired result.
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Question 5: Can one obtain sharper versions of Theorem (*) in the spirit of the uncertainty
principle of Hardy? For instance, assume

u0 ∈ H1(e−a0|x|2dx) for a fixed a0 > 0 and
u1 ∈ H1(e−k|x|2dx) for all k > 0.

Prove, for the class of V as in Theorem (*) that u ≡ 0.
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