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Abstract. A variational model in the context of the gradient theory for �uid-�uid
phase transitions with small scale heterogeneities is studied. In particular, the case
where the scale ε of the small homogeneities is of the same order of the scale governing
the phase transition is considered. The interaction between homogenization and the
phase transitions process will lead, in the limit as ε → 0, to an anisotropic interfacial
energy.

1. Introduction

In order to describe the behavior at equilibrium of a �uid under isothermal conditions
con�ned in a container Ω ⊂ RN and having two stable phases (or a mixture of two
immiscible and non-interacting �uids with two stable phases), Van der Waals in his
pioneering work [37] (then rediscovered by Cahn and Hilliard in [12]) introduced the
following Gibbs free energy per unit volume

Eε(u) :=

ˆ
Ω

[
W (u) + ε2|∇u|2

]
dx . (1.1)

Here ε > 0 is a small parameter, W : R → [0,+∞) is a double well potential vanishing
at two points, say +1 and −1 (the simpli�ed prototype being W (t) := (1 − t2)2), and
u : Ω → R represents the phase of the �uid, where u = +1 correspond to one stable
phase and u = −1 to the other one. According to this gradient theory for �rst order
phase transitions, observed stable con�gurations minimize the energy Eε under a mass
constraint

´
Ω u = m, for some �xed m ∈ (−|Ω|, |Ω|).

The gradient term present in the energy (1.1) provides a selection criterion among
minimizers of I : u 7→

´
ΩW (u) dx. If neglected then every �eld u such that W (u) ≡ 0

in Ω and satisfying the mass constraint is a minimizer of I. The singular perturbation
u 7→ ε2|∇u|2 provides a selection criterion and it competes with the potential term
in that it penalizes inhomogeneities of u and acts as a regularization for the problem.
In particular, the parameter ε > 0 is related to the thickness of the transition layer
between the two phases. It was conjectured by Gurtin (see [27]) that for 0 < ε� 1 the
minimizer uε of the energy Eε will approximate a piecewise constant function, u, taking
values in the zero set of the potential W , and minimizing the surface area HN−1(Ju) of
the interface separating the two phases. Here HN−1 denotes the (N − 1)-dimensional
Hausdor� measure and Ju is the set of jump points of u.

Gurtin's conjecture has been proved by Modica in [32] (see also the work of Sternberg
[36]) using Γ-convergence techniques introduced by De Giorgi and Franzoni in [17]. In
particular, it has been showed that

lim
ε→0

1

ε
Eε(uε) = γHN−1(Ju) ,

where the constant γ > 0 plays the role of the surface energy density per unit area
required to make a transition from one stable phase to the other, and it is given by

γ :=

ˆ 1

−1

√
W (t)dt .

1
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Several variants of the Van der Waals-Cahn-Hilliard gradient theory for phase transi-
tions have been studied analytically. Here we recall the extension to the case of d non-
interacting immiscible �uids, with a vector-valued density u : RN → Rd. In [25] Fonseca
and Tartar treated the case of two stable phases (i.e., the potential W : Rd → [0,∞)
has two zeros), while the general case of several stable phases has been solved by Baldo
in [6]. In [6] and [25] it has been proved that the limit of a sequence {uε}ε>0, where uε
is a minimizer of Eε, is a minimal partition of the container Ω, where each set satis�es
a volume constraint and corresponds to a stable phase, i.e., a zero of W .

Other generalizations of (1.1) include the work of Bouchitté [8], who studied the case
of a �uid where its two stable phases change from point to point, in order to treat the
situation where the temperature of the �uid is not constant inside the container, but
given a priori. From the mathematical point of view, this corresponds to considering
the energy (1.1) with a potential of the form W (x, u) vanishing on the graphs of two
non constant functions z1, z2 : Ω → Rd. Fonseca and Popovici in [24] dealt with the
vectorial case of the energy (1.1) where the term |∇u| is substituted with a more general
expression of the form h(x,∇u), while the full coupled singular perturbed problem in
the vectorial case, with the energy density of the form f(x, u, ε∇u), has been studied by
Barroso and Fonseca in [7]. The case in which Dirichlet boundary conditions are con-
sidered was addressed by Owen, Rubinsten and Sternberg in [35], while in [33] Modica
studied the case of a boundary contact energy. We refer to the works [36] of Sternberg
and [1] of Ambrosio for the case where the zeros of the potential W are generic compact
sets. Finally, in [28] Kohn and Sternberg studied the convergence of local minimizers for
singular perturbation problems.

This paper is part of an ongoing project aimed at studying the interaction between
phase transitions and homogenization, namely when small scale heterogeneities are
present in the �uids. In particular, we treat the case of a mixture of d non-interacting
immiscible �uids with two minimizing phases in isothermal conditions. To be precise,
for ε > 0 we consider the energy

Eε(u) :=

ˆ
Ω

[
W
(x
ε
, u(x)

)
+ ε2|∇u(x)|2

]
dx , (1.2)

where W : RN × Rd → [0,∞) is a double well potential that is 1-periodic in the �rst
variable and with two zeros (see Section 1.1 for more precise details on the hypotheses
on W ). The small scale heterogeneities are modeled by the fast oscillations in the �rst
variable of the potential W .

Since limε→0 min Eε = 0, in order to understand the behavior of minimizing sequences
as ε→ 0 we need to consider the rescaled energy Fε := ε−1Eε. In the main result of this
paper (see Theorem 1.6) we identify the variational limit (in the sense of Γ-convergence)
of the rescaled energies Fε as ε→ 0. In particular, we will prove that the limiting energy
is given by an anisotropic surface functional. We refer to Section 1.1 for the precise
statement of the result. Since the scaling ε−1 of the energy coincides with the scaling of
the �ne oscillations in the potential, we expect to observe, in the limit, an interaction
between the phase transition and the homogenization process.

The transition layer between the two phases has a thickness of size ε, which is the
same scale of the micro-structures that form within this layer due to the potential term.
The main challenge of this work will be to handle the situation in which the orientation
of the interface is not aligned with the directions of periodicity of the potential W . This
misalignment will give rise to the anisotropy in the limiting energy (see Figure 2). In
particular, the cell problem for the limiting energy density (see De�nition 1.3) cannot
be reduced to a one dimensional optimal pro�le problem, as in the case of the energy
(1.1) (see Figure 1). This phenomenon is well known in models for solid-solid phase
transitions, when higher derivatives are considered in the energy (see, for instance, [13]).
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Figure 1. In the transition layer of size ε between the region where
u = a and u = b, microstructures with the same scale ε will develop due
to homogenization e�ects.

The case where di�erent scalings are present, namely when the small heterogeneities

are at a scale δ(ε) with limε→0
δ(ε)
ε ∈ {0,∞}, will be treated in a forthcoming paper.

Moreover, the case in which the wells of the potential W depend on the spatial variable
x, modeling non-isothermal condition, is currently under investigation.

In the literature we can �nd other problems treating simultaneously phase transitions
and homogenization. In [5] (see also [4]) Ansini, Braides and Chiadò Piat considered the
family of functionals

Sε(u) :=

ˆ
Ω

[
1

ε
W (u(x)) + εf

(
x

δ(ε)
,∇u

)]
dx ,

and identi�ed the Γ-limit in all three regimes

lim
ε→0

ε

δ(ε)
= 0 , lim

ε→0

ε

δ(ε)
:= c > 0 , lim

ε→0

ε

δ(ε)
= +∞ , (1.3)

using abstract Γ-convergence techniques to prove the general form of the limiting func-
tional, and more explicit arguments to derive the explicit expression in the three regimes
(actually, in the �rst case they need to assume ε3/2δ−1(ε)→ 0 as ε→ 0).

Moreover, we mention the articles [19] and [20] by Dirr, Lucia and Novaga regarding
a model for phase transition with an additional bulk term modeling the interaction of
the �uid with a periodic mean zero external �eld. In [19] they considered, for α ∈ (0, 1),
the family of functionals

V(1)
ε (u) :=

ˆ
Ω

[
1

ε
W (u(x)) + ε|∇u|2 +

1

εα
g
( x
εα

)
u(x)

]
dx ,

for some g ∈ L∞(Ω), while in [20] they treated the case

V(2)
ε (u) :=

ˆ
Ω

[
1

ε
W (u(x)) + ε|∇u|2 +∇v

(x
ε

)
· ∇u(x)

]
dx ,

where v ∈ W 1,∞(RN ). Notice that V(1)
ε is a particular case of V(2)

ε when α = 1 and
v ∈ H2(Ω) has vanishing normal derivative on ∂Ω. An explicit expression of the Γ-limit
is provided in both cases.

The work [11] by Braides and Zeppieri is similar in spirit to the ongoing project of
ours where we consider the case of the wells of W depending on the space variable x.
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Indeed, in [11] the authors studied the asymptotic behavior of the family of functionals

G(k)
ε (u) :=

ˆ 1

0

[
W (k)

(
t

δ(ε)
, u(x)

)
+ ε2|u′(t)|2

]
dt ,

for δ(ε) > 0 and the potential W (k) de�ned, for k ∈ [0, 1), as

W (k)(t, s) :=

{
W (s− k) t ∈

(
0, 1

2

)
,

W (s+ k) t ∈
(

1
2 , 1
)
,

with W (t) := min{(t − 1)2, (t + 1)2}. For k ∈ (0, 1) the fact that the zeros of W (k)

oscillate at a scale of δ(ε) leads to the formation of microscopic oscillations, whose e�ect
is studied by identifying the zeroth, the �rst and the second order Γ-limit expansions
(with the appropriate rescaling) in the three regimes (1.3).

In the context of the gradient theory for solid-solid phase transition, we mention the
work [26] by Francfort and Müller, where the asymptotic behavior of the energy

Lε(u) :=

ˆ
Ω

[
W
( x
εγ
,∇u(x)

)
+ ε2|4u|2

]
dx .

for γ > 0 is studied under some growth conditions on the potential W .
Finally, in [30] the authors studied the gradient �ow of the energy (1.2) in the case

where the parameter ε in front of the term |∇u|2 is kept �xed and only the parameter ε
in W (x/ε, u) is allowed to vary.

1.1. Statement of the main result. In the following Q ⊂ RN denotes the unit cube
centered at the origin with faces orthogonal to the coordinate axes, Q := (−1/2, 1/2)N .
Consider a double well potential W : RN ×Rd → [0,∞) satisfying the following proper-
ties:

(H0) x 7→W (x, p) is Q-periodic for all p ∈ Rd,
(H1) W is a Carathéodory function, i.e.,

(i) for all p ∈ Rd the function x 7→W (x, p) is measurable,
(ii) for a.e. x ∈ Q the function p 7→W (x, p) is continuous,

(H2) there exist a, b ∈ Rd such that W (x, p) = 0 if and only if p ∈ {a, b}, for a.e.
x ∈ Q,

(H3) there exists a continuous function W̃ : Rd → [0,∞) such that W̃ (p) ≤ W (x, p)

for a.e. x ∈ Q and W̃ (p) = 0 if and only if p ∈ {a, b}.
(H4) there exist C > 0 and q ≥ 2 such that 1

C |p|
q−C ≤W (x, p) ≤ C(1 + |p|q) for a.e.

x ∈ Q and all p ∈ Rd.

Remark 1.1. The choice q ≥ 2 is connected to the exponent we used in the term |∇u|2
of the energy (1.2). If that term is substituted with |∇u|q̄, in (H4) we would need to
take q ≥ q̄.

Hypotheses (H1), (H2) (H3) and (H4) conform with the prototypical potential

W (x, p) :=

k∑
i=1

χEi(x)Wi(p) ,

where Ei ⊂ Q are measurable pairwise disjoint sets with Q = ∪ki=1Ei, and Wi : Rd →
[0,∞) are continuous functions with quadratic growth at in�nity and such thatWi(p) = 0
if and only if p ∈ {a, b}, modeling the case of a heterogeneous mixture composed of k

di�erent compositions. Here W̃ in (H3) may be taken as W̃ := min{W1, . . . ,Wk}.

Let Ω ⊂ RN be an open bounded set with Lipschitz boundary. For ε > 0 consider the
energy Fε : H1(Ω;Rd)→ [0,∞] de�ned as

Fε(u) :=

ˆ
Ω

[
1

ε
W
(x
ε
, u(x)

)
+ ε|∇u(x)|2

]
dx , (1.4)
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Figure 2. The misalignment between a square Qν with two faces orthog-
onal to ν and the directions of periodicity of W (the grid in the picture)
is the reason for the anisotropy character of the limiting surface energy.

where |∇u(x)| denotes the Euclidean norm of the d×N matrix ∇u(x) ∈ Rd×N (matrices
with d rows and N columns).

We introduce some de�nitions. For ν ∈ SN−1, with SN−1 the unit sphere of RN , we
denote by Qν the family of cubes Qν centered at the origin with two faces orthogonal to
ν and with unit length sides.

De�nition 1.2. Let ν ∈ SN−1 and de�ne the function u0,ν : RN → Rd as

u0,ν(y) :=

{
a if y · ν ≤ 0 ,
b if y · ν > 0 .

(1.5)

Fix a function ρ ∈ C∞c (B(0, 1)) with
´
RN ρ(x)dx = 1, where B(0, 1) is the unit ball in

RN . For T > 0, set ρT (x) := TNρ(Tx) and

ũρ,T,ν := ρT ∗ u0,ν . (1.6)

When it is clear from the context, we will abbreviate ũρ,T,ν as ũT,ν .

De�nition 1.3. We de�ne the function σ : SN−1 → [0,∞) as

σ(ν) := lim
T→∞

g(ν, T ) ,

where

g(ν, T ) :=
1

TN−1
inf
{ˆ

TQν

[
W (y, u(y)) + |∇u|2

]
dy : Qν ∈ Qν , u ∈ C(ρ,Qν , T )

}
,

and

C(ρ,Qν , T ) :=
{
u ∈ H1(TQν ;Rd) : u = ũρ,1,ν on ∂ (TQν)

}
.

Just as before, if there is no possibility of confusion, we will write C(ρ,Qν , T ) as C(Qν , T ).

Remark 1.4. For every ν ∈ SN−1, σ(ν) is well de�ned and �nite (see Lemma 4.1) and
its de�nition does not depend on the choice of the molli�er ρ (see Lemma 4.3). Moreover,
the function ν 7→ σ(ν) is upper semi-continuous on SN−1 (see Proposition 4.4).
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Using [9], it is possible to prove that the in�mum in the de�nition of g(ν, T ) may be
taken with respect to one �xed cube Qν ∈ Qν . Namely, given ν ∈ SN−1 and Qν ∈ Qν it
holds

σ(ν) = lim
T→∞

1

TN−1
inf
{ˆ

TQν

[
W (y, u(y)) + |∇u|2

]
dy : u ∈ C(Qν , T )

}
.

Remark 1.5. In the context of homogenization when dealing with nonconvex potentials
W it is natural to consider, in the cell problem for the limiting density function σ, the
in�mum over all possible cubes TQν . For instance, this was observed by Müller in [34],
where the asymptotic behavior as ε→∞ of the family of functionals

Gε(u) :=

ˆ
Ω
W
(x
ε
,∇u

)
dx,

de�ned for u ∈ H1(Ω;Rd), is studied. The limiting energy is of the formˆ
Ω
W (∇u(x)) dx,

with

W (λ) := inf
k∈N

inf
ψ∈W 1,p

0 (kQ)

1

kN

ˆ
kQ
W (y, λ+∇ψ(y)) dy.

In the case where W is convex, the in�mum over k ∈ N is not needed (see [31]).

Consider the functional F0 : L1(Ω;Rd)→ [0,∞] de�ned by

F0(u) :=


ˆ
∂∗A

σ(νA(x)) dHN−1(x) if u ∈ BV (Ω; {a, b}),

+∞ else,

(1.7)

where A := {u = a} and νA(x) denotes the measure theoretic external unit normal to
the reduced boundary ∂∗A of A at x (see De�nition 2.6).

We now state the main result of this paper that ensures compactness of energy bounded
sequences and identi�es the asymptotic behavior of the energies Fε.

Theorem 1.6. Let {εn}n∈N be a sequence such that εn → 0 as n → ∞. Assume that
(H0), (H1), (H2), (H3) and (H4) hold.

(i) If {un}n∈N ⊂ H1(Ω;Rd) is such that

sup
n∈N
Fεn(un) < +∞

then, up to a subsequence (not relabeled), un → u in L1(Ω;Rd), where u ∈
BV (Ω; {a, b}),

(ii) As n→∞, it holds Fεn
Γ−L1

−→ F0.

Moreover, the function σ : SN−1 → [0,∞) is continuous.

Remark 1.7. The limiting functional F0 is an anisotropic perimeter functional, whose
limiting energy density σ is de�ned via a cell problem describing the intricate interaction
between homogenization and phases transition. It is interesting to notice that in phase
transitions models of the formˆ

Ω

[
1

ε
W (u(x)) + εh(∇u(x))

]
dx

one would expect the limiting model to be isotropic if h is. Instead, in our case, the
anisotropy originates from the mismatch between the square Q related to the periodicity
of W (·, p), and a square having two faces orthogonal to the normal ν to the interface.
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Once Theorem 1.6 is established, using well known arguments to deal with the mass
constraint (see [32]) and the result by Kohn and Sternberg ([28]) for approximating
isolated local minimizers, we also obtain the following.

Corollary 1.8. Letm ∈ (0, |Ω|) and consider, for ε > 0, the functionals Gε : L1(Ω;Rd)→
[0,+∞] given by

Gε(u) :=

 Fε(u) if
´

Ω u(x) dx = ma+ (|Ω| −m)b,

+∞ otherwise .

Under the assumptions of Theorem 1.6 it holds that Gε
Γ−L1

−→ G0, where G0 : L1(Ω;Rd)→
[0,+∞] is given by

G0(u) :=

 F0(u) if
´

Ω u(x) dx = ma+ (|Ω| −m)b,

+∞ otherwise .

In particular, every cluster point of a sequence of ε-minimizers for {Gε}ε>0 is a minimizer
for G0, and, moreover, every isolated local minimizer u of G0 can be obtained as the L1

limit of {uε}ε>0, where uε is a local minimizer of Gε.

The proof of the Theorem 1.6 will be divided in several parts. We would like to brie�y
comment on the main ideas we will use.

After recalling some preliminary concepts in Section 2 and establishing auxiliary tech-
nical results in Section 3, we will prove the compactness result of Theorem 1.6 (i) (see
Proposition 5.1) by reducing our functional to the standard Cahn-Hilliard energy (1.1).

In Proposition 6.1 we will obtain the liminf inequality by using the blow-up method
introduced by Fonseca and Müller in [22] (see also [23]). Although this strategy can
nowadays be considered standard, for clarity and completeness we include the argument.

The limsup inequality is presented in Proposition 7.1 and requires new geometric
ideas. This is due to the fact that the periodicity ofW in the �rst variable is an essential
ingredient to build a recovery sequence. It turns out (see Proposition 3.5) that there
exists a dense set Λ ⊂ SN−1 such that, for every v1 ∈ Λ there exists Tv1 ∈ N and
v2, . . . , vN ∈ Λ for which W (x + Tv1vi, p) = W (x, p) for a.e. x ∈ Ω, all p ∈ RN and all
i = 1, . . . , N , and such that {v1, . . . , vN} is an orthonormal basis of RN . Using this fact,
in the �rst step of the proof of Proposition 7.1 we obtain a recovery sequence for the
special class of functions u ∈ BV (Ω; {a, b}) for which the normals to the interface ∂∗A,
where A := {u = a}, belong to Λ. We decided to construct a recovery sequence only
locally, in order to avoid the technical problem of gluing together optimal pro�les for
di�erent normal directions to the transition layer. For this reason, we �rst prove that the
localized version of the Γ-limit is a Radon measure absolutely continuous with respect
to HN−1 ¬ ∂∗A, and then we show that its density, identi�ed using cubes whose faces
are orthogonal to elements of Λ, is bounded above by σ. Finally, in the second step we
conclude using a density argument that will invoke Reshetnyak's upper semi-continuity
theorem (see Theorem 2.9) and the upper semi-continuity of σ (see Proposition 4.4).

2. Preliminaries

In this section we collect basic notions needed in the paper.

2.1. Finite nonnegative Radon measures. The family of �nite nonnegative Radon
measures on a topological space (X, τ) will be denoted byM(X).
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De�nition 2.1. Let (X,d) be a σ-compact metric space. We say that a sequence
{µn}n∈N ⊂M(X) weakly-∗ converges to a �nite nonnegative Radon measure µ ifˆ

X
ϕdµn →

ˆ
X
ϕdµ

as n → ∞, for all ϕ ∈ C0(X), where C0(X) is the completion in the L∞ norm of the

space of continuous functions with compact support on X. In this case we write µn
∗
⇀ µ.

The following compactness result for Radon measures is well known (see [21, Propo-
sition 1.202]).

Theorem 2.2. Let (X,d) be a σ-compact metric space and let {µn}n∈N ⊂M(X) be such
that supn∈N µn(X) < ∞. Then the exist a subsequence (not relabeled) and µ ∈ M(X)

such that µn
∗
⇀ µ.

2.2. Sets of �nite perimeter. We recall the de�nition and some well known facts
about sets of �nite perimeter (we refer the reader to [3] for more details).

De�nition 2.3. Let E ⊂ RN with |E| < ∞ and let Ω ⊂ RN be an open set. We say
that E has �nite perimeter in Ω if

P (E; Ω) := sup

{ˆ
E

divϕdx : ϕ ∈ C1
c (Ω;RN ) , ‖ϕ‖L∞ ≤ 1

}
<∞ .

Remark 2.4. E ⊂ RN is a set of �nite perimeter in Ω if and only if χE ∈ BV (Ω), i.e.,
the distributional derivative DχE is a �nite vector valued Radon measure in Ω, withˆ

RN
ϕdDχE =

ˆ
E

divϕdx

for all ϕ ∈ C1
c (Ω;RN ), and |DχE |(Ω) = P (E; Ω).

Remark 2.5. Let Ω ⊂ RN be an open set, let a, b ∈ Rd, and let u ∈ L1(Ω; {a, b}). Then
u is a function of bounded variation in Ω, and we write u ∈ BV (Ω; {a, b}), if the set
{u = a} := {x ∈ Ω : u(x) = a} has �nite perimeter in Ω.

De�nition 2.6. Let E ⊂ RN be a set of �nite perimeter in the open set Ω ⊂ RN . We
de�ne ∂∗E, the reduced boundary of E, as the set of points x ∈ RN for which the limit

νE(x) := − lim
r→0

DχE(x+ rQ)

|DχE |(x+ rQ)

exists and is such that |νE(x)| = 1. The vector νE(x) is called the measure theoretic
exterior normal to E at x.

We now recall the structure theorem for sets of �nite perimeter due to De Giorgi
(see [3, Theorem 3.59] for a proof of the following theorem).

Theorem 2.7. Let E ⊂ RN be a set of �nite perimeter in the open set Ω ⊂ RN . Then
(i) for all x ∈ ∂∗E the set Er := E−x

r converges locally in L1(RN ) as r → 0 to the
halfspace orthogonal to νE(x) and not containing νE(x),

(ii) DχE = −νEHN−1 ¬ ∂∗E,
(iii) the reduced boundary ∂∗E is HN−1-recti�able, i.e., there exist Lipschitz functions

fi : RN−1 → RN , i ∈ N, such that

∂∗E =

∞⋃
i=1

fi(Ki) ,

where each Ki ⊂ RN−1 is a compact set.
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Remark 2.8. Using the above result it is possible to prove that (see [2, Proposition
2.2])

νE(x) = − lim
r→0

DχE(x+ rQ)

rN−1

for all x ∈ ∂∗E.

Finally, we state a result due to Reshetnyak in the form we will need in this paper
(for a statement and proof of the general case see, for instance, [3, Theorem 2.38]).

Theorem 2.9. Let {En}∞n=1 be a sequence of sets of �nite perimeter in the open set

Ω ⊂ RN such that DχEn
∗
⇀ DχE and |DχEn |(Ω)→ |DχE |(Ω), where E is a set of �nite

perimeter in Ω. Let f : SN−1 → [0,∞) be an upper semi-continuous bounded function.
Then

lim sup
n→∞

ˆ
∂∗En∩Ω

f (νEn(x)) dHN−1(x) ≤
ˆ
∂∗E∩Ω

f (νE(x)) dHN−1(x) .

2.3. Γ-convergence. We refer to [10] and [14] for a complete study of Γ-convergence in
metric spaces.

De�nition 2.10. Let (X,m) be a metric space. We say that Fn : X → [−∞,+∞]

Γ-converges to F : X → [−∞,+∞], and we write Fn
Γ−m−→ F , if the following hold:

(i) for every x ∈ X and every xn → x we have

F (x) ≤ lim inf
n→∞

Fn(xn) ,

(ii) for every x ∈ X there exists {xn}∞n=1 ⊂ X (so called a recovery sequence) with
xn → x such that

lim sup
n→∞

Fn(xn) ≤ F (x) .

In the proof of the limsup inequality we will need to show that a certain set function
is actually (the restriction to the family of open sets of) a �nite Radon measure. The
classical way to prove this is by using the De Giorgi-Letta coincidence criterion (see [18]),
namely to show that the set function is inner regular as well as super and sub additive.
In this paper we will use a simpli�ed coincidence criterion due to Dal Maso, Fonseca
and Leoni (see [15, Corollary 5.2]). Given Ω ⊂ RN an open set, we denote by A(Ω) the
family of all open subsets of Ω.

Lemma 2.11. Let λ : A(Ω)→ [0,∞) be an increasing set function such that:

(i) for all U, V,W ∈ A(Ω) with U ⊂ V ⊂W it holds

λ(W ) ≤ λ(W \ U) + λ(V ) ,

(ii) λ(U ∩ V ) = λ(U) + λ(V ), for all U, V ∈ A(Ω) with U ∩ V = ∅,
(iii) there exists a measure µ : B(Ω)→ [0,∞) such that

λ(U) ≤ µ(U)

for all U ∈ A(Ω), where B(Ω) denotes the family of Borel sets of Ω.

Then λ is the restriction to A(Ω) of a measure de�ned on B(Ω).
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3. Preliminary technical results

The �rst result relies on De Giorgi's slicing method (see [16]), and it allows to adjust
the boundary conditions of a given sequence of functions without increasing the energy,
by carefully selecting where to make the transition from the given function to one with
the right boundary conditions. Although the argument is nowadays considered to be
standard, we include it here for the convenience of the reader.

For ε > 0, we localize the functional Fε by setting

Fε(u,A) :=

ˆ
A

[
1

ε
W
(x
ε
, u(x)

)
+ ε|∇u(x)|2

]
dx ,

where A ∈ A(Ω) and u ∈ H1(A;Rd). Also, for j ∈ N, we de�ne

A(j) := {x ∈ A : d(x, ∂A) < 1/j} .

Lemma 3.1. Let D ∈ A(Ω) be a cube with 0 ∈ D and let ν ∈ SN−1. Let {Dk}k∈N ⊂
A(Ω) with Dk ⊂ D be cubes, let {ηk}k∈N with ηk → 0 as k → ∞, and let uk ∈
H1(Dk;Rd), with k ∈ N, satisfy

(i) χDk → χD in L1(RN ),
(ii) ukχDk → u0,ν in L1(D;Rd),
(iii) supk∈NFηk(uk, Dk) <∞.

Let ρ ∈ C∞c (B(0, 1)) with
´
RN ρ(x)dx = 1. Then there exists a sequence {wk}k∈N ⊂

H1(D;Rd), with wk = ũρ,1/ηk,ν in D
(jk)
k , where ũρ,1/ηk,ν is de�ned as in (1.6), for some

{jk}k∈N with jk →∞ as k →∞, such that

lim inf
k→∞

Fηk(uk, Dk) ≥ lim sup
k→∞

Fηk(wk, D) .

Moreover, wk → u0,ν in Lq(D;Rd) as k →∞, where q ≥ 2 is as in (H4).

Proof. Assume, without loss of generality, that

lim inf
k→∞

Fηk(uk, Dk) = lim
k→∞

Fηk(uk, Dk) < +∞ (3.1)

and that, as n→∞, un(x)χDk(x)→ u0,ν(x) for a.e. x ∈ D.

Step 1. We claim that

lim
k→∞

‖uk − u0,ν‖Lq(Dk;Rd) = 0. (3.2)

Indeed, using (H4), we get

|uk(x)− u0,ν(x)|q ≤ C
(
W

(
x

ηk
, uk(x)

)
+ 1

)
, (3.3)

for x ∈ Dk. From (3.1) we have χDk(x)W ( xηk , uk(x))→ 0 as k →∞ for a.e. x ∈ D, and

thus

C|D| − lim sup
k→∞

‖uk − u0,ν‖qLq(Dk;Rd)

= lim inf
k→∞

ˆ
Dk

[
CW

(
x

ηk
, uk(x)

)
+ C − |uk(x)− u0,ν(x)|q

]
dx

≥
ˆ
D

lim inf
k→∞

χDk(x)

[
CW

(
x

ηk
, uk(x)

)
+ C − |uk(x)− u0,ν(x)|q

]
dx

≥ C|D|,

where we used Fatou's lemma and (3.3).
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Step 2. Here we abbreviate ũρ,1/k,ν as ũ1/k,ν . Set vk := ũ1/ηk,ν and λk := ‖ukχDk −
vk‖L2(D;Rd). Using Step 1, since q ≥ 2 we get limk→∞ λk = 0. For every k, j ∈ N divide

D
(j)
k into Mk,j equidistant layers L

i
k,j of width ηkλk, for i = 1, . . . ,Mk,j . It holds

Mk,jηkλk =
1

j
. (3.4)

For every k, j ∈ N let Li0k,j , with i0 ∈ {1, . . . ,Mk,j}, be such thatˆ
L
i0
k,j

ak(x) dx ≤ 1

Mk,j

ˆ
D

(j)
k

ak(x) dx , (3.5)

where

ak(x) :=
1

ηk
(1 + |uk− vk|q + |vk|q) +

1

λ2
kηk
|uk(x)− vk(x)|2 + ηk

(
|∇uk(x)|2 + |∇vk(x)|2

)
.

Further, consider cut-o� functions ϕk,j ∈ C∞c (D) with

0 ≤ ϕk,j ≤ 1 , ‖∇ϕk,j‖ ≤
C

ηkλk
, (3.6)

such that

ϕk,j(x) = 1 , for x ∈

(
i0−1⋃
i=1

Lik,j

)
∪ (Dk \D

(j)
k ) , (3.7)

ϕk,j(x) = 0 , for x ∈

 Mk,j⋃
i=i0+1

Lik,j

 ∪ (D \Dk) . (3.8)

Set
w̃k,j := ϕk,juk + (1− ϕk,j)vk .

It holds that limj→∞ limk→∞ ‖w̃k,j −u0,ν‖Lq(D;Rd) = 0. Let jk ∈ N be such that D
(jk)
k ⊂⋃Mk,j

i=i0+1 L
i
kj
. Then w̃k,j = vk in D

(jk)
k . We claim that

lim inf
k→∞

Fηk(uk, Dk) ≥ lim sup
j→∞

lim sup
k→∞

Fηk(w̃k,j , D) . (3.9)

Indeed

Fηk(w̃k,j , Dk) = Fηk

(
uk,

(
i0−1⋃
i=1

Lik,j

)
∪ (Dk \D

(j)
k )

)
+ Fηk

(
w̃k,j , L

i0
k,j

)

+ Fηk

 vk,

Mk,j⋃
i=i0+1

Lik,j


=: Ak,j +Bk,j + Ck,j . (3.10)

To estimate the �rst term in (3.10) we notice that

lim inf
k→∞

Fηk(uk, Dk) ≥ lim sup
j→∞

lim sup
k→∞

Ak,j . (3.11)

Consider the term Bk,j . Using (H4) together with (3.6) we have that

Bk,j ≤ C
ˆ
L
i0
k,j

[
1

ηk
(1 + |w̃k,j |q) + ηk

(
|∇ϕk,j |2|uk − vk|2 + |∇uk|2 + |∇vk|2

) ]
dx

≤ C
ˆ
L
i0
k,j

[
1

ηk
(1 + |uk − vk|q + |vk|q) +

1

ηkλ
2
k

|uk − vk|2 + ηk
(
|∇uk|2 + |∇vk|2

) ]
dx

≤ C

Mk,j

ˆ
D

(j)
k

[
1 + |uk − vk|q

ηk
+
|uk − vk|2

ηkλ
2
k

+ ηk
(
|∇uk|2 + |∇vk|2

) ]
dx , (3.12)
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where in the last step we used (3.5) and the fact that supk∈N ‖vk‖L∞(D;Rd) < ∞. Since
for a cube rQ with side length r we have

|(rQ)(j)| ≤ 2NrN−1

j
,

and the cubes Dk are all contained in the bounded cube D, we can �nd j̄ ∈ N such that
for all j ≥ j̄ and k ∈ N we get

|D(j)
k |

Mk,jηk
≤ C

jMk,jηk
= Cλk . (3.13)

Step 1 (see (3.2)) yields

C

Mk,jηk

ˆ
D

(j)
k

[ 1 + |uk − vk|q ] dx ≤ Cjλk
[
‖uk − vk‖qLq(Dk;Rd)

+ 1
]
≤ Cjλk . (3.14)

Moreover, by (3.4) we obtain

1

Mk,jηkλ
2
k

ˆ
D

(j)
k

|uk − vk|2 dx ≤ Cjλk , (3.15)

ηk

ˆ
Dk

|∇uk|2 dy ≤ lim sup
k→∞

Fηk(uk, Dk) <∞ , (3.16)

and, since

‖∇vk‖L∞ ≤
C

ηk
, (3.17)

ηk
Mk,j

ˆ
D

(j)
k

|∇vk|2 dy ≤ C

Mk,jηk
= Cjλk . (3.18)

From (3.12), (3.13), (3.14), (3.15), (3.16) and (3.18) we get

lim
j→∞

lim
k→∞

Bk,j = 0 . (3.19)

We now estimate the term Ck,j . Using (3.17), we obtain

Ck,j ≤
1

ηk

ˆ
⋃Mk,j
i=i0+1 L

i
k,j

[
W (vk(y)) + η2

k|∇vk(y)|2
]

dy

≤ C

ηk

∣∣∣D(j)
k ∩ {x ∈ D : |x · ν| < ηk}

∣∣∣ ,
and so

lim
j→∞

lim
k→∞

Ck,j = 0 . (3.20)

Similarly, it holds that

lim
k→∞

Fηk(w̃k,j , D \Dk) ≤ lim
k→∞

C

ηk
|(D \Dk) ∩ {x ∈ D : |x · ν| < ηk}| = 0 . (3.21)

Using (3.10), (3.11), (3.19), (3.20) and (3.21) we obtain (3.9).

Applying a diagonalizing argument, it is possible to �nd an increasing sequence
{j(k)}k∈N such that

lim
k→∞

[Bk,j(k) + Ck,j(k) + Fηk(w̃k,j(k), D \Dk)] = 0 ,

and limk→∞ ‖w̃k,j(k)−u0,ν‖L1(D;Rd) = 0. Thus, the sequence {wk}k∈N, with wk := w̃k,j(k)

satis�es the claim of the lemma. �

Remark 3.2. In the paper we will make use of the basic idea behind the proof of Lemma
3.1 in several occasions. In particular, it is possible to see that the result of Lemma 3.1
still holds true if the set D ⊂ RN is a �nite union of cubes, and Dk = D for all k ∈ N.
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The proof of the limsup inequality, Proposition 7.1, uses periodicity properties of the
potential energyW . In particular, we will show thatW is periodic in the �rst variable not
only with respect to the canonical set of orthogonal direction, but also with respect to a
dense set of orthogonal directions. In the sequel we will use the notation Λ := QN ∩SN−1

and {e1, . . . , eN} will denote the standard orthonormal basis for RN . We �rst recall the
following extension theorem for isometries (for a proof see, for instance, [29, Theorem
10.2]).

Theorem 3.3. (Witt's Extension Theorem) Let V be a �nite dimensional vector space
over a �eld K with characteristic di�erent from 2, and let B be a symmetric bilinear form
on V with B(u, u) > 0 for all u 6= 0. Let U,W be subspaces of V and let T : U →W be
an isometry, that is, B(u, v) = B(Tu, Tv) for all u, v ∈ U . Then T can be extended to
an isometry from V to V .

Lemma 3.4. Let ν ∈ Λ. Then there exist a rotation Rν : RN → RN and λν ∈ N such
that RνeN = ν and λνRνei ∈ ZN for all i = 1, . . . , N .

Proof. Let ν ∈ Λ be �xed. Consider the spaces

U := Span(eN ) , W := Span(ν)

as subspaces of V := QN over the �eld K := Q, with B being the standard Euclidean
inner product. Then, the linear map T : U → W de�ned by T (eN ) := ν is an isometry.
Apply Theorem 3.3 to extend T as a linear isometry T : QN → QN . In particular,
T (ei) · T (ej) = δij . Up to rede�ning the sign of T (e1) so that detT > 0, we can assume
T to be a rotation. Let λν ∈ N be such that λνT (ei) ∈ ZN for all i = 1, . . . , N . Finally,
de�ne Rν : RN → RN to be the unique continuous extension of T to all of RN , which is
well de�ned as isometries are uniformly continuous. �

Proposition 3.5. Let νN ∈ Λ. Then there exist ν1, . . . , νN−1 ∈ Λ and T ∈ N such that
ν1, . . . , νN−1, νN is an orthonormal basis of RN , and for a.e. x ∈ Q it holds W (x +
Tνi, p) = W (x, p) for all p ∈ Rd and i = 1, . . . , N .

Proof. Let R : RN → RN be a rotation and let T := λνN ∈ N be given by Lemma 3.4
relative to νN . Set νi := Rei for i = 1, . . . , N − 1. We have that Tνi ∈ ZN for all
i = 1, . . . , N . Fix i ∈ {1, . . . , N} and write Tνi =

∑N
j=1 λjej , for some λj ∈ Z. For

p ∈ Rd, using the periodicity of W (·, p) with respect to the canonical directions, for a.e.
x ∈ Q we have that

W (x+ Tνi, p) = W

x+

N∑
j=1

λjej , p

 = W (x, p).

�

In the following, given a linear map L : RN → RN , we will denote by ‖L‖ the Euclidean
norm of L, i.e., ‖L‖2 :=

∑N
i,j=1[L(ei) · ej ]2. For the sake of notation, we will also de�ne

the set of rational rotations SO(N ;Q) ⊂ SO(N) as the rotations R ∈ SO(N) such that
Rei ∈ QN for i ∈ {1, . . . , N}.

Lemma 3.6. Let ε > 0, ν ∈ Λ, and let S : RN → RN be a rotation with S(eN ) = ν.
Then there exists a rotation R ∈ SO(N ;Q) such that R(eN ) = ν and ‖R− S‖ < ε.

Proof. Step 1 We claim that SO(N ;Q) is dense in SO(N) for every N ≥ 1.
We proceed by induction on N . When N = 1, SO(N) consists of the identity, so the

claim is trivial. LetN > 1 be �xed and let ε > 0 and S ∈ SO(N) be arbitrary. By density
of QN ∩ SN−1, we can �nd a sequence {qn}n∈N ∈ Λ with |qn| = 1 such that qn → S(eN )
as n → ∞. By Lemma 3.4 we can �nd Rn ∈ SO(N ;Q) such that Rn(eN ) = qn. Since
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SO(N) is a compact set, we can extract a convergent subsequence (not relabeled) of
{Rn} such that Rn → R ∈ SO(N), with R(eN ) = limn→∞Rn(eN ) = S(eN ).

Thus, the rotation R−1◦S �xes eN and may be identi�ed with a rotation T ∈ SO(N−
1), i.e., writing ei =: (e′i, 0), i = 1, . . . , N−1, it follows that Rei = (Te′i, 0), i = 1, . . . , N−
1. By the induction hypotheses, we can �nd T ′ ∈ SO(N − 1;Q) such that

‖T − T ′‖ < ε

2
.

De�ne R′ ∈ SO(N ;Q) by

R′ei :=

{
(T ′e′i, 0) i = 1, . . . , N − 1,

eN i = N.

Let n0 be so large that

‖R−Rn0‖ <
ε

2
.

We claim that our desired rotation is Rn0 ◦R′ ∈ SO(N ;Q). Indeed,

‖Rn0 ◦R′ − S‖ ≤ ‖Rn0 ◦R′ −Rn0 ◦R−1 ◦ S‖+ ‖Rn0 ◦R−1 ◦ S − S‖
= ‖R′ −R−1 ◦ S‖+ ‖Rn0 −R‖
= ‖T ′ − T‖+ ‖Rn0 −R‖ < ε.

Step 2 Let S ∈ SO(N) with S(eN ) = ν be given. If N = 1, there is nothing else to
prove, so we proceed with N > 1.

By Lemma 3.4 we can �nd a rotation R1 ∈ SO(N ;Q) such that R1(eN ) = ν. Since
R−1

1 ◦S is a rotation with (R−1
1 ◦S)(eN ) = eN , as in Step 1 we can identify R−1 ◦S with

a rotation T1 ∈ SO(N − 1). Also by Step 1, SO(N − 1;Q) is dense in SO(N − 1), so we
can �nd T2 ∈ SO(N − 1;Q) such that ‖T2 − T1‖ < ε. As before, identifying T2 with a
rotation R2 ∈ SO(N ;Q) that �xes eN , we set R := R1 ◦R2 ∈ SO(N ;Q). We have that
(R1 ◦R2)(eN ) = R1(eN ) = ν and

‖R1 ◦R2 − S‖ = ‖R2 −R−1
1 ◦ S‖ = ‖T2 − T1‖ < ε.

�

De�nition 3.7. Let V ⊂ SN−1. We say that a set E ⊂ RN is a V -polyhedral set if ∂E
is a Lipschitz manifold contained in the union of �nitely many a�ne hyperplanes each
of which is orthogonal to an element of V .

A variant of well known approximation results of sets of �nite perimeter by polyhedral
sets yields the following (see [3, Theorem 3.42]).

Lemma 3.8. Let V ⊂ SN−1 be a dense set. If E is a set with �nite perimeter in Ω,
then there exists a sequence {En}n∈N of V -polyhedral sets such that

lim
n→∞

‖χEn − χE‖L1(Ω) = 0 , lim
n→∞

|P (En; Ω)− P (E; Ω)| = 0 .

Proof. Using [3, Theorem 3.42] it is possible to �nd a family {Fn}n∈N ⊂ RN of polyhedral
sets such that

‖χFn − χE‖L1(Ω) ≤
1

n
, |P (Fn; Ω)− P (E; Ω)| ≤ 1

n
.

For every n ∈ N, let Γ
(n)
1 , . . . ,Γ

(n)
sn be the hyperplanes whose union contains the boundary

of Fn. Let ν
(n)
1 , . . . , ν

(n)
sn ∈ SN−1 be such that Γi = (ν

(n)
i )⊥. Then it is possible to �nd

rotations R
(n)
i : RN → RN such that R

(n)
i ν

(n)
i ∈ V and, denoting by En ⊂ RN the set

enclosed by the hyperplanes (R
(n)
i ν

(n)
i )⊥, we get

‖χEn − χE‖L1(Ω) ≤
2

n
, |P (En; Ω)− P (E; Ω)| ≤ 2

n
.
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�

4. Properties of the function σ

The aim of this section is to study properties of the function σ introduced in De�ni-
tion 1.3 that we will need in the proof of Proposition 7.1 in order to prove the limsup
inequality.

Lemma 4.1. Let ν ∈ SN−1. Then σ(ν) is well de�ned and is �nite.

Proof. Let ν ∈ SN−1. For T >
√
N let QT ∈ Qν and uT ∈ C(QT , T ) be such that

1

TN−1

ˆ
TQT

W (y, uT (y)) + |∇uT (y)|2dy ≤ g(T ) +
1

T
, (4.1)

where, for simplicity of notation, we write g(T ) for g(ν, T ). Let {ν(1)
T , . . . , ν

(N)
T } be an

orthonormal basis of RN normal to the faces of QT such that ν = ν
(N)
T . We de�ne an

oriented rectangular prism centered at 0 via

P (α, β) := {x ∈ RN : |x · ν| ≤ β and |x · ν(i)
T | ≤ α for 1 ≤ i ≤ N − 1}.

Let S > T + 3 +
√
N . We claim that for all m ∈ N with 2 ≤ m < T , we have

g(S) ≤ g(T ) +R(m,S, T ) , (4.2)

where the quantity R(m,S, T ) does not depend on ν and is such that

lim
m→∞

lim
T→∞

lim
S→∞

R(m,S, T ) = 0.

Note that if this holds then

lim sup
S→∞

g(S) ≤ lim inf
T→∞

g(T ),

and this ensures the existence of the limit in the de�nition of σ. Therefore, the remainder
of Step 1 is dedicated to proving (4.2).

The idea is to construct a competitor uS for the in�mum problem de�ning g(S) by
taking bST c

N−1 copies of TQν ∩ ν⊥ centered on ν⊥ ∩ SQν in each of which we de�ne uS
to be (a translation of) uT . In order to compare the energy of uS to the energy of uT , we
need the copies of the cube TQν to be integer translations of the original. Moreover, we
also have to ensure that the boundary conditions render uS admissible for the in�mum
problem de�ning g(S). For this reason, we need the centers of the translated copies of
TQν ∩ ν⊥ to be close to ν⊥ ∩ SQν (recall that the molli�ers ρT,ν and ρS,ν only depend
on the direction ν).

Set

MT,S :=

⌊
S − 1

T

T +
√
N + 2

⌋N−1

,

and notice that

lim
T→∞

lim
S→∞

TN−1

SN−1
MT,S = 1 . (4.3)

We can tile
(
S − 1

T

)
QT with disjoint prisms

{
pi + P

(
T +
√
N + 2, S − 1

T

)}MT,S

i=1
so

that

pi + P

(
T +
√
N + 2, S − 1

T

)
⊂
(
S − 1

T

)
QT , pi ∈ ν⊥,

for each i ∈ {1, . . . ,MT,S}. In each cube pi +
√
NQT we can �nd xi ∈ ZN since

dist(·,ZN ) ≤
√
N in RN , and we have

xi + (T + 2)QT ⊂ pi + (T +
√
N + 2)QT .
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Figure 3. Construction of the function uS : in each yellow cube xi+TQT
we de�ned it as a copy of uT and we use the grey region (xi + (T +
1
m)QT ) \ (xi + TQT ) around it to adjust the boundary conditions and
make them match the value of uS in the green region. Finally, in the
pink region SQT \ (S − 1

T )QT we make the transition in order for uS to
be an admissible competitor for the in�mum problem de�ning g(S).

Consider, for m ∈ N and i ∈ {1, . . . ,MT,S} cut-o� functions ϕm,i ∈ Cc(xi + (T +
1
m)QT ; [0, 1]) be such that

ϕm,i(x) =


0 if x ∈ ∂

(
xi +

(
T + 1

m

)
QT

)
,

1 if x ∈ xi + TQT ,

‖∇ϕm,i‖L∞ ≤ Cm, (4.4)

for some C > 0. De�ne uS : SQT → Rd by

uS(x) :=



uT (x− xi) if x ∈ xi + TQT ,

ϕm,i(x)(ρ ∗ u0,ν)(x+ pi − xi) + (1− ϕm,i(x))(ρ ∗ u0,ν)(x)
if x ∈ (xi + (T + 1

m)QT ) \ (xi + TQT ),

(ρ ∗ u0,ν)(x) otherwise.

Notice that since pi · ν = 0, if x ∈ ∂(xi + TQT ) we have

uT (x− xi) = (ρ ∗ u0,ν)(x− xi) = (ρ ∗ u0,ν)(x+ pi − xi).

Thus uS ∈ H1(SQT ;Rd) and, if x ∈ ∂ (SQT ) then uS(x) = (ρ ∗ u0,ν)(x), so uS is
admissible for the in�mum in the de�nition of g(S). In particular,

g(S) ≤ 1

SN−1

ˆ
SQT

[
W (x, uS(x)) + |∇uS(x)|2

]
dx
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=
1

SN−1
F1(uS , SQT )

=: I1(T, S) + I2(T, S,m) + I3(T, S,m), (4.5)

where

I1(T, S) :=
1

SN−1

MT,S∑
i=1

F1(uS , xi + TQT ),

I2(T, S,m) :=
1

SN−1

MT,S∑
i=1

F1

(
uS ,

(
xi +

(
T +

1

m

)
QT

)
\ (xi + TQT )

)
,

I3(T, S,m) :=
1

SN−1
F1(uS , ET,S,m),

and we set

ET,S,m := SQT \
MT,S⋃
i=1

(
xi +

(
T +

1

m

)
QT

)
.

We now bound each of terms I1, I2, I3 separately. We start with I1(T, S). Since
xi ∈ ZN , the periodicity of W together with (4.1) yield

I1(T, S) =
1

SN−1
MS,T

ˆ
TQT

[
W (x, uT (x)) + |∇uT (x)|2

]
dx

≤ 1

SN−1
MT,ST

N−1

(
g(T ) +

1

T

)
. (4.6)

In order to estimate I2(T, S,m), notice that, since for every x ∈ RN the function t 7→
(ρ ∗ u0,ν)(x + tν) is constant outside of an interval of size 1, we have that for every
i ∈ {1, . . . ,MT,S} it holdsˆ

(xi+(T+ 1
m)QT )\(xi+TQT )

|∇(ρ1 ∗ u0,ν)(x+ pi − xi)|2 dx

≤ ‖∇(ρ ∗ u0,ν)‖2L∞
[(
T +

1

m

)N−1

− TN−1

]
. (4.7)

Thus, using (4.4) and (4.7) we obtain

I2(T, S,m) ≤ C

SN−1
MT,S

[(√
N

2
+ 1

)
(1 + ‖∇ϕm,i‖2L∞) + ‖∇(ρ ∗ u0,ν)‖2L∞

+ ‖∇(ρ ∗ u0,ν)‖2L∞
][(

T +
1

m

)N−1

− TN−1

]
≤ C

SN−1
MT,S

(
1 +m2

) [(
T +

1

m

)N−1

− TN−1

]
≤ CT

N−1

SN−1
MT,S

(
1 +m2

) [(
1 +

1

Tm

)N−1

− 1

]
≤ CT

N−1

SN−1
MT,S

(
1 +m2

)(N − 1

Tm

)
=: J2(T, S,m) (4.8)

where in the last step we used the inequality

(1 + t)N−1 ≤ 1 + C(N − 1)t (4.9)

for t� 1, that is valid here when T � 1.
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We can �nally estimate I3(T, S,m) as

I3(T, S,m) =
1

SN−1

ˆ
ET,S,m

[
W (x, ρ ∗ u0,ν) + |∇(ρ ∗ u0,ν)|2

]
dx

≤ C

SN−1

∣∣∣∣ET,S,m ∩{|x · ν| < 1

}∣∣∣∣(1 + ‖∇(ρ ∗ u0,ν)‖2L∞
)

≤ C

SN−1

[
SN−1 −MT,ST

N−1

]
=: J3(T, S,m). (4.10)

Taking into account (4.8) and (4.10) we obtain

lim
m→∞

lim
T→∞

lim
S→∞

[ J2(T, S,m) + J3(T, S,m) ] = 0. (4.11)

Thus, in view of (4.5), (4.6), (4.3) and (4.1), we conclude (4.2) with

R(m,S, T ) := J2(T, S,m) + J3(T, S,m). (4.12)

Notice that R(m,S, T ) does not depend on ν nor on QT .
Finally, to prove that σ(ν) < ∞ for all ν ∈ SN−1 we notice that, by sending S → ∞

in (4.2) we get
σ(ν) ≤ g(T ) + lim

S→∞
R(m,S, T ).

Since g(T ) < ∞ and, by (4.11) and (4.12), limS→∞R(m,S, T ) < ∞ for all T > 0, we
conclude. �

Remark 4.2. The proof of Lemma 4.1 shows, in particular, that

lim
T→∞

1

TN−1
inf
{ˆ

TQ

[
W (y, u(y)) + |∇u|2

]
dy : u ∈ C(Q,T )

}
exists, for every ν ∈ SN−1 and every Q ∈ Qν . This will be used later in the proof of
Lemma 4.6.

Next we show that the de�nition of σ(ν) does not depend on the choice of the molli�er
ρ we choose to impose the boundary conditions.

Lemma 4.3. For every ν ∈ SN−1 the de�nition of σ(ν) does not depend on the choice
of the molli�er ρ.

Proof. Fix ν ∈ SN−1 and let {Tn}n∈N be such that Tn →∞ as n→∞. Let ρ(1), ρ(2) ∈
C∞c (B(0, 1)) be two molli�ers and let us denote by σ(ν, ρ(1)) and σ(ν, ρ(2)) the functions

de�ned as in De�nition 1.3 using ρ(1) and ρ(2), respectively, to impose the boundary

conditions for the admissible class of functions. Let {Qn}n∈N ⊂ Qν and {u(1)
n }n∈N ⊂

H1(TnQn;Rd) with u(1)
n := ρ(1) ∗ u0,ν on ∂TnQn be such that

lim
n→∞

1

TN−1
n

F1(u(1)
n , TnQn) = σ(ν, ρ(1)). (4.13)

For every n ∈ N, consider the cubes (Tn + 1)Qn and a function ϕn ∈ C∞((Tn + 1)Qn)
with 0 ≤ ϕn,≤ 1 such that ϕn ≡ 1 in TnQn, ϕn ≡ 0 on ∂[(Tn + 1)Qn]. For every n ∈ N
de�ne u

(2)
n ∈ H1((Tn + 1)Qn;Rd) as

u(2)
n (x) :=

{
u

(1)
n (x) if x ∈ TnQn,
ϕn(x)(ρ(1) ∗ u0,ν)(x) + (1− ϕn(x)) (ρ(2) ∗ u0,ν)(x) otherwise .

Then u
(2)
n = ρ(2) ∗ u0,ν on ∂[(T + 1)Qn] and u

(2)
n is constant (taking values a or b)

outside of the set {(x′, xν) ∈ RN : x′ ∈ Q′n, xν = sν for s ∈ [−1, 1]} where Q′n :=
[(Tn + 1)Qn \ TnQn] ∩ ν⊥. We have

1

(Tn + 1)N−1
F1

(
u(2)
n , (Tn + 1)Qn

)
≤ 1

TN−1
n

F1(u(1)
n , TnQn) +Rn, (4.14)
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where

Rn :=
1

TN−1
n

ˆ
(Tn+1Q\TnQn

[W (y, u(2)
n (y)) + |∇u(2)

n (y)|2 ] dy

≤ C

TN−1
n

[
(Tn + 1)N−1 − TN−1

n

]
≤ C

Tn
,

where in the last inequality we use (4.9). Using (4.13) and (4.14) we get

σ(ν, ρ(2)) ≤ lim inf
n→∞

1

(Tn + 1)N−1
F1

(
u(2)
n , (Tn + 1)Qn

)
≤ σ(ν, ρ(1)).

By swapping the roles of ρ(1) and ρ(2) we get the desired result. �

We now prove a regularity property for the function σ.

Proposition 4.4. The function σ : SN−1 → [0,∞) is upper semi-continuous.

Proof. Step 1. Fix ν ∈ SN−1 and let {νn}n∈N ⊂ SN−1 be such that νn → ν as n → ∞.
We �rst prove that, for �xed T > 0, the function ν 7→ g(ν, T ) is continuous. We claim
that lim supn→∞ g(νn, T ) ≤ g(ν, T ). Fix ε > 0. Let Qν ∈ Qν and u ∈ C(TQν , ν) be such
that ∣∣∣∣TN−1g(ν, T )−

ˆ
TQν

[
W (y, u(y)) + |∇u|2

]
dy

∣∣∣∣ < ε . (4.15)

Without loss of generality, by density, we can assume that u ∈ L∞(Ω;Rd). For every
n ∈ N, let Rn : RN → RN be a rotation such that Rnνn = ν and Rn → Id as n → ∞,
where Id : RN → RN is the identity map. Moreover, thanks to Lemma 4.3, we can
assume the molli�er ρ and the rotations Rn to be such that ρ(Rny) = ρ(y) for all
y ∈ RN and n ∈ N. Notice that it is possible to satisfy this condition because Rnνn = ν
for all n ∈ N. De�ne un ∈ C(TQνn , νn) as un(y) := u(Rny). By (4.15) we have

TN−1g(νn, T ) ≤
ˆ
TQνn

[
W (y, un(y)) + |∇un|2

]
dy

≤
ˆ
TQν

[
W (y, u(y)) + |∇u|2

]
dy + δn

≤ TN−1g(ν, T ) + ε+ δn , (4.16)

where

δn :=

∣∣∣∣∣
ˆ
TQνn

W (y, un(y))dy −
ˆ
TQν

W (y, u(y))dy

∣∣∣∣∣ .
We claim that δn → 0 as n→∞. Since ε > 0 is arbitrary in (4.16), this would con�rm
the claim.

Fix η > 0 and let M := C(1 + ‖u‖qL∞), where C > 0 and q ≥ 2 are given by (H4).

Let K ⊂ RN be a compact set such that TQν ⊂ K and TQνn ⊂ K for every n ∈ N.
Notice that W (x, u(x)) ≤ M for all x ∈ TQν . Using the Scorza-Dragoni theorem (see
[21, Theorem 6.35]) and the Tietze extension theorem (see [21, Theorem A.5]), we can

�nd a compact set E ⊂ K with |E| < η and continuous map W̃ : K ×Rd → [0,∞) such

that W̃ (x, ·) = W (x, ·) for all x ∈ K \ E and |W̃ (x, u(x))| ≤ M for every x ∈ K. We
claim that ˆ

TQν

∣∣∣W (y, u(y))− W̃ (y, u(y))
∣∣∣ dy ≤ Cη , (4.17)

and that ˆ
TQνn

∣∣∣W (y, un(y))− W̃ (y, un(y))
∣∣∣ dy ≤ Cη . (4.18)
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Indeed ˆ
TQν

∣∣∣W (y, u(y))− W̃ (y, u(y))
∣∣∣ dy =

ˆ
E

∣∣∣W (y, u(y))− W̃ (y, u(y))
∣∣∣ dy

≤ 2M |E|
≤ 2Mη .

A similar argument yields (4.18). Since TQν is boundedˆ
TQν

∣∣∣ W̃ (Rny, u(y))− W̃ (y, u(y))
∣∣∣ dy → 0 , (4.19)

as n→∞. Thus, from (4.17), (4.18) and (4.19) we obtain

lim sup
n→∞

δn ≤ 2Cη .

The claim follows from the arbitrariness of η.
In an analogous way it is possible to show that lim infn→∞ g(νn, T ) ≥ g(ν, T ), and

thus we conclude that the function ν → g(ν, T ) is continuous.

Step 2. Fix ν ∈ SN−1, ε > 0, and let T > 0 be such that

|g(ν, T )− σ(ν)| < ε . (4.20)

Let {νn}n∈N be a sequence converging to ν. By Step 1 we have that

lim
n→∞

g(νn, T ) = g(ν, T ). (4.21)

Then, for S > T + 3 +
√
N , using (4.2) and (4.20) we get, for m ∈ {1, . . . , T},

g(νn, S) ≤ g(νn, T ) +R(m,S, T )

= g(ν, T ) + g(νn, T )− g(ν, T ) +R(m,S, T )

≤ σ(ν) + ε+ g(νn, T )− g(ν, T ) +R(m,S, T ).

Taking the limit as S →∞ we obtain

σ(νn) ≤ σ(ν) + ε+ g(νn, T )− g(ν, T ) + lim
S→∞

R(m,S, T ).

Letting n→∞, by (4.21)

lim sup
n→∞

σ(νn) ≤ σ(ν) + ε+ lim
S→∞

R(m,S, T ).

Finally, taking T →∞ and then m→∞, using (4.12), we conclude that

lim sup
n→∞

σ(νn) ≤ σ(ν) + ε

for every ε > 0, and thus we obtain upper-semicontinuity. �

The following technical results, that will be fundamental in the proof of the limsup
inequality (see Proposition 7.1), aim at providing two di�erent ways to obtain, for ν ∈
SN−1, the value σ(ν).

Lemma 4.5. Let ν ∈ Λ. Then

σ(ν) = lim
T→∞

gΛ(ν, T ) , (4.22)

where

gΛ(ν, T ) :=
1

TN−1
inf
{ˆ

TQν

[
W (y, u(y)) + |∇u|2

]
dy : Qν ∈ QΛ

ν , u ∈ C(Qν , T )
}
,

and QΛ
ν is the family of cubes with unit length side centered at the origin with two faces

orthogonal to ν and the other faces orthogonal to elements of Λ.
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Proof. Fix ν ∈ Λ. From the de�nition of σ(ν) it follows that

σ(ν) ≤ lim inf
T→∞

gΛ(ν, T ) . (4.23)

Let {Tn}n∈N with Tn →∞ as n→∞. By Lemma 4.1, let {Qn}n∈N ⊂ Qν and {un}n∈N
with un ∈ C(Qn, Tn) ∩ L∞(TnQn;Rd) be such that

lim
n→∞

1

TN−1
n

F1(un, TnQn) = σ(ν). (4.24)

For every �xed Tn, an argument similar to the one used in Step 1 of the proof of
Proposition 4.4 together with Lemma 3.6 ensure that it is possible to �nd rotations
Rn : RN → RN with Rn(eN ) = ν and Rn(ei) ∈ Λ for all i = 1, . . . , N − 1 such that

|F1(un, TnQn)−F1(ũn, TnRn(Qn))| < 1

n
, (4.25)

where ũn(x) := un(R−1
n x). Thus

lim sup
n→∞

gΛ(ν, T ) ≤ lim sup
n→∞

1

TN−1
n

F1(ũn, TnRn(Qn))

≤ lim sup
n→∞

1

TN−1
n

F1(un, TnQn)

= σ(ν), (4.26)

where the last step follows from (4.24), while in the second to last step we used (4.25). By
(4.23) and (4.26) and the arbitrariness of the sequence {Tn}n∈N, we conclude (4.22). �

Lemma 4.6. For ν ∈ SN−1 and Q ∈ Qν de�ne

σQ(ν) := lim
T→∞

gQ(ν, T ) ,

where

gQ(ν, T ) :=
1

TN−1
inf
{ˆ

TQ

[
W (y, u(y)) + |∇u|2

]
dy : u ∈ C(Q,T )

}
.

Then there exists {Qn}n∈N ⊂ Qν such that σQn(ν) → σ(ν) as n → ∞. In particular, if
ν ∈ Λ it is possible to take {Qn}n∈N ⊂ QΛ

ν .

Proof. First of all notice that, in view of Remark 4.2, σQ(ν) is well de�ned. By de�nition,
we have σ(ν) ≤ σQ(ν) for all Q ∈ Qν . Thus, it su�ces to prove that it is possible to �nd
a sequence {Qn}n∈N ⊂ Qν such that σQn(ν) ≤ σ(ν) + Rn, where Rn → 0 as n → ∞.
Let {Tn}n∈N be an increasing sequence with Tn →∞ as n→∞ such that

g(ν, Tn) ≤ σ(ν) +
1

n
.

It is then possible to �nd {Qn}n∈N ⊂ Qν (or, using Lemma 4.5, {Qn}n∈N ⊂ QΛ
ν in case

ν ∈ Λ) such that for all n ∈ N it holds

gQn(ν, Tn) ≤ g(ν, Tn) +
1

n
. (4.27)

An argument similar to the one used in Lemma 4.1 to establish (4.2) shows that for

every ν ∈ SN−1, Q ∈ Qν , T > 0, S > T + 3 +
√
N and m ∈ {1, . . . , T}, it holds

gQ(ν, S) ≤ gQ(ν, T ) +R(m,S, T ), (4.28)

where R(m,S, T ) is independent of ν ∈ SN−1 and of Q ∈ Qν (see (4.12)), and is such
that

lim
m→∞

lim
T→∞

lim
S→∞

R(m,S, T ) = 0.

In particular, for all n ∈ N, it is possible to choose mn ∈ {1, . . . , Tn} such that

lim
n→∞

lim
S→∞

R(mn, S, Tn) = 0. (4.29)
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Thus, we get

gQn(ν, S) ≤ gQn(ν, Tn) +R(mn, S, Tn). (4.30)

From (4.27) and (4.30), sending S →∞, we get

σQn(ν) ≤ σ(ν) +
2

n
+ lim
S→∞

R(mn, S, Tn).

Using (4.29) we conclude that

σ(ν) = lim
n→∞

σQn(ν) .

�

5. Compactness

Proposition 5.1. Let {un}n∈N ⊂ H1(Ω;Rd) be a sequence with supn∈NFεn(un) < +∞,
where εn → 0+. Then there exists u ∈ BV (Ω; {a, b}) such that, up to a subsequence (not
relabeled), un → u in L1(Ω;Rd).

Proof. Let W̃ : Rd → [0,∞) be the continuous function given by (H3). Let R > 0
be such that 1

C |p|
q − C > 0 for |p| > R, where C > 0 and q ≥ 2 are as in (H4), and

|a|, |b| < R. Take a function ϕ ∈ C∞(Rd) such that ϕ ≡ 1 in BR(0) and ϕ ≡ 0 in B2R(0).
De�ne the function W : Rd → [0,∞) by

W(p) := ϕ(p)W̃ (p) + (1− ϕ(p))

(
1

C
|p|q − C

)
,

for p ∈ Rd. Notice that W(p) = 0 if and only if p ∈ {a, b}. Since W̃ (p) ≤ W (x, p) for
a.e. x ∈ Q, we get

Fεn(un) ≥
ˆ

Ω

[
1

ε
W(un(x)) + ε|∇un(x)|2

]
dx =: F̃εn(un) ,

and, in turn, we have that supn∈N F̃εn(un) < +∞. We now proceed as in [25] to obtain
a subsequence of {un}n∈N and u ∈ BV (Ω; {a, b}) such that un → u in L1(Ω;Rd). �

6. Liminf inequality

This section is devoted to the proof of the liminf inequality.

Proposition 6.1. Given a sequence {εn}n∈N with εn → 0+, let {un}n∈N ⊂ H1(Ω;Rd)
be such that un → u in L1(Ω;Rd). Then

F0(u) ≤ lim inf
n→∞

Fεn(un) .

Proof. Let {un}n∈N ⊂ H1(Ω;Rd) with un → u in L1(Ω;Rd). Without loss of generality,
and possibly up to a subsequence, we can assume that

lim inf
n→∞

Fεn(un) = lim
n→∞

Fεn(un) <∞ . (6.1)

By Proposition 5.1, we get u ∈ BV (Ω; {a, b}). Set A := {u = a}. Consider, for every
n ∈ N, the �nite nonnegative Radon measure

λn :=

[
1

ε
W
(x
ε
, un(x)

)
+ ε|∇un(x)|2

]
LN ¬Ω .

From (6.1) we have that supn∈N λn(Ω) <∞. Thus, up to a subsequence (not relabeled),

λn
w∗
⇀ λ, for some �nite nonnegative Radon measure λ in Ω. In particular,

lim inf
n→∞

Fεn(un) = lim inf
n→∞

λn(Ω) ≥ λ(Ω) . (6.2)
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We claim that for HN−1-a.e. x0 ∈ ∂∗A it holds

dλ

dµ
(x0) ≥ σ(νA(x0)) , (6.3)

where µ := HN−1 ¬ ∂∗A. The liminf inequality follows from (6.2) and (6.3). The rest of
the proof is devoted at showing the validity of (6.3).

Step 1. For HN−1-a.e. x ∈ ∂∗A we have

dλ

dµ
(x) <∞ . (6.4)

Fix x0 ∈ ∂∗A satisfying (6.4) and a cube Qν ∈ Qν , with ν := νA(x0). Let {δk}k∈N be
a sequence with δk → 0 as k → ∞, such that λ(∂Qν(x0, δk)) = 0, where Qν(x0, δk) :=
x0 + δkQν for all k ∈ N. Then it holds

dλ

dµ
(x0) = lim

k→∞

λ(Qν(x0, δk))

δN−1
k

= lim
k→∞

lim
n→∞

λn(Qν(x0, δk))

δN−1
k

. (6.5)

We have

λn(Qν(x0, δk))

δN−1
k

=
1

δN−1
k

ˆ
Qν(x0,δk)

[
1

εn
W

(
x

εn
, un(x)

)
+ εn|∇un(x)|2

]
dx

= δk

ˆ
Qν

[
1

εn
W

(
x0 + δkz

εn
, un(x0 + δkz)

)
+ εn|∇un(x0 + δkz)|2

]
dz

=

ˆ
Qν− εnδk sn

[
δk
εn
W

(
δk
εn
y, un(ynk )

)
+ εn|∇un(ynk )|2

]
dy , (6.6)

where in the last step, for the sake of simplicity, we set ynk := x0 + δky + εnsn, we wrote
x0
εn

= mn − sn, with mn ∈ ZN and |sn| ≤
√
N , and we used the periodicity of W to

simplify, for z = y + εn
δk
sn, z ∈ Qν ,

W

(
x0 + δkz

εn
, ·
)

= W

(
x0 + δk(y + εn

δk
sn)

εn
, ·

)
= W

(
mn +

δk
εn
y, ·
)

= W

(
δk
εn
y, ·
)
.

Consider the functions uk,n(x) := un(x0 + δkx), for n, k ∈ N. We claim that

lim
k→∞

lim
n→∞

‖uk,n − u0,νA(x0)‖L1(Qν ;Rd) = 0 , (6.7)

where u0,νA(x0) is de�ned as in (1.5). Set Q+
ν := Qν ∩ {x ∈ RN : x · ν > 0} and Q−ν its

complement in Qν . We get

lim
k→∞

lim
n→∞

‖uk,n − u0,νA(x0)‖L1(Qν ;Rd)

= lim
k→∞

lim
n→∞

[ˆ
Q−ν

|un(x0 + δkx)− a| dx+

ˆ
Q+
ν

|un(x0 + δkx)− b| dx
]

= lim
k→∞

[ˆ
Q−ν

|u(x0 + δkx)− a| dx+

ˆ
Q+
ν

|u(x0 + δkx)− b| dx
]

= lim
k→∞

1

δNk

[ ˆ
Qν(x0,δk)∩H−ν

|u(y)− a| dy +

ˆ
Qν(x0,δk)∩H+

ν

|u(y)− b| dy

]

= |b− a| lim
k→∞

[
|Qν(x0, δk) ∩H−ν ∩B|

δNk
+
|Qν(x0, δk) ∩H+

ν ∩A|
δNk

]
= 0 ,
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where H+
ν := {x ∈ RN : x · ν > x0 · ν}, H−ν is its complement in RN and B := Ω \ A.

The last step follows from (i) of Theorem 2.7.

Step 2. Using a diagonal argument, and (6.7), it is possible to �nd an increasing
sequence {nk}k∈N such that, setting

ηk :=
εnk
δk

, xk := ηksnk , wk(x) := uk,nk (x− xk) ,

the following hold:

(i) limk→∞ ηk = 0;
(ii) limk→∞ xk = 0;
(iii) wk → u0,ν in Lq(Qν ;Rd) for all q ≥ 1;
(iv) we have

lim
k→∞

δk

ˆ
Qν−xk

[
1

εnk
W

(
y

ηk
, unk(ynkk )

)
+ εnk |∇unk(ynkk )|2

]
dy

= lim
k→∞

lim
n→∞

δk

ˆ
Qν− εnδk sn

[
1

εn
W

(
δk
εn
y, un(ynk )

)
+ εn|∇un(ynk )|2

]
dy .

From (6.5), (6.6) and (iv) we get

dλ

dµ
(x0) = lim

k→∞

ˆ
Qν−xk

[
1

ηk
W

(
y

ηk
, wk(y)

)
+ ηk|∇wk(y)|2

]
dy .

Let Qk be the largest cube contained in Qν − xk centered at zero and having the same
principal axes of Qν . Since xk → 0 as k → ∞, Qk ⊂ Qν − xk for k large and the
integrand is nonnegative, we have that

dλ

dµ
(x0) ≥ lim sup

k→∞

ˆ
Qk

[
1

ηk
W

(
y

ηk
, wk(y)

)
+ ηk|∇wk(y)|2

]
dy . (6.8)

Step 3. Finally we modify wk close to ∂Qk in order to render it an admissible function
for the in�mum problem de�ning σ(ν) as in De�nition 1.3. Using Lemma 3.1 we �nd a
sequence {w̄k}k∈N ⊂ H1(Qν ;Rd) such that

lim inf
k→∞

Fηk(wk, Qk) ≥ lim sup
k→∞

Fη(w̄k, Qν) , (6.9)

and with w̄k = (ũk)1/ηk,ν on ∂Qν , where (ũk)1/ηk,ν is de�ned as in (1.6). Hence, by (6.8)
and (6.9)

dλ

dµ
(x0) ≥ lim sup

k→∞

ˆ
Qν

[
1

ηk
W

(
y

ηk
, w̄k(y)

)
+ ηk|∇w̄k(y)|2

]
dy

= lim sup
k→∞

ˆ
1
ηk
Qν

[
ηN−1
k W (z, w̄k(ηkz)) + ηN+1

k |∇w̄k(ηkz)|2
]

dz

= lim sup
k→∞

ηN−1
k

ˆ
1
ηk
Qν

[
W (z, vk(z)) + |∇vk(z)|2

]
dz

≥ σ(ν) ,

since w̄k ∈ C(Qν , 1
ηk

), where vk(z) := w̄k(ηkz), and this concludes the proof. �

7. Limsup inequality

In this section we construct a recovery sequence.
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Proposition 7.1. Let u ∈ BV (Ω; {a, b}). Given a sequence {εn}n∈N with εn → 0+ as
n → ∞, there exist {un}n∈N ⊂ H1(Ω;Rd) with un → u in L1(Ω;Rd) as n → ∞ such
that

lim sup
n→∞

Fεn(un) ≤ F0(u) . (7.1)

Proof. Notice that it is enough to prove the following: given any sequence {εn}n∈N with
εn → 0 as n→∞, it is possible to extract a subsequence {εnk}k∈N for which there exists
{uk}k∈N ⊂ H1(Ω;Rd) with uk → u in L1(Ω;Rd) as k →∞ such that

lim sup
k→∞

Fεnk (uk) ≤ F0(u) .

Since L1(Ω;Rd) is separable, we conclude using the Urysohn property of the Γ-limit (see
[14, Proposition 8.3]).

Case 1. Assume that the set A := {u = a} is a Λ-polyhedral set (see De�nition 3.7).
We need to localize the Γ-limit of our sequence of functionals. For {δn}n∈N with δn → 0,
v ∈ L1(Ω;Rd) and U ∈ A(Ω) we set

W{δn}(v;U) := inf

{
lim inf
n→∞

Fδn(vn, U) : vn → v in L1(U ;Rd), vn ∈ H1(U ;Rd)
}
.

Let C be the family of all open cubes in Ω with faces parallel to the axes, centered at
points x ∈ Ω ∩ Q and with rational edgelength. Denote by R the countable subfamily
of A(Ω) whose elements are Ω and all �nite unions of elements of C, i.e.,

R := {Ω} ∪

{
k⋃
i=1

Ci : k ∈ N, Ci ∈ C

}
.

Let εn → 0+. We will select a suitable subsequence in the following manner. We
enumerate the elements of R by {Ri}i∈N. First considering R1, by a diagonalization

argument we can �nd a subsequence {εnj}j∈N ⊂ {εn}n∈N and functions {uR1
j }j∈N ⊂

H1(R1;Rd) such that

uR1
j → u in L1(R1;Rd),

and

W{εnj }(u;R1) = lim
j→∞

Fεnj (u
R1
j , R1).

Now, considering R2, we can extract a further subsequence {εnjk}k∈N and �nd functions

{uR2
k } ⊂ H

1(R2;Rd) such that

uR2
k → u in L1(R2;Rd), uR1

jk
→ u in L1(R1;Rd),

and

W{
εnjk

}(u;R2) = lim
k→∞

Fεnjk (uR2
k , R2), W{

εnjk

}(u;R1) = lim
k→∞

Fεnjk (uR1
jk
, R1).

Continuing along the {Ri} in this fashion and employing a further diagonalization argu-
ment, we can assert the existence of a subsequence {εRn }n∈N of {εn}n∈N with the following
property: for every C ∈ R, there exists a sequence {uC

εRn
}n∈N ⊂ H1(C;Rd) such that

uCεRn
→ u in L1(C;Rd),

and

W{εRn }(u;C) = lim
n→∞

FεRn (uCεRn
, C) . (7.2)

We claim that



26 CRISTOFERI, FONSECA, HAGERTY, POPOVICI

Figure 4. The sets U ⊂ V ⊂W , and V δ ⊂ V , W δ ⊂W \ U .

(C1) the set function λ : A(Ω)→ [0,∞) given by

λ(B) :=W{εRn }(u;B)

is a positive �nite Radon measure absolutely continuous with respect to µ :=
HN−1 ¬ ∂∗A,

(C2) for HN−1-a.e. x0 ∈ ∂A, it holds
dλ

dµ
(x0) ≤ σ(ν(x0)) . (7.3)

This allows us to conclude. Indeed, we have that

lim
n→∞

FεRn (uΩ
εRn
,Ω) =W{εRn }(u; Ω)

=

ˆ
∂A0

dλ

dµ
(x) dHN−1(x)

≤
ˆ
∂A0

σ(ν(x)) dHN−1(x)

= F0(u).

Step 1. We �rst prove claim (C1).
We use the coincidence criterion in Lemma 2.11 to show that λ(B) is the restriction

of a positive �nite measure to A(Ω).
We will �rst prove (i) in Lemma 2.11. Let U, V,W ∈ A(Ω) be such that U ⊂⊂ V ⊂W .

For δ > 0, let V δ and W δ be two elements of R such that V δ ⊂ V , W δ ⊂W \ U , and

HN−1
(
∂∗A0 ∩ (W \ (V δ ∪W δ))

)
< δ. (7.4)

Let {vn}n∈N ⊂ H1(V δ;Rd) and {wn}n∈N ⊂ H1(W δ;Rd) be such that vn → u in
L1(V δ;Rd), wn → u in L1(W δ;Rd), and (see (7.2))

W{εRn }(u;V δ) = lim
n→∞

FεRn (vn, V
δ) , (7.5)

W{εRn }(u;W δ) = lim
n→∞

FεRn (wn,W
δ) . (7.6)

Let ρ : RN → [0,+∞) be a symmetric molli�er, and de�ne

ξn(x) :=
1

(εRn )N
ρ
( x
εRn

)
. (7.7)
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From Remark 3.2 we can assume that wn = ξn ∗ u on ∂W δ and vn = ξn ∗ u on ∂V δ.
Using a similar argument to the one found in Lemma 3.1 applied to the sets En :=
(W δ \ V δ) \ (W δ \ V δ)(n), and E := W δ \ V δ with boundary data ξn ∗ u, it is possible to
�nd functions {ϕn} ⊂ C∞(W δ) with supp∇ϕn ⊂ L

(i0)
n (here we are using the notation

of the proof of Lemma 3.1) such that, if we de�ne the function un : W → Rd as
un := χV δ∪W δ (ϕnvn + (1− ϕn)wn) + χ(W\(V δ∪W δ)(ξn ∗ u) ,

we have that un ∈ H1(W ;Rd) and

lim
n→∞

FεRn (un, L
(i0)
n ) = 0 . (7.8)

Notice that un → u in L1(W ;Rd) as n→∞. Moreover, we get

W{εRn }(u;W ) ≤ lim inf
n→∞

FεRn (un,W )

≤ lim inf
n→∞

[
FεRn (un, V

δ) + FεRn (un,W
δ)

+ FεRn (un,W \ (V δ ∪W δ)) + FεRn (un, L
(i0)
n )

]
≤ W{εRn }(u;V δ) +W{εRn }(u;W δ)

+ lim inf
n→∞

FεRn (un,W \ (V δ ∪W δ)) (7.9)

where in the last step we used (7.5), (7.6) and (7.8). We see that

lim inf
n→∞

FεRn (un,W \ (V δ ∪W δ))

= lim inf
n→∞

FεRn
(
ξn ∗ u, {x ∈W \ (V δ ∪W δ) : dist(x, ∂A) ≤ εRn }

)
≤ C lim inf

n→∞

LN ({x ∈W \ (V δ ∪W δ) : dist(x, ∂A) ≤ εRn })
εRn

= CHN−1
(
∂A ∩ (W \ (V δ ∪W δ))

)
≤ Cδ , (7.10)

where in the last step we used (7.4). Using (7.9), (7.10) and the fact that V δ ⊂ V and
W δ ⊂W \ U , we get

W{εRn }(u;W ) ≤ Cδ +W{εRn }(u;V δ) +W{εRn }(u;W δ)

≤ Cδ +W{εRn }(u;V ) +W{εRn }(u;W \ U) .

Letting δ → 0+, we obtain (i).

We proceed to proving (ii) in Lemma 2.11. Let U, V ∈ A(Ω) be such that U ∩ V = ∅.
Fixing η > 0, we can �nd un ∈ H1(U ∪ V ;Rd) such that un → u and

W{εRn }(u;U ∪ V ) ≥ lim inf
n→∞

FεRn (un, U ∪ V )− η.

Then, since the restriction of un to U and V converges to u in these sets,

W{εRn }(u;U) ≤ lim inf
n→∞

FεRn (un, U)

and
W{εRn }(u;V ) ≤ lim inf

n→∞
FεRn (un, V )

by de�nition, we have

λ(U) + λ(V ) ≤ lim inf
n→∞

FεRn (un, U) + lim inf
n→∞

FεRn (un, V )

≤ lim inf
n→∞

FεRn (un, U ∪ V ) ≤ λ(U ∪ V ) + η.
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Sending η → 0+, we conclude

λ(U) + λ(V ) ≤ λ(U ∩ V ).

To prove the opposite inequality, as in the proof of (i), we select U δ ⊂ U , V δ ⊂ V with
U δ, V δ ∈ R and

HN−1
(
∂∗A0 ∩

(
(U ∪ V ) \

(
U δ ∪ V δ

)))
< δ. (7.11)

Again we may select vn ∈ H1(V δ;Rd) and un ∈ H1(U δ;Rd) such that vn → u in
L1(V δ;Rd), un → u in L1(U δ;Rd) and

W{εRn }(un;U δ) ≤ lim inf
n→∞

FεRn (un, U
δ), (7.12)

W{εRn }(vn;V δ) ≤ lim inf
n→∞

FεRn (vn, V
δ). (7.13)

As in the proof of (i) of Lemma 2.11, we may assume without loss of generality that
un = ξn ∗u on ∂U δ, vn = ξn ∗v on ∂V δ, and we can �nd functions ϕn ∈ C∞(U ∩V ; [0, 1])
so that, de�ning

wn := χUδ∪V δ(ϕnun + (1− ϕn)vn) + χ(U∪V )\(Uδ∪V δ)ξn ∗ u

we have wn ∈ H1(U ∪ V ;Rd) and

lim
n→∞

FεRn (wn, L
(i0)
n ) = 0, (7.14)

where ∇ϕn ⊂ L
(i0)
n , again using the notation of Lemma 3.1. Observing that wn → u in

L1(U ∪ V ;Rd), we get

λ(U ∪ V ) ≤ lim inf
n→∞

FεRn (wn, U ∪ V )

≤
[
FεRn (un, U

δ) + FεRn (vn, V
δ)

+ FεRn (wn, (U ∪ V ) \ (U δ ∪ V δ)) + FεRn (wn, L
(i0
n )

]
≤ λ(U δ) + λ(V δ) + lim inf

n→∞
FεRn (wn, (U ∪ V ) \ (U δ ∪ V δ))

where in the last step we used (7.12), (7.13), and (7.14). Noticing that

lim inf
n→∞

FεRn (wn, (U ∪ V ) \ (U δ ∪ V δ)) ≤ CHN−1
(
∂∗A0 ∩

(
(U ∪ V ) \

(
U δ ∪ V δ

)))
and by (7.11) we have

λ(U ∪ V ) ≤ λ(U δ) + λ(V δ) + Cδ ≤ λ(U) + λ(V ) + Cδ

and, letting δ → 0, we conclude (ii).

We prove (iii) in Lemma 2.11. Let Ω′ ⊂⊂ Ω. Recalling (7.7), we know that u ∗ ξn
is constant outside a tubular neighborhood of width εRn around ∂∗A and that ‖∇(u ∗
ξn)‖L∞ ≤ C

εRn
. Thus

λ(Ω′) =W{εRn }(u; Ω′) ≤ lim inf
n→∞

FεRn (u ∗ ξn,Ω′) ≤ CHN−1(Ω′ ∩ ∂∗A) = Cµ(Ω′). (7.15)

This shows, by the coincidence criterion Lemma 2.11, that λ
¬
Ω′ is a Radon measure.

Since µ is a �nite Radon measure in Ω and (7.15) holds for every Ω′ ⊂⊂ Ω, we conclude
that λ is a �nite Radon measure in Ω absolutely continuous with respect to µ, which
was the claim (C1).
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Step 2. We now prove (C2). Let x0 ∈ Ω ∩ ∂∗A be on a face of ∂∗A (since the set is
polyhedral) and write ν := νA(x0). Using Proposition 3.5 it is possible to �nd a rotation
Rν and T ∈ N such that, setting Qν := RνQ, we get Qν ∈ Qν and

W (x+ nTv, p) = W (x, p) ,

for a.e. x ∈ Ω, every v ∈ Λ that is orthogonal to one face of Qν , every p ∈ RN and
n ∈ N. By Remark 2.8 it follows that for µ-almost every x0 ∈ Ω,

dλ

dµ
(x0) = lim

ε→0+

λ(Qν(x0, ε))

εN−1
, (7.16)

where Qν(x0, ε) := x0 + εQ. In view of Lemma 4.6, it is possible to �nd {Tk}k∈N ⊂ TN
with Tk →∞ as k →∞, and {uk}k∈N ⊂ C(Qν , Tk) such that

σQν (ν) = lim
k→∞

1

TN−1
k

ˆ
TkQν

[
W (y, uk(y)) + |∇uk(y)|2

]
dy

= lim
k→∞

ˆ
Qν

[
TkW (Tkx, vk(x)) +

1

Tk
|∇vk(x)|2

]
dx, (7.17)

where vk : Qν → Rd is de�ned as vk(x) := uk(Tkx) and σQν (ν) is de�ned as in
Lemma 4.6. Without loss of generality, by density, we can assume uk ∈ C(Qν , Tk) ∩
L∞(TkQν ;Rd). Since the choice of molli�er ρ ∈ C∞c (B(0, 1)) is arbitrary by Lemma 4.3,
we will assume here that supp ρ ⊂ B(0, 1

2) and thus

uk (Tkx) = u0,ν(x) if |Tkx| ≥
1

2
.

For x ∈ RN let xν := x · ν and x′ := x− xνν. Moreover, set Q′ν := Qν ∩ ν⊥.
For t ∈

(
−1

2 ,
1
2

)
, extend the function x′ 7→ vk(x

′ + tν) to the whole ν⊥ by periodicity,
and de�ne

v
(ε)
n,k(x) :=


u0,ν(x) if |xν | > εRn Tk

2ε ,

vk

(
εx

εRn Tk

)
if |xν | ≤ εRn Tk

2ε .

(7.18)

The idea behind the de�nition of the function v
(ε)
n,k is the following (see Figure 5): for

every �xed ε > 0 and k ∈ N we are tiling the face of A orthogonal to ν with εRn -rescaled
copies of the optimal pro�le uk. The fact that A is a Λ-polyhedral set and that Tk ∈ TN
ensure that it is possible to use the periodicity of W to estimate the energy in each cube

of edge length εRn Tk
ε . The presence of the factor ε in (7.18) localizes the function around

the point x0 and accommodates the blow-up method we are using to prove the limsup
inequality and, because of periodicity, will play no essential role in the fundamental
estimate (7.25).

Let mn ∈ Rν
(
TZN

)
and sn ∈ [0, T )N be such that x0

εRn
= mn + sn, and let

xε,n := −ε
R
n

ε
sn .

Note that for every ε > 0 we have

lim
n→∞

xε,n = 0. (7.19)

De�ne the functions un,ε,k ∈ H1(Qν(x0, ε);Rd) by

un,ε,k(x) := v
(ε)
n,k

(
x− x0

ε
− xε,n

)
.

We claim that there is ε′(x0) such that for every 0 < ε < ε′(x0) and any k ∈ N
lim
n→∞

‖un,ε,k − u‖L1(Qν(x0,ε);Rd) = 0. (7.20)
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Figure 5. The construction of the recovery sequence v
(ε)
n,k: for every

ε > 0 and k ∈ N �xed, we de�ned it as u0,ν in the green region and, in

each yellow square of side length εRn Tk
ε , as a rescaled version of the function

uk.

Since x0 is on a face of ∂∗A, we can �nd ε′ such that u = u0,ν(x − x0) in Qν(x0, ε
′).

Changing variables,ˆ
Qν(x0,ε)

|un,ε,k(x)− u(x)|dx

=

ˆ
(εQν−εxε,n)∩{z:|zν |≤

εRn Tk
2
}

∣∣∣∣v(ε)
n,k

(
z

ε

)
− u(x0 + z + εxε,n)

∣∣∣∣dz.
Since the functions v

(ε)
n,k are uniformly bounded with respect to n ∈ N, we prove our

claim by noticing that |(εQν − εxε,n) ∩ {z : |zν | ≤ εRn Tk
2 }| → 0 as n→∞.

Thus, using the de�nition of λ and (7.20), we get

λ(Qν(x0, ε))

εN−1
≤ lim inf

n→∞

1

εN−1
FεRn (un,ε,k, Qν(x0, ε)). (7.21)

We want to rewrite the right-hand side of (7.21) in terms of the functions vεn,k. To do
so, changing variables, we write

1

εN−1
FεRn (un,ε,k, Qν(x0, ε))

=

ˆ
Qν

[
ε

εRn
W

(
x0 + εy

εRn
, un,ε,k(x0 + εy)

)
+ εεRn |∇un,ε,k(x0 + εy)|2

]
dy

=

ˆ
Qν

[
ε

εRn
W

(
x0 + εy

εRn
, v

(ε)
n,k(y − xε,n)

)
+
εRn
ε
|∇v(ε)

n,k(y − xε,n)|2
]

dy

=

ˆ
Qν−xε,n

[
ε

εRn
W

(
x0 + ε(y + xε,n)

εRn
, v

(ε)
n,k(y)

)
+
εRn
ε
|∇v(ε)

n,k(y)|2
]

dy

=

ˆ
Qν−xε,n

[
ε

εRn
W

(
mn +

εy

εRn
, v

(ε)
n,k(y)

)
+
εRn
ε
|∇v(ε)

n,k(y)|2
]

dy
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=

ˆ
Qν−xε,n

[
ε

εRn
W

(
εy

εRn
, v

(ε)
n,k(y)

)
+
εRn
ε
|∇v(ε)

n,k(y)|2
]

dy

= F εRn
ε

(v
(ε)
n,k, Qν − xε,n) ,

where in the second to last step we used the periodicity of W .
We claim that

lim sup
k→∞

lim sup
ε→0+

lim sup
n→∞

F εRn
ε

(
vεn,k, (Qν − xε,n) \Qν

)
= 0. (7.22)

Indeed, using Fubini's Theorem and a change of variables, we have

F εRn
ε

(
vεn,k, (Qν − xε,n) \Qν

)
=

ˆ εRn Tk
2ε

− ε
R
n Tk
2ε

ˆ
(Q′ν−xε,n)\Q′ν

[
ε

εRn
W

(
εy

εRn
, v

(ε)
n,k(y)

)
+
εRn
ε
|∇v(ε)

n,k(y)|2
]

dy

=

ˆ 1
2

− 1
2

ˆ
(Q′ν−xε,n)\Q′ν

[
TkW

((
Tk

εx′

εRn Tk
+ Tkxνν

)
, vk

(
εx′

εRn Tk
+ xνν

))

+
1

Tk

∣∣∣∣∇vk( εx′

εRn Tk
+ xνν

)∣∣∣∣2
]

dHN−1(x′)dxν .

Fix k ∈ N. By (7.19), for each ε > 0, let n(ε) ∈ N be such that |xε,n| < ε for all n ≥ n(ε).

In particular, we have (Q′ν − xε,n) \ Q′ν ⊂ (1 + ε)Q′ν \ Q′ν . Set µε,kn := ε
εRn Tk

. For every

xν ∈ (−1
2 ,

1
2), the functions f, g : Q′ν → R de�ned by

f(x′) := W
(
(Tkx

′ + Tkxνν), vk(x
′ + xνν)

)
, g(x′) :=

∣∣∣∣∇vk(x′ + νxν

)∣∣∣∣2
are Q′ν periodic. The Riemann-Lebesgue Lemma yields

lim
n→∞

ˆ
U
f(µε,kn x′)dHN−1(x′)

= |U |
ˆ
Q′ν

W
(
(Tkx

′ + Tkxνν), vk(x
′ + xνν)

)
dHN−1(x′) (7.23)

and

lim
n→∞

ˆ
U
g(µε,kn x′)dHN−1(x′) = |U |

ˆ
Q′ν

∣∣∇vk (x′ + xνν
)∣∣2 dHN−1(x′) , (7.24)

for every open and bounded set U ⊂ RN−1. Thus we get

lim sup
n→∞

F εRn
ε

(
vεn,k, (Qν − xε,n) \Qν

)
≤ lim sup

n→∞

ˆ 1
2

− 1
2

ˆ
(1+ε)Q′ν\Q′ν

[
TkW

((
Tk

εx′

εRn Tk
+ Tkxνν

)
, vk

(
εx′

εRn Tk
+ xνν

))

+
1

Tk

∣∣∣∣∇vk( εx′

εRn Tk
+ xνν

)∣∣∣∣2
]

dHN−1(x′)dxν

≤
∣∣(1 + ε)Q′ν \Q′ν

∣∣ (ˆ
Qν

[
TkW (Tkx, vk(x)) +

1

Tk
|∇vk(x)|2

]
dx

)
.

Sending ε→ 0 we obtain (7.22).
Finally, we claim that

lim sup
k→∞

lim sup
ε→0+

lim sup
n→∞

F εRn
ε

(
vεn,k, Qν

)
= σQν (ν) . (7.25)
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Recalling the de�nition of the functions v
(ε)
n,k (see (7.18)) and using Fubini's Theorem we

can write

F εRn
ε

(
vεn,k, Qν

)
= F εRn

ε

(
vεn,k, Qν ∩

{
|xν | ≤

εRn Tk
2ε

})

=

ˆ εRn Tk
2ε

− ε
R
n Tk
2ε

ˆ
Q′ν

[
ε

εRn
W

(
εx′

εRn
+
εxνν

εRn
, vk

(
εx′

εRn Tk
+
εxνν

εRn Tk

))
+

ε

εRn T
2
k

∣∣∣∣∇vk( εx′

εRn Tk
+
εxνν

εRn Tk

)∣∣∣∣2]dx′dxν
=

ˆ 1
2

− 1
2

ˆ
Q′ν

[
TkW

(
Tk

εx′

εRn Tk
+ Tkyνν, vk

(
εx′

εRn Tk
+ yνν

))
+

1

Tk

∣∣∣∣∇vk( εx′

εRn Tk
+ yνν

)∣∣∣∣2]dx′dyν .
Thus, using (7.23) and (7.24) (that are independent of ε), we obtain

lim
k→∞

lim
ε→0+

lim
n→∞

F εRn
ε

(
vεn,k, Qν

)
= lim

k→∞

ˆ
Qν

(
TkW (Tkx, vk(x)) +

1

Tk
|∇vk(x)|2

)
dx

= σQν (ν).

From (7.21), (7.22) and (7.25) we get

lim
ε→0

λ(Qν(x0, ε))

εN−1
≤ lim sup

k→∞
lim sup
ε→0+

lim sup
n→∞

1

εN−1
FεRn (un,ε,k, Qν(x0, ε))

≤ σQν (ν) . (7.26)

In order to conclude, we use Lemma 4.6 to �nd a sequence {Qn}n∈N ⊂ QΛ
ν such that

σQn(ν)→ σ(ν) as n→∞. Using (7.26) we obtain for every n ∈ N

dλ

dµ
(x0) = lim

ε→0

λ(Qn(x0, ε))

εN−1
≤ σQn(ν)

and, letting n→∞ we have
dλ

dµ
(x0) ≤ σ(ν).

Using the Urysohn property, we conclude that if the set A := {u = a} is Λ-polyhedral,
then there exists a sequence {un}n∈N ⊂ H1(Ω;Rd) with un → u in L1(Ω;Rd) such that

lim sup
n→∞

Fεn(un) ≤ F0(u).

Case 2. We now consider the general case of a function u ∈ BV (Ω; {a, b}). Using
Lemma 3.8 it is possible to �nd a sequence of functions {vk}k∈N ⊂ BV (Ω; {a, b}) with
the following properties: the set Ak := {vk = a} is a Λ-polyhedral set and, setting
A := {u = a}, we have

lim
k→∞

‖χAk − χA‖L1(Ω) = 0 , lim
k→∞

|P (Ak; Ω)− P (A; Ω)| = 0 .

From the result of Case 1, for every k ∈ N it is possible to �nd a sequence {ukn}n∈N ⊂
H1(Ω;Rd) with ukn → vk as n→∞, such that

lim sup
n→∞

Fεn(ukn) ≤ F0(vk) .
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Choose an increasing sequence {n(k)}k∈N such that, setting uk := ukn(k),

‖uk − u‖L1 ≤
1

k
, Fεn(ukn) ≤ F0(vk) +

1

k
. (7.27)

Recalling that the function σ is upper semi-continuous on SN−1 (see Proposition 4.4),
from Theorem 2.9 and (7.27) we get

lim sup
k→∞

Fεn(k)(u
k) ≤ lim sup

k→∞
F0(vk) ≤ F0(u) .

This concludes the proof of the limsup inequality. �

8. Continuity of σ

To prove that the function ν 7→ σ(ν) is continuous, notice that Theorem 1.6 implies,
in particular, that the functional F0 is lower semi-continuous with respect to the L1

convergence. It then follows from [3, Theorem 5.11] that the function σ, when extended
1-homogeneously to the whole RN , is convex. Since σ(ν) < ∞ for every ν ∈ SN−1 (see
Lemma 4.1), we also deduce that σ is continuous.

For the convenience of the reader, we recall here the argument used in [3, Theorem
5.11] to prove convexity. Take v0, v1, v2 ∈ RN such that v0 = v1 + v2. We claim that
σ(v0) ≤ σ(v1) +σ(v2). Using the 1-homogeneity of σ, this is equivalent to convexity. To
prove the claim, let E := {x ∈ Ω : x · ν0 ≤ α}, where α ∈ R is such that Ω \ E 6= ∅
and Ω ∩ E 6= ∅. Let X ⊂ RN be the the two dimensional space generated by ν1 and
ν2, consider the unit two dimensional square Q′ and a triangle T with outer normals
− ν0
|ν0| ,

ν1
|ν1| and

ν2
|ν2| , and such that

1,
|ν1|
|ν0|

,
|ν2|
|ν0|

are the lengths of the side of T orthogonal to ν0, ν1, and ν2 respectively. Let Q ⊂ RN be

the unit cube and Q̃ :=
{
x′ ∈ RN−2 : (0, 0, x′) ∈ Q

}
. Let R : RN → RN be a rotation

such that R
({

(x1, x2, 0, . . . , 0) ∈ RN : (x1, x2) ∈ (−1/2, 1/2)2
})

= Q′. Let z ∈ RN and
r > 0 be such that z+ rQ ⊂ Ω \E. Then there exists λ such that λT ⊂ rQ′. For n ∈ N,
let

En := E ∪
n⋃
i=1

(
zi +

1

n

(
λT × Q̃

))
,

where the zi's are such that the elements in the second union are pairwise disjoint and

zi +
(
λT × Q̃

)
⊂ z + rQ. It can be shown that χEn → χE , so that by lower semi-

continuity of F0 we obtain

0 ≤ lim inf
n→∞

[F0(χEn)−F0(χE) ] =
1

|ν0|
[σ(ν1) + σ(ν2)− σ(ν0)].

This proves the claim.
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