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#### Abstract

We study some properties of solutions to a quasistatic evolution problem for perfectly plastic plates, that has been recently derived from three-dimensional PrandtlReuss plasticity. We prove that the stress tensor has locally square-integrable first derivatives with respect to the space variables. We also exhibit an example showing that the model under consideration has in general a genuinely three-dimensional nature and cannot be reduced to a two-dimensional setting.


## 1. Introduction

In this paper we continue the study of the quasistatic evolution model for perfectly plastic plates, that has been derived in [5] starting from three-dimensional Prandtl-Reuss plasticity. Under suitable regularity assumptions for the applied body forces, we prove $W_{l o c}^{1,2}$ regularity of the stress with respect to the space variables.

Let $\omega$ be a bounded domain in $\mathbb{R}^{2}$ with a $C^{2}$ boundary. The set $\Omega:=\omega \times\left(-\frac{1}{2}, \frac{1}{2}\right)$ represents the reference configuration of a three-dimensional plate. The current configuration of the plate at time $t$ is described by a triple $(u(t), e(t), p(t))$, where $u(t)$ is the displacement, $e(t)$ is the elastic strain tensor, and $p(t)$ is the plastic strain tensor, satisfying the following conditions:
(sf1) kinematic admissibility: $E u(t)=e(t)+p(t)$ in $\Omega, u(t)=w(t)$ on $\Gamma_{d}$, and $e_{i 3}(t)=$ $p_{i 3}(t)=0$ in $\Omega$ for $i=1,2,3$.
Here $E u(t)$ denotes the infinitesimal strain tensor, given by the symmetric part of $D u(t)$, while $w(t)$ is a prescribed boundary condition on $\Gamma_{d}:=\gamma_{d} \times\left(-\frac{1}{2}, \frac{1}{2}\right), \gamma_{d}$ being a subset of $\partial \omega$. These conditions imply that $u(t)$ is a Kirchhoff-Love displacement, that is, the vertical displacement $u_{3}(t)$ is independent of the out-of-plane variable $x_{3}$ and the horizontal displacement takes the form

$$
\begin{equation*}
u_{\alpha}(t, x)=\bar{u}_{\alpha}\left(t, x^{\prime}\right)-x_{3} \partial_{\alpha} u_{3}\left(t, x^{\prime}\right) \quad \text { for } x=\left(x^{\prime}, x_{3}\right) \in \Omega, \alpha=1,2 . \tag{1.1}
\end{equation*}
$$

In particular,

$$
(E u)_{\alpha \beta}(t, x)=(E \bar{u})_{\alpha \beta}\left(t, x^{\prime}\right)-x_{3} \partial_{\alpha \beta}^{2} u_{3}\left(t, x^{\prime}\right) \quad \text { for } x=\left(x^{\prime}, x_{3}\right) \in \Omega, \alpha, \beta=1,2 .
$$

From a mechanical point of view this structure guarantees that straight fibers that are normal to the mid-surface of the plate in the reference configuration, stay straight and normal after the deformation, within the first order (see, e.g., [3]).

Condition ( sf 1 ) does not imply, in general, that $e(t)$ and $p(t)$ are affine with respect to $x_{3}$. However, one can prove (Proposition 3.1) that $e(t)$ and $p(t)$ admit the following decomposition:

$$
e(t, x)=\bar{e}\left(t, x^{\prime}\right)+x_{3} \hat{e}\left(t, x^{\prime}\right)+e_{\perp}(t, x), \quad p(t, x)=\bar{p}\left(t, x^{\prime}\right)+x_{3} \hat{p}\left(t, x^{\prime}\right)-e_{\perp}(t, x)
$$

where the zero-th order moments $\bar{e}(t)$ and $\bar{p}(t)$ satisfy

$$
E \bar{u}(t)=\bar{e}(t)+\bar{p}(t) \quad \text { in } \omega
$$

[^0]while the first order moments $\hat{e}(t)$ and $\hat{p}(t)$ are such that
$$
-D^{2} u_{3}(t)=\hat{e}(t)+\hat{p}(t) \quad \text { in } \omega
$$

In the above identities and in the following we identify $e(t), p(t)$, and their moments with functions taking values in $\mathbb{M}_{\text {sym }}^{2 \times 2}$, since their third row and column are zero by condition (sf1).

The strong formulation of the quasistatic evolution problem on a time interval $[0, T]$ consists in finding $u(t), e(t)$, and $p(t)$ such that for every $t \in[0, T]$ equation (sf1) is satisfied, together with the following conditions:
(sf2) constitutive equation: $\sigma(t)=\mathbb{C}_{r} e(t)$ in $\Omega$, where $\mathbb{C}_{r}$ is the elasticity tensor;
( sf 3 ) equilibrium: $-\operatorname{div}_{x^{\prime}} \bar{\sigma}(t)=f(t)$ and $-\operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma}(t)=g(t)$ in $\omega$, together with suitable Neumann boundary conditions on $\partial \omega \backslash \gamma_{d}$;
(sf4) stress constraint: $\sigma(t) \in K_{r}$, where $K_{r}$ is a given convex and compact set, representing the set of admissible stresses;
(sf5) flow rule: $\dot{p}(t)=0$ if $\sigma(t) \in \operatorname{int} K_{r}$, while $\dot{p}(t)$ belongs to the normal cone to $K_{r}$ at $\sigma(t)$ if $\sigma(t) \in \partial K_{r}$.
Here $f(t): \omega \rightarrow \mathbb{R}^{2}$ and $g(t): \omega \rightarrow \mathbb{R}$ represent the applied body forces at time $t$, while $\bar{\sigma}(t):=\mathbb{C}_{r} \bar{e}(t)$ and $\hat{\sigma}(t):=\mathbb{C}_{r} \hat{e}(t)$ are the stretching and bending components of the stress, respectively. Condition (sf5) can also be written in the equivalent form:
(sf5') maximum dissipation principle: $H_{r}(\dot{p}(t))=\sigma(t): \dot{p}(t)$, where $H_{r}$ is the support function of $K_{r}$, i.e., $H_{r}(p):=\sup \left\{\sigma: p: \sigma \in K_{r}\right\}$,
or alternatively,
(sf5") maximum plastic work condition: $(\theta-\sigma(t)): \dot{p}(t) \leq 0$ for every $\theta \in K_{r}$.
In [5] this model has been rigorously justified via $\Gamma$-convergence techniques, starting from the three-dimensional Prandtl-Reuss quasistatic evolution model. In other words the system (sf1)-(sf5) describes (up to a suitable scaling) the asymptotic behaviour of the quasistatic evolutions in a three-dimensional plate, when the plate thickness approaches zero.

We note that the equilibrium conditions are purely two-dimensional, while the stress constraint and the flow rule (which are the main ingredients of the plastic reponse) involve the whole stress $\sigma(t)$, whose dependence on the thickness variable $x_{3}$ may be not trivial (because of the component $\sigma_{\perp}(t):=\mathbb{C}_{r} e_{\perp}(t)$ ). Thus, the problem has in general a genuinely three-dimensional nature and differs from the classical two-dimensional plastic plate model that has been extensively studied in the literature $[2,6,9,10]$. This comparison is discussed in the last section of the paper, where an explicit solution to (sf1)-(sf5) is shown for a specific choice of data.

Existence of a solution to (sf1)-(sf5) can be proved by setting the problem within the variational framework for rate-independent processes, developed in [14]. This accounts to approximating the problem by time discretization: the interval $[0, T]$ is subdivided into $k$ subintervals by means of points

$$
0=t_{k}^{0}<t_{k}^{1}<\cdots<t_{k}^{k-1}<t_{k}^{k}=T
$$

and the approximate solution $u_{k}^{i}, e_{k}^{i}, p_{k}^{i}$ at time $t_{k}^{i}$ is defined by induction as a minimizer of the energy functional

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega} \mathbb{C}_{r} e: e d x+\int_{\Omega} H_{r}\left(p-p_{k}^{i-1}\right) d x-\left\langle\mathcal{L}\left(t_{k}^{i}\right), u\right\rangle \tag{1.2}
\end{equation*}
$$

among all triples $(u, e, p)$ that are kinematically admissible at time $t_{k}^{i}$, where

$$
\langle\mathcal{L}(t), u\rangle:=\int_{\omega} f(t) \cdot \bar{u} d x^{\prime}-\frac{1}{12} \int_{\omega} g(t) u_{3} d x^{\prime}
$$

Because of the linear growth of $H_{r}$, the energy functional in (1.2) is not coercive in any Sobolev norm. The natural setting for a weak formulation is the space $B D(\Omega)$ of functions
with bounded deformation in $\Omega$ for the displacement $u(t)$ and the space $M_{b}\left(\Omega \cup \Gamma_{d} ; \mathbb{M}_{s y m}^{2 \times 2}\right)$ of bounded Borel measures on $\Omega \cup \Gamma_{d}$ for the plastic strain $p(t)$. This is also natural from a mechanical point of view, because it is well known that in the absence of hardening displacements may develop jump discontinuities along so-called slip surfaces, on which plastic strain concentrates.

Since $p(t) \in M_{b}\left(\Omega \cup \Gamma_{d} ; \mathbb{M}_{s y m}^{2 \times 2}\right)$, the functional

$$
\int_{\Omega} H_{r}(p(t)) d x
$$

has to be interpreted according to the theory of convex functions of measures, developed in $[12,15]$ (see also Section 2), as

$$
\mathcal{H}_{r}(p(t)):=\int_{\Omega \cup \Gamma_{d}} H_{r}\left(\frac{d p(t)}{d|p(t)|}\right) d|p(t)|,
$$

where $d p(t) / d|p(t)|$ is the Radon-Nicodym derivative of $p(t)$ with respect to its total variation $|p(t)|$. Moreover, the boundary condition is relaxed by requiring that

$$
\begin{equation*}
p(t)=(w(t)-u(t)) \odot \nu_{\partial \Omega} \mathcal{H}^{2} \quad \text { on } \Gamma_{d} \tag{1.3}
\end{equation*}
$$

where $\odot$ denotes the symmetrized tensor product and $\mathcal{H}^{2}$ is the two-dimensional Hausdorff measure. The mechanical interpretation of (1.3) is that $u(t)$ may not attain the boundary condition: in this case a plastic slip is developed along $\Gamma_{d}$, whose amount is proportional to the difference between the prescribed boundary value and the actual value.

Combining these remarks with the kinematic admissibility condition (sf1), we see that $u(t)$ is a Kirchhoff-Love displacement in $B D(\Omega)$, that is, $u_{3}(t)$ belongs to the space $B H(\omega)$ of functions with bounded Hessian in $\omega$ and the averaged tangential displacement $\bar{u}(t)$ in (1.1) belongs to $B D(\omega)$. Therefore, $\bar{u}(t)$ may exhibit jump discontinuities, while, because of the embedding of $B H(\omega)$ into $C(\bar{\omega})$, the normal displacement $u_{3}(t)$ is continuous, but its gradient may have jump discontinuities. Since the dependence of $u$ on $x_{3}$ is affine, we can conclude that slip surfaces are vertical surfaces whose projection on $\omega$ is the union of the jump set of $\bar{u}$ and the jump set of $\nabla u_{3}$.

Moreover, writing condition (1.3) in terms of moments yields

$$
\begin{gathered}
\bar{p}(t)=(\bar{w}(t)-\bar{u}(t)) \odot \nu_{\partial \omega} \mathcal{H}^{1} \quad \text { on } \gamma_{d} \\
u_{3}(t)=w_{3}(t), \quad \hat{p}(t)=\left(\nabla u_{3}(t)-\nabla w_{3}(t)\right) \odot \nu_{\partial \omega} \mathcal{H}^{1} \quad \text { on } \gamma_{d} .
\end{gathered}
$$

In this setting the flow rule is proved to hold in the form

$$
\mathcal{H}_{r}(\dot{p}(t))=\langle\sigma(t), \dot{p}(t)\rangle
$$

where the product at the right-hand side is meant in the sense of the stress-strain duality introduced in [5] (see also Section 3).

In this paper we focus on the spatial regularity of the stress component $\sigma(t)$ for solutions of the quasistatic evolution problem (sf1)-(sf5) in its weak formulation. We restrict to the case where the yield criterion in the fully three-dimensional Prandtl-Reuss problem is that of von Mises, often used for metals (see [13]). In other words, the set of admissible stresses for the fully three-dimensional Prandtl-Reuss problem is a cylinder $B_{\alpha_{0}}+\mathbb{R} I_{3 \times 3}$, where $B_{\alpha_{0}}$ is a ball of radius $\alpha_{0}$ in the space of trace-free $\mathbb{M}_{s y m}^{3 \times 3}$ matrices and $I_{3 \times 3}$ is the identity matrix in $\mathbb{M}_{\text {sym }}^{3 \times 3}$. By the characterization in [5] this implies that the set $K_{r}$ is an ellipsoid of the form

$$
K_{r}=\left\{\xi \in \mathbb{M}_{s y m}^{2 \times 2}:|\xi|_{r} \leq \alpha_{0}\right\}
$$

where

$$
|\xi|_{r}^{2}:=\frac{1}{6}\left(\xi_{11}+\xi_{22}\right)^{2}+\frac{1}{2}\left(\xi_{11}-\xi_{22}\right)^{2}+2 \xi_{12}^{2}=|\xi|^{2}-\frac{1}{3}(\operatorname{tr} \xi)^{2} .
$$

Our main result is that for the solutions of the quasistatic evolution problem under consideration the stress component is locally $W^{1,2}$ with respect to space variables (Theorem 4.6).

More precisely, we show that for every open set $\omega^{\prime}$ compactly contained in $\omega$ there exists a positive constant $C_{1}\left(\omega^{\prime}\right)$ such that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|D_{\alpha} \sigma(t)\right\|_{L^{2}\left(\omega^{\prime} \times\left(-\frac{1}{2}, \frac{1}{2}\right) ; \mathbb{M}_{s y m}^{2 \times 2}\right)} \leq C_{1}\left(\omega^{\prime}\right) \quad \text { for } \alpha=1,2 \tag{1.4}
\end{equation*}
$$

and for every open set $\Omega^{\prime}$ compactly contained in $\Omega$ there exists a positive constant $C_{2}\left(\Omega^{\prime}\right)$ such that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|D_{3} \sigma(t)\right\|_{L^{2}\left(\Omega^{\prime} ; \mathbb{M}_{s y m}^{2 \times 2}\right)} \leq C_{2}\left(\Omega^{\prime}\right) \tag{1.5}
\end{equation*}
$$

This implies in particular that both the stretching component $\bar{\sigma}$ and the bending component $\hat{\sigma}$ are in $L^{\infty}\left(0, T ; W_{l o c}^{1,2}\left(\omega ; \mathbb{M}_{s y m}^{2 \times 2}\right)\right)$, while $\sigma_{\perp} \in L^{\infty}\left(0, T ; W_{l o c}^{1,2}\left(\Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right)\right)$.

Local regularity of stresses in the fully three-dimensional Prandtl-Reuss plasticity has been proved in $[1,8]$, see also [11] for a recent global regularity result for the stress velocity. For the classical two-dimensional plastic plate model local regularity has been established in [10], using different techniques and assuming $K_{r}$ to be a ball, $\mathbb{C}_{r}$ to be the identity tensor, and $\gamma_{d}=\partial \omega$.

The strategy of our proof is inspired by that of [1]. We consider an equivalent formulation of problem (sf1)-(sf5) in terms of a parabolic variational inequality for the stress variable and we construct some approximating problems of Norton-Hoff type, where the constraint (sf4) is replaced by a penalization term. These approximating problems involve a monotone differential equation in the stress variable; the displacement and the plastic strain are then indirectly recovered a posteriori. We first establish regularity for the approximating problems with uniform estimates with respect to the approximation parameter and then prove convergence to the parabolic variational inequality formulation.

The main novelty with respect to [1] is that in the approximating model the equilibrium equations are expressed in terms of the moments $\bar{\sigma}$ and $\hat{\sigma}$, while the nonlinearity in the monotone operator involve the whole stress $\sigma$. For this reason we obtain a slightly better regularity of the stress with respect to the in-plane variables: the regularity estimate (1.4) is indeed global in the out-of-plane direction $x_{3}$, whereas (1.5) is local with respect to both in-plane and out-of-plane variables. In particular, we observe that (1.4) cannot be deduced from the regularity estimates in [1] for the fully three-dimensional Prandtl-Reuss problem, using the convergence result of [5]; indeed, the estimates of [1] (whose dependence on the domain should be explicited if one wished to pass to the limit as the thickness of the plate tends to zero) are local in all directions.

The plan of the paper is as follows. In Section 2 we recall some mathematical preliminaries. The setting of the problem is detailed in Section 3. The existence and regularity results are the subject of Section 4. In Section 5 an explicit example is discussed.

## 2. Mathematical preliminaries

In this section we recall some notions from measure theory that we will use throughout the article.

Measures. Given a Borel set $B \subset \mathbb{R}^{n}$ and a finite dimensional Hilbert space $X, M_{b}(B ; X)$ denotes the space of all bounded Borel measures on $B$ with values in $X$, endowed with the norm $\|\mu\|_{M_{b}}:=|\mu|(B)$, where $|\mu| \in M_{b}(B ; \mathbb{R})$ is the variation of the measure $\mu$. If $\mu$ is absolutely continuous with respect to the Lebesgue measure $\mathcal{L}^{n}$, we always identify $\mu$ with its density with respect to $\mathcal{L}^{n}$, which is a function in $L^{1}(B ; X)$.

If the relative topology of $B$ is locally compact, by Riesz representation Theorem the space $M_{b}(B ; X)$ can be identified with the dual of $C_{0}(B ; X)$, which is the space of all continuous functions $\varphi: B \rightarrow X$ such that the set $\{|\varphi| \geq \delta\}$ is compact for every $\delta>0$. The weak* topology on $M_{b}(B ; X)$ is defined using this duality.

Convex functions of measures. For every $\mu \in M_{b}(B ; X)$ let $d \mu / d|\mu|$ be the RadonNicodym derivative of $\mu$ with respect to its variation $|\mu|$. Let $H: X \rightarrow[0,+\infty)$ be a convex
and positively one-homogeneous function such that

$$
\alpha_{H}|\xi| \leq H(\xi) \leq \beta_{H}|\xi| \quad \text { for every } \xi \in X
$$

where $\alpha_{H}$ and $\beta_{H}$ are two constants, with $0<\alpha_{H} \leq \beta_{H}$. According to the theory of convex functions of measures, developed in [12], we introduce the nonnegative Radon measure $H(\mu) \in M_{b}(B)$ defined by

$$
H(\mu)(A):=\int_{A} H\left(\frac{d \mu}{d|\mu|}\right) d|\mu|
$$

for every Borel set $A \subset B$. We also consider the functional $\mathcal{H}: M_{b}(B ; X) \rightarrow[0,+\infty)$ defined by

$$
\mathcal{H}(\mu):=H(\mu)(B)=\int_{B} H\left(\frac{d \mu}{d|\mu|}\right) d|\mu|
$$

for every $\mu \in M_{b}(B ; X)$. One can prove that $H(\mu)$ coincides with the measure studied in [15, Chapter II, Section 4]. Hence,

$$
\begin{equation*}
\mathcal{H}(\mu)=\sup \left\{\int_{B} \varphi: d \mu: \varphi \in C_{0}(B ; X), \varphi(x) \in K \text { for every } x \in B\right\} \tag{2.1}
\end{equation*}
$$

where $K:=\partial H(0)$ is the subdifferential of $H$ at 0 . Moreover, $\mathcal{H}$ is lower semicontinuous on $M_{b}(B ; X)$ with respect to weak* convergence.

Functions with bounded deformation. Let $U$ be an open set of $\mathbb{R}^{n}$. The space $B D(U)$ of functions with bounded deformation is the space of all functions $u \in L^{1}\left(U ; \mathbb{R}^{n}\right)$ whose symmetric gradient $E u:=\operatorname{sym} D u$ (in the sense of distributions) belongs to $M_{b}\left(U ; \mathbb{M}_{\text {sym }}^{n \times n}\right)$. It is easy to see that $B D(U)$ is a Banach space endowed with the norm

$$
\|u\|_{B D}:=\|u\|_{L^{1}}+\|E u\|_{M_{b}} .
$$

We say that a sequence $\left(u^{k}\right)$ converges to $u$ weakly* in $B D(U)$ if $u^{k} \rightharpoonup u$ weakly in $L^{1}\left(U ; \mathbb{R}^{n}\right)$ and $E u^{k} \rightharpoonup E u$ weakly* in $M_{b}\left(U ; \mathbb{M}_{s y m}^{n \times n}\right)$. Every bounded sequence in $B D(U)$ has a weakly* converging subsequence. If $U$ is bounded and has a Lipschitz boundary, $B D(U)$ can be embedded into $L^{n /(n-1)}\left(U ; \mathbb{R}^{n}\right)$ and every function $u \in B D(U)$ has a trace, still denoted by $u$, which belongs to $L^{1}\left(\partial U ; \mathbb{R}^{n}\right)$. Moreover, if $\Gamma$ is a nonempty open subset of $\partial U$, there exists a constant $C>0$, depending on $U$ and $\Gamma$, such that

$$
\begin{equation*}
\|u\|_{L^{1}(\Omega)} \leq C\|u\|_{L^{1}(\Gamma)}+C\|E u\|_{M_{b}} \tag{2.2}
\end{equation*}
$$

(see [15, Chapter II, Proposition 2.4 and Remark 2.5]). For the general properties of the space $B D(U)$ we refer to [15].

Functions with bounded Hessian. The space $B H(U)$ of functions with bounded Hessian is the space of all functions $u \in W^{1,1}(U)$ whose Hessian $D^{2} u$ (in the sense of distributions) belongs to $M_{b}\left(U ; \mathbb{M}_{s y m}^{n \times n}\right)$. It is easy to see that $B H(U)$ is a Banach space endowed with the norm

$$
\|u\|_{B H}:=\|u\|_{L^{1}}+\|\nabla u\|_{L^{1}}+\left\|D^{2} u\right\|_{M_{b}} .
$$

If $U$ has the cone property, then $B H(U)$ coincides with the space of functions in $L^{1}(U)$ whose Hessian belongs to $M_{b}\left(U ; \mathbb{M}_{s y m}^{n \times n}\right)$. If $U$ is bounded and has a Lipschitz boundary, $B H(U)$ can be embedded into $W^{1, n /(n-1)}(U)$. If $U$ is bounded and has a $C^{2}$ boundary, then for every function $u \in B H(U)$ one can define the traces of $u$ and of $\nabla u$, still denoted by $u$ and $\nabla u$; they satisfy $u \in W^{1,1}(\partial U), \nabla u \in L^{1}\left(\partial U ; \mathbb{R}^{n}\right)$, and $\frac{\partial u}{\partial \tau}=\nabla u \cdot \tau$ in $L^{1}(\partial U)$, where $\tau$ is any tangent vector to $\partial U$. If, in addition, $n=2$, then $B H(U)$ embeds into $C(\bar{U})$, which is the space of all continuous functions on $\bar{U}$. For the general properties of the space $B H(U)$ we refer to [7].

Notation. The symmetrized tensor product $a \odot b$ of two vectors $a, b \in \mathbb{R}^{n}$ is the symmetric matrix with entries $\left(a_{i} b_{j}+a_{j} b_{i}\right) / 2$. The brackets $\langle\cdot, \cdot\rangle$ denote the duality pairing between conjugate $L^{p}$ spaces, as well as between other pairs of spaces, according to the context.

## 3. Setting of the problem

Throughout the paper $\Omega$ is an open subset of $\mathbb{R}^{3}$ of the form $\Omega=\omega \times\left(-\frac{1}{2}, \frac{1}{2}\right)$, where $\omega$ is a bounded and connected open set of $\mathbb{R}^{2}$ with a $C^{2}$ boundary. We suppose that the boundary $\partial \omega$ is partitioned into two disjoint open subsets $\gamma_{d}, \gamma_{n}$ and their common boundary $\partial\left\lfloor_{\partial \omega} \gamma_{d}=\partial\left\lfloor_{\partial \omega} \gamma_{n}\right.\right.$ (topological notions refer here to the relative topology of $\partial \omega$ ). We assume that $\gamma_{d} \neq \emptyset$ and that $\partial\left\lfloor_{\partial \omega} \gamma_{d}\right.$ is made of two points in $\partial \omega$. The outer unit normal to $\partial \omega$ is denoted by $\nu_{\partial \omega}$ and the outer unit normal to $\partial \Omega$ by $\nu_{\partial \Omega}$. Moreover, we set $\Gamma_{d}:=\gamma_{d} \times\left(-\frac{1}{2}, \frac{1}{2}\right)$.

The elasticity tensor and its inverse. Let $\mathbb{C}_{r}$ be the elasticity tensor, considered as a symmetric positive definite linear operator $\mathbb{C}_{r}: \mathbb{M}_{\text {sym }}^{2 \times 2} \rightarrow \mathbb{M}_{\text {sym }}^{2 \times 2}$ and let $\mathbb{A}_{r}: \mathbb{M}_{\text {sym }}^{2 \times 2} \rightarrow \mathbb{M}_{\text {sym }}^{2 \times 2}$ be its inverse $\mathbb{A}_{r}:=\mathbb{C}_{r}^{-1}$. It follows that there exist two constants $\alpha_{\mathbb{A}}$ and $\beta_{\mathbb{A}}$, with $0<\alpha_{\mathbb{A}} \leq$ $\beta_{\mathbb{A}}$, such that

$$
\begin{equation*}
\alpha_{\mathbb{A}}|\xi|^{2} \leq \frac{1}{2} \mathbb{A}_{r} \xi: \xi \leq \beta_{\mathbb{A}}|\xi|^{2} \quad \text { for every } \xi \in \mathbb{M}_{\text {sym }}^{2 \times 2} \tag{3.1}
\end{equation*}
$$

These inequalities imply

$$
\begin{equation*}
\left|\mathbb{A}_{r} \xi\right| \leq 2 \beta_{\mathbb{A}}|\xi| \quad \text { for every } \xi \in \mathbb{M}_{\text {sym }}^{2 \times 2} \tag{3.2}
\end{equation*}
$$

The set of admissible stresses. Let $K_{r}$ be a closed convex set of $\mathbb{M}_{s y m}^{2 \times 2}$ such that there exist two constants $\alpha_{H}$ and $\beta_{H}$, with $0<\alpha_{H} \leq \beta_{H}$, such that

$$
\left\{\xi \in \mathbb{M}_{s y m}^{2 \times 2}:|\xi| \leq \alpha_{H}\right\} \subset K_{r} \subset\left\{\xi \in \mathbb{M}_{s y m}^{2 \times 2}:|\xi| \leq \beta_{H}\right\}
$$

The boundary of $K_{r}$ is interpreted as the yield surface. We define the set

$$
\mathcal{K}_{r}(\Omega):=\left\{\sigma \in L^{2}\left(\Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right): \sigma(x) \in K_{r} \text { for a.e. } x \in \Omega\right\}
$$

The plastic dissipation potential is given by the support function $H_{r}: \mathbb{M}_{\text {sym }}^{2 \times 2} \rightarrow[0,+\infty)$ of $K_{r}$, defined as

$$
H_{r}(\xi):=\sup _{\sigma \in K_{r}} \sigma: \xi \quad \text { for every } \xi \in \mathbb{M}_{s y m}^{2 \times 2}
$$

It follows that $H_{r}$ is a convex and positively one-homogeneous function such that

$$
\begin{equation*}
\alpha_{H}|\xi| \leq H_{r}(\xi) \leq \beta_{H}|\xi| \quad \text { for every } \xi \in \mathbb{M}_{\text {sym }}^{2 \times 2} \tag{3.3}
\end{equation*}
$$

In particular, $H_{r}$ satisfies the triangle inequality

$$
\begin{equation*}
H_{r}(\xi+\zeta) \leq H_{r}(\xi)+H_{r}(\zeta) \quad \text { for every } \xi, \zeta \in \mathbb{M}_{s y m}^{2 \times 2} \tag{3.4}
\end{equation*}
$$

In [5] it is proved that, if $K \subset \mathbb{M}_{s y m}^{3 \times 3}$ is the convex set of admissible stresses for the threedimensional Prandtl-Reuss plasticity problem, then $K_{r}$ can be characterized as follows:

$$
\xi \in K_{r} \quad \Leftrightarrow \quad\left(\begin{array}{ccc}
\xi_{11} & \xi_{12} & 0  \tag{3.5}\\
\xi_{12} & \xi_{22} & 0 \\
0 & 0 & 0
\end{array}\right)-\frac{1}{3}(\operatorname{tr} \xi) I_{3 \times 3} \in K .
$$

Thus, in particular, if

$$
K=\left\{\xi \in \mathbb{M}_{\text {sym }}^{3 \times 3}:\left|\xi-\frac{1}{3}(\operatorname{tr} \xi) I_{3 \times 3}\right| \leq \alpha_{0}\right\}
$$

for some $\alpha_{0}>0$, then (3.5) implies that

$$
\begin{equation*}
K_{r}=\left\{\xi \in \mathbb{M}_{s y m}^{2 \times 2}:|\xi|_{r} \leq \alpha_{0}\right\} \tag{3.6}
\end{equation*}
$$

and

$$
H_{r}(\xi)=\alpha_{0}\left|\xi+(\operatorname{tr} \xi) I_{2 \times 2}\right|_{r} \quad \text { for every } \xi \in \mathbb{M}_{s y m}^{2 \times 2}
$$

where

$$
\begin{equation*}
|\xi|_{r}^{2}:=\frac{1}{6}\left(\xi_{11}+\xi_{22}\right)^{2}+\frac{1}{2}\left(\xi_{11}-\xi_{22}\right)^{2}+2 \xi_{12}^{2}=|\xi|^{2}-\frac{1}{3}(\operatorname{tr} \xi)^{2} . \tag{3.7}
\end{equation*}
$$

Zero-th and first order moments. For $f \in L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$ we denote by $\bar{f}, \hat{f} \in L^{2}\left(\omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$ and by $f_{\perp} \in L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$ the following orthogonal components (in the sense of $\left.L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right)$ of $f$ :

$$
\bar{f}\left(x^{\prime}\right):=\int_{-\frac{1}{2}}^{\frac{1}{2}} f\left(x^{\prime}, x_{3}\right) d x_{3}, \quad \hat{f}\left(x^{\prime}\right):=12 \int_{-\frac{1}{2}}^{\frac{1}{2}} x_{3} f\left(x^{\prime}, x_{3}\right) d x_{3}
$$

for a.e. $x^{\prime} \in \omega$, and

$$
f_{\perp}(x):=f(x)-\bar{f}\left(x^{\prime}\right)-x_{3} \hat{f}\left(x^{\prime}\right)
$$

for a.e. $x \in \Omega$. The component $\bar{f}$ is called the zero-th order moment of $f$, while $\hat{f}$ is called the first order moment of $f$.

Analogously, if $q \in M_{b}\left(\Omega \cup \Gamma_{d} ; \mathbb{M}_{s y m}^{2 \times 2}\right)$, the zero-th order moment of $q$ is the measure $\bar{q} \in M_{b}\left(\omega \cup \gamma_{d} ; \mathbb{M}_{s y m}^{2 \times 2}\right)$ defined by

$$
\int_{\omega \cup \gamma_{d}} \varphi: d \bar{q}:=\int_{\Omega \cup \Gamma_{d}} \varphi: d q
$$

for every $\varphi \in C_{0}\left(\omega \cup \gamma_{d} ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$, while the first order moment of $q$ is the measure $\hat{q} \in$ $M_{b}\left(\omega \cup \gamma_{d} ; \mathbb{M}_{s y m}^{2 \times 2}\right)$ defined by

$$
\int_{\omega \cup \gamma_{d}} \varphi: d \hat{q}:=12 \int_{\Omega \cup \Gamma_{d}} x_{3} \varphi: d q
$$

for every $\varphi \in C_{0}\left(\omega \cup \gamma_{d} ; \mathbb{M}_{s y m}^{2 \times 2}\right)$. We also define $q_{\perp} \in M_{b}\left(\Omega \cup \Gamma_{d} ; \mathbb{M}_{s y m}^{2 \times 2}\right)$ as the measure given by

$$
q_{\perp}:=q-\bar{q} \otimes \mathcal{L}^{1}-\hat{q} \otimes x_{3} \mathcal{L}^{1}
$$

where the symbol $\otimes$ denotes the usual product of measures.
Kirchhoff-Love admissible triples. We introduce the set of Kirchhoff-Love displacements, defined as

$$
K L(\Omega):=\left\{u \in B D(\Omega):(E u)_{i 3}=0 \quad \text { for } i=1,2,3\right\} .
$$

We note that $u \in K L(\Omega)$ if and only if $u_{3} \in B H(\omega)$ and there exists $\bar{u} \in B D(\omega)$ such that

$$
\begin{equation*}
u_{\alpha}=\bar{u}_{\alpha}-x_{3} \partial_{\alpha} u_{3}, \quad \alpha=1,2 . \tag{3.8}
\end{equation*}
$$

In particular, if $u \in K L(\Omega)$, then $E u$ can be identified with a $2 \times 2$ matrix and $(E u)_{\alpha \beta}=$ $(E \bar{u})_{\alpha \beta}-x_{3} \partial_{\alpha \beta}^{2} u_{3}$ for $\alpha, \beta=1,2$. If, in addition, $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{3}\right)$, then $\bar{u} \in W^{1, p}\left(\omega ; \mathbb{R}^{2}\right)$ and $u_{3} \in W^{2, p}(\omega)$. We call $\bar{u}, u_{3}$ the Kirchhoff-Love components of $u$.

For every $w \in W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \cap K L(\Omega)$ we define the class $\mathcal{A}_{K L}(w)$ of Kirchhoff-Love admissible triples for the boundary datum $w$ as the set of all triples $(u, e, p) \in K L(\Omega) \times$ $L^{2}\left(\Omega ; \mathbb{M}_{s y m}^{3 \times 3}\right) \times M_{b}\left(\Omega \cup \Gamma_{d} ; \mathbb{M}_{s y m}^{3 \times 3}\right)$ satisfying

$$
\begin{gathered}
E u=e+p \quad \text { in } \Omega, \quad p=(w-u) \odot \nu_{\partial \Omega} \mathcal{H}^{2} \quad \text { on } \Gamma_{d}, \\
e_{i 3}=0 \quad \text { in } \Omega, \quad p_{i 3}=0 \quad \text { in } \Omega \cup \Gamma_{d}, \quad i=1,2,3,
\end{gathered}
$$

where $\mathcal{H}^{2}$ is the two-dimensional Hausdorff measure. Note that the space

$$
\left\{\xi \in \mathbb{M}_{\text {sym }}^{3 \times 3}: \xi_{i 3}=0 \text { for } i=1,2,3\right\}
$$

is canonically isomorphic to $\mathbb{M}_{s y m}^{2 \times 2}$. Therefore, in the following, given a triple $(u, e, p) \in$ $\mathcal{A}_{K L}(w)$ we will systematically identify $e$ with a function in $L^{2}\left(\Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right)$ and $p$ with a measure in $M_{b}\left(\Omega \cup \Gamma_{d} ; \mathbb{M}_{s y m}^{2 \times 2}\right)$. Note also that the class $\mathcal{A}_{K L}(w)$ is always nonempty as it contains the triple $(w, E w, 0)$.

Let $(u, e, p) \in \mathcal{A}_{K L}(w)$. By definition $u$ is a Kirchhoff-Love displacement, hence $u_{3} \in$ $B H(\omega)$ and $u_{\alpha}, \alpha=1,2$, is affine in the $x_{3}$ variable (see (3.8)). In general, one cannot conclude that $e$ and $p$ are affine in $x_{3}$, too. However, some conditions on the structure of $e$ and $p$ can be deduced.

Proposition 3.1. Let $w \in W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \cap K L(\Omega)$ and $(u, e, p) \in K L(\Omega) \times L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right) \times$ $M_{b}\left(\Omega \cup \Gamma_{d} ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$. Let $\bar{u} \in B D(\omega), u_{3} \in B H(\omega)$, and $\bar{w} \in W^{1,2}\left(\omega ; \mathbb{R}^{2}\right)$, $w_{3} \in W^{2,2}(\omega)$ be the Kirchhoff-Love components of $u$ and $w$, respectively. Finally, let $\bar{e}, \hat{e} \in L^{2}\left(\omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$, $e_{\perp} \in L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right), \bar{p}, \hat{p} \in M_{b}\left(\omega \cup \gamma_{d} ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$, and $p_{\perp} \in M_{b}\left(\Omega \cup \Gamma_{d} ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$ be the moments of $e$ and $p$. Then $(u, e, p) \in \mathcal{A}_{K L}(w)$ if and only if the following three conditions are satisfied:
(i) $E \bar{u}=\bar{e}+\bar{p}$ in $\omega$ and $\bar{p}=(\bar{w}-\bar{u}) \odot \nu_{\partial \omega} \mathcal{H}^{1}$ on $\gamma_{d}$;
(ii) $D^{2} u_{3}=-(\hat{e}+\hat{p})$ in $\omega, u_{3}=w_{3}$ on $\gamma_{d}$, and $\hat{p}=\left(\nabla u_{3}-\nabla w_{3}\right) \odot \nu_{\partial \omega} \mathcal{H}^{1}$ on $\gamma_{d}$;
(iii) $p_{\perp}=-e_{\perp}$ in $\Omega$ and $p_{\perp}=0$ on $\Gamma_{d}$,
where $\mathcal{H}^{1}$ is the one-dimensional Hausdorff measure.
Spaces of stresses. We will also use the set

$$
\Sigma(\Omega):=\left\{\sigma \in L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right): \operatorname{div}_{x^{\prime}} \bar{\sigma} \in L^{2}\left(\omega ; \mathbb{R}^{2}\right), \operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma} \in L^{2}(\omega)\right\}
$$

where $\bar{\sigma}, \hat{\sigma} \in L^{2}\left(\omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$ are the zero-th and first order moments of $\sigma$.
For every $\sigma \in \Sigma(\Omega)$ we can define the trace $\left[\bar{\sigma} \nu_{\partial \omega}\right] \in H^{-\frac{1}{2}}\left(\partial \omega ; \mathbb{R}^{2}\right)$ of its zero-th order moment $\bar{\sigma}$ through the formula

$$
\begin{equation*}
\left\langle\left[\bar{\sigma} \nu_{\partial \omega}\right], \varphi\right\rangle:=\int_{\omega} \operatorname{div}_{x^{\prime}} \bar{\sigma} \cdot \varphi d x^{\prime}+\int_{\omega} \bar{\sigma}: E \varphi d x^{\prime} \tag{3.9}
\end{equation*}
$$

for every $\varphi \in W^{1,2}\left(\omega ; \mathbb{R}^{2}\right)$. Note that, if $\sigma \in \Sigma(\Omega) \cap L^{\infty}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$, then $\bar{\sigma} \in L^{\infty}\left(\omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$ and equation (3.9) makes sense for every $\varphi \in W^{1,1}\left(\omega ; \mathbb{R}^{2}\right)$ (since by Sobolev embedding any such $\varphi$ belongs to $L^{2}\left(\omega ; \mathbb{R}^{2}\right)$ ), so that $\left[\bar{\sigma} \nu_{\partial \omega}\right]$ can be identified in this case with an element of $L^{\infty}\left(\partial \omega ; \mathbb{R}^{2}\right)$.

We can also give a meaning to the traces of the first order moments of elements in $\Sigma(\Omega)$. More precisely, for every $\sigma \in \Sigma(\Omega)$ there exist $b_{0}(\hat{\sigma}) \in H^{-\frac{3}{2}}(\partial \omega)$ and $b_{1}(\hat{\sigma}) \in H^{-\frac{1}{2}}(\partial \omega)$ such that

$$
\begin{equation*}
-\left\langle b_{0}(\hat{\sigma}), \psi\right\rangle+\left\langle b_{1}(\hat{\sigma}), \frac{\partial \psi}{\partial \nu_{\partial \omega}}\right\rangle=\int_{\omega} \hat{\sigma}: D^{2} \psi d x^{\prime}-\int_{\omega} \psi \operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma} d x^{\prime} \tag{3.10}
\end{equation*}
$$

for every $\psi \in W^{2,2}(\omega)$. Moreover, if $\hat{\sigma} \in C^{2}\left(\bar{\omega} ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$, then

$$
\begin{aligned}
& b_{0}(\hat{\sigma})=\operatorname{div}_{x^{\prime}} \hat{\sigma} \cdot \nu_{\partial \omega}+\frac{\partial}{\partial \tau_{\partial \omega}}\left(\hat{\sigma} \nu_{\partial \omega} \cdot \tau_{\partial \omega}\right), \\
& b_{1}(\hat{\sigma})=\hat{\sigma} \nu_{\partial \omega} \cdot \nu_{\partial \omega},
\end{aligned}
$$

where $\tau_{\partial \omega}$ is the tangent vector to $\partial \omega$ (see, e.g., [6, Théorème 2.1]). Note that, if $\sigma \in$ $\Sigma(\Omega) \cap L^{\infty}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$, then $\hat{\sigma} \in L^{\infty}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$ and the right-hand side of (3.10) makes sense for every $\psi \in W^{2,1}(\omega)$, so that $b_{0}(\hat{\sigma})$ can be identified in this case with an element of $\left(T\left(W^{2,1}(\omega)\right)\right)^{\prime}$, the dual of the space of traces of $W^{2,1}(\omega)$ functions, and $b_{1}(\hat{\sigma})$ with an element of $L^{\infty}(\partial \omega)$ (see [6, Théorèm 2.3]).

For $h \in H^{-\frac{1}{2}}\left(\partial \omega ; \mathbb{R}^{2}\right)$ and $m=\left(m_{0}, m_{1}\right) \in H^{-\frac{3}{2}}(\partial \omega) \times H^{-\frac{1}{2}}(\partial \omega)$ we define $\Theta\left(\gamma_{n}, h, m\right)$ as the class of all $\sigma \in \Sigma(\Omega)$ such that

$$
\begin{equation*}
\left\langle\left[\bar{\sigma} \nu_{\partial \omega}\right]-h, \varphi\right\rangle=0 \tag{3.11}
\end{equation*}
$$

for every $\varphi \in H^{\frac{1}{2}}\left(\partial \omega ; \mathbb{R}^{2}\right)$ satisfying $\varphi=0$ on $\gamma_{d}$, and

$$
\begin{equation*}
\left\langle b_{0}(\hat{\sigma})-m_{0}, \psi_{0}\right\rangle=\left\langle b_{1}(\hat{\sigma})-m_{1}, \psi_{1}\right\rangle=0 \tag{3.12}
\end{equation*}
$$

for every $\psi_{0} \in H^{\frac{3}{2}}(\partial \omega)$ satisfying $\psi_{0}=0$ on $\gamma_{d}$ and every $\psi_{1} \in H^{\frac{1}{2}}(\partial \omega)$ satisfying $\psi_{1}=0$ on $\gamma_{d}$.

In the next proposition we prove the closure of the class $\Theta\left(\gamma_{n}, h, m\right)$ with respect to weak convergence.
Proposition 3.2. Let $h \in H^{-\frac{1}{2}}\left(\partial \omega ; \mathbb{R}^{2}\right)$ and let $m=\left(m_{0}, m_{1}\right) \in H^{-\frac{3}{2}}(\partial \omega) \times H^{-\frac{1}{2}}(\partial \omega)$. Let $\left(\sigma^{k}\right)_{k}$ be a sequence in $\Theta\left(\gamma_{n}, h, m\right)$ such that $\sigma^{k} \rightharpoonup \sigma$ weakly in $L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right), \operatorname{div}_{x^{\prime}} \bar{\sigma}^{k} \rightharpoonup$ $f$ weakly in $L^{2}\left(\omega ; \mathbb{R}^{2}\right)$, and $\operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma}^{k} \rightharpoonup g$ weakly in $L^{2}(\omega)$, as $k \rightarrow \infty$. Then $\sigma \in$ $\Theta\left(\gamma_{n}, h, m\right)$ and $\operatorname{div}_{x^{\prime}} \bar{\sigma}=f, \operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma}=g$ in $\omega$.

Proof. It is immediate to see that $\sigma \in \Sigma(\Omega)$ and $\operatorname{div}_{x^{\prime}} \bar{\sigma}=f, \operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma}=g$ in $\omega$. Passing to the limit in (3.9), we deduce that $\left[\bar{\sigma}^{k} \nu_{\partial \omega}\right] \rightharpoonup\left[\bar{\sigma} \nu_{\partial \omega}\right]$ weakly in $H^{-\frac{1}{2}}\left(\partial \omega ; \mathbb{R}^{2}\right)$. Therefore, (3.11) is satisfied.

For every $\psi_{0} \in H^{\frac{3}{2}}(\partial \omega)$ we can construct $\psi \in W^{2,2}(\omega)$ such that $\psi=\psi_{0}$ on $\partial \omega$ and $\partial \psi / \partial \nu_{\partial \omega}=0$ on $\partial \omega$. Passing to the limit in (3.10) with this choice of $\psi$, we obtain

$$
\left\langle b_{0}\left(\hat{\sigma}^{k}\right), \psi_{0}\right\rangle \rightarrow\left\langle b_{0}(\hat{\sigma}), \psi_{0}\right\rangle
$$

for every $\psi_{0} \in H^{\frac{3}{2}}(\partial \omega)$. Arguing analogously, we can prove that

$$
\left\langle b_{1}\left(\hat{\sigma}^{k}\right), \psi_{1}\right\rangle \rightarrow\left\langle b_{1}(\hat{\sigma}), \psi_{1}\right\rangle
$$

for every $\psi_{1} \in H^{\frac{1}{2}}(\partial \omega)$. Therefore, (3.12) is satisfied.
We also have the following characterization.
Proposition 3.3. Let $\sigma \in L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$. Then

$$
\begin{equation*}
\int_{\Omega} \sigma: E v d x=0 \tag{3.13}
\end{equation*}
$$

for every $v \in W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \cap K L(\Omega)$ such that $v=0$ on $\Gamma_{d}$ if and only if $\sigma \in \Theta\left(\gamma_{n}, 0,0\right)$ and $\operatorname{div}_{x^{\prime}} \bar{\sigma}=0, \operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma}=0$ in $\omega$.
Proof. Since

$$
\int_{\Omega} \sigma: E v d x=\int_{\omega} \bar{\sigma}: E \bar{v} d x^{\prime}-\frac{1}{12} \int_{\omega} \hat{\sigma}: D^{2} v_{3} d x^{\prime}
$$

for every $v \in W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \cap K L(\Omega)$, condition (3.13) is equivalent to the two following conditions:
(a) for every $\varphi \in W^{1,2}\left(\omega ; \mathbb{R}^{2}\right)$ with $\varphi=0$ on $\gamma_{d}$

$$
\int_{\omega} \bar{\sigma}: E \varphi d x^{\prime}=0
$$

(b) for every $\psi \in W^{2,2}(\omega)$ with $\psi=0$ and $\nabla \psi=0$ on $\gamma_{d}$

$$
\int_{\omega} \hat{\sigma}: D^{2} \psi d x^{\prime}=0
$$

By (3.9) condition (a) is equivalent to $\operatorname{div}_{x^{\prime}} \bar{\sigma}=0$ in $\omega$ and $\left\langle\left[\bar{\sigma} \nu_{\partial \omega}\right], \varphi\right\rangle=0$ for every $\varphi \in H^{\frac{1}{2}}\left(\partial \omega ; \mathbb{R}^{2}\right)$ satisfying $\varphi=0$ on $\gamma_{d}$. Similarly, by (3.10) condition (b) is equivalent to $\operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma}=0$ in $\omega$ and

$$
\begin{equation*}
\left\langle b_{0}(\hat{\sigma}), \psi\right\rangle-\left\langle b_{1}(\hat{\sigma}), \frac{\partial \psi}{\partial \nu_{\partial \omega}}\right\rangle=0 \tag{3.14}
\end{equation*}
$$

for every $\psi \in W^{2,2}(\omega)$ with $\psi=0$ and $\nabla \psi=0$ on $\gamma_{d}$. Since for every $\psi_{0} \in H^{\frac{3}{2}}(\partial \omega)$ there exists $\psi \in W^{2,2}(\omega)$ such that $\psi=\psi_{0}$ and $\partial \psi / \partial \nu_{\partial \omega}=0$ on $\partial \omega$ and for every $\psi_{1} \in H^{\frac{1}{2}}(\partial \omega)$ there exists $\psi \in W^{2,2}(\omega)$ such that $\psi=0$ and $\partial \psi / \partial \nu_{\partial \omega}=\psi_{1}$ on $\partial \omega$, condition (3.14) is in turn equivalent to

$$
\left\langle b_{0}(\hat{\sigma}), \psi_{0}\right\rangle=\left\langle b_{1}(\hat{\sigma}), \psi_{1}\right\rangle=0
$$

for every $\psi_{0} \in H^{\frac{3}{2}}(\partial \omega)$ satisfying $\psi_{0}=0$ on $\gamma_{d}$ and every $\psi_{1} \in H^{\frac{1}{2}}(\partial \omega)$ satisfying $\psi_{1}=0$ on $\gamma_{d}$.
Remark 3.4. Let $\sigma \in \Theta\left(\gamma_{n}, 0,0\right) \cap L^{p}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$ for some $2 \leq p \leq \infty$. Then

$$
\begin{equation*}
\int_{\Omega} \sigma: E v d x=-\int_{\omega} \operatorname{div}_{x^{\prime}} \bar{\sigma} \cdot \bar{v} d x^{\prime}+\frac{1}{12} \int_{\omega} v_{3} \operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma} d x^{\prime} \tag{3.15}
\end{equation*}
$$

for every $v \in W^{1, p^{\prime}}\left(\Omega ; \mathbb{R}^{3}\right) \cap K L(\Omega)$ such that $v=0$ on $\Gamma_{d}$, where $p^{\prime}$ is the conjugate exponent of $p$. Note that the right-hand side is well defined for such a regularity of $v$, since $\bar{v} \in L^{2}\left(\omega ; \mathbb{R}^{2}\right)$ and $v_{3} \in W^{1,2}(\omega)$ by Sobolev embedding.

Equation (3.15) clearly holds for every $v \in W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \cap K L(\Omega)$ such that $v=0$ on $\Gamma_{d}$ by the definition of $\Theta\left(\gamma_{n}, 0,0\right)$ and can be extended to functions $v$ of $W^{1, p^{\prime}}$ regularity by approximation (see, e.g., [5, Lemma 7.10]).

Stress-strain duality. In the following we will consider the space $\Pi_{\Gamma_{d}}(\Omega)$ of admissible plastic strains, defined as the class of all $p \in M_{b}\left(\Omega \cup \Gamma_{d} ; \mathbb{M}_{s y m}^{2 \times 2}\right)$ for which there exist $u \in$ $B D(\Omega), e \in L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$, and $w \in W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \cap K L(\Omega)$ such that $(u, e, p) \in \mathcal{A}_{K L}(w)$. Following [5, Section 7.1], for every $p \in \Pi_{\Gamma_{d}}(\Omega)$ and $\sigma \in \Sigma(\Omega) \cap L^{\infty}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$ we can give a meaning to the product $[\sigma: p]$ as a measure in $M_{b}\left(\Omega \cup \Gamma_{d}\right)$. We refer to [5, Section 7.1] for the precise definition and the main properties of this duality product. Here we just note that, if $\sigma \in \Sigma(\Omega) \cap L^{\infty}\left(\Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right)$ is such that $\bar{\sigma}, \hat{\sigma} \in C\left(\bar{\omega} ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$, then

$$
\int_{\Omega \cup \Gamma_{d}} \varphi d[\sigma: p]=\int_{\omega \cup \gamma_{d}} \varphi \bar{\sigma}: d \bar{p}+\frac{1}{12} \int_{\omega \cup \gamma_{d}} \varphi \hat{\sigma}: d \hat{p}+\int_{\Omega} \varphi \sigma_{\perp}: p_{\perp} d x
$$

for every $\varphi \in C(\bar{\omega})$. The last integral makes sense since $p_{\perp} \in L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$ by Proposition 3.1-(iii).

For every $p \in \Pi_{\Gamma_{d}}(\Omega)$ and $\sigma \in \Sigma(\Omega) \cap L^{\infty}\left(\Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right)$ the duality product $\langle\sigma, p\rangle$ is defined as

$$
\langle\sigma, p\rangle:=[\sigma: p]\left(\Omega \cup \Gamma_{d}\right)
$$

Using this notion of duality, a variant of equality (2.1) can be proved. More precisely, by [ 5 , Proposition 7.8] we have that for every $p \in \Pi_{\Gamma_{d}}(\Omega)$

$$
\begin{equation*}
\mathcal{H}_{r}(p)=\sup \left\{\langle\sigma, p\rangle: \sigma \in \Sigma(\Omega) \cap \mathcal{K}_{r}(\Omega)\right\} . \tag{3.16}
\end{equation*}
$$

Moreover, the following integration by parts formula holds.
Proposition 3.5. Let $\sigma \in \Sigma(\Omega) \cap L^{\infty}\left(\Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right)$, $w \in W^{1,2}\left(\Omega ; \mathbb{R}^{2}\right) \cap K L(\Omega)$, and $(u, e, p) \in$ $\mathcal{A}_{K L}(w)$. Then

$$
\begin{align*}
\int_{\Omega \cup \Gamma_{d}} & \varphi d[\sigma: p]+\int_{\Omega} \varphi \sigma:(e-E w) d x \\
= & -\int_{\omega} \bar{\sigma}:(\nabla \varphi \odot(\bar{u}-\bar{w})) d x^{\prime}-\int_{\omega} \operatorname{div}_{x^{\prime}} \bar{\sigma} \cdot \varphi(\bar{u}-\bar{w}) d x^{\prime}+\int_{\gamma_{n}}\left[\bar{\sigma} \nu_{\partial \omega}\right] \cdot \varphi(\bar{u}-\bar{w}) d \mathcal{H}^{1} \\
& +\frac{1}{12} \int_{\omega} \hat{\sigma}:\left(u_{3}-w_{3}\right) D^{2} \varphi d x^{\prime}+\frac{1}{6} \int_{\omega} \hat{\sigma}:\left(\nabla \varphi \odot\left(\nabla u_{3}-\nabla w_{3}\right)\right) d x^{\prime} \\
& -\frac{1}{12} \int_{\omega}\left(u_{3}-w_{3}\right) \varphi \operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma} d x^{\prime}+\frac{1}{12}\left\langle b_{0}(\hat{\sigma}), \varphi\left(u_{3}-w_{3}\right)\right\rangle \\
& -\frac{1}{12} \int_{\gamma_{n}} b_{1}(\hat{\sigma}) \frac{\partial\left(\varphi\left(u_{3}-w_{3}\right)\right)}{\partial \nu_{\partial \omega}} d \mathcal{H}^{1} \tag{3.17}
\end{align*}
$$

for every $\varphi \in C^{2}(\bar{\omega})$.
Proof. Note that the duality product on the right-hand side of (3.17) is well defined since $T\left(W^{2,1}(\omega)\right)=T(B H(\omega))$ (see, e.g., [7, Section 2]). For the proof we refer to [5, Propositions 7.2 and 7.6].

## 4. The quasistatic evolution problem: Regularity

In this section we describe the quasistatic evolution problem and prove local regularity of the stress. The data of the problem are the prescribed boundary displacement and the applied forces. More precisely, for every $t \in[0, T]$ we prescribe a boundary displacement $w(t) \in K L(\Omega) \cap W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right)$ on $\Gamma_{d}$. We assume that $t \mapsto w(t)$ is a $W^{1,2}$ map from $[0, T]$ into $W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right)$. For every $t \in[0, T]$ we consider a body force $(f(t), g(t)) \in L^{2}\left(\omega ; \mathbb{R}^{2}\right) \times L^{2}(\omega)$ and surface forces $h(t) \in L^{\infty}\left(\partial \omega ; \mathbb{R}^{2}\right)$ and $m(t)=\left(m_{0}(t), m_{1}(t)\right) \in\left(T\left(W^{2,1}(\omega)\right)^{\prime} \times L^{\infty}(\partial \omega)\right.$. We assume that $t \mapsto(f(t), g(t)), t \mapsto h(t)$, and $t \mapsto m(t)$ are $W^{1,2}$ maps from $[0, T]$ into their
respective spaces. Moreover, the following uniform safe-load condition is assumed: there exist a map $\varrho \in W^{1,2}\left(0, T ; L^{\infty}\left(\Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right)\right)$ and a constant $\alpha_{1}>0$ such that for every $t \in[0, T]$

$$
\begin{align*}
&-\operatorname{div}_{x^{\prime}} \bar{\varrho}(t)= f(t), \quad-\operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\varrho}(t)=g(t) \quad \text { in } \omega, \\
& \varrho(t) \in \Theta\left(\gamma_{n}, h(t), m(t)\right) \tag{4.1}
\end{align*}
$$

and

$$
\begin{equation*}
\varrho(t, x)+\xi \in K_{r} \tag{4.2}
\end{equation*}
$$

for a.e. $x \in \Omega$ and every $\xi \in \mathbb{M}_{\text {sym }}^{2 \times 2}$ with $|\xi|_{r} \leq \alpha_{1}$.
Definition 4.1. Let $t \mapsto(u(t), e(t), p(t))$ be a function from $[0, T]$ into $B D(\Omega) \times L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$ $\times M_{b}\left(\Omega \cup \Gamma_{d} ; \mathbb{M}_{s y m}^{2 \times 2}\right)$ and let $\sigma(t):=\mathbb{C}_{r} e(t)$. We say that $t \mapsto(u(t), e(t), p(t))$ is a quasistatic evolution if the following three conditions are satisfied:
(qs1) regularity: $t \mapsto(u(t), e(t), p(t))$ is absolutely continuous;
(qs2) equilibrium: for every $t \in[0, T]$ we have $(u(t), e(t), p(t)) \in \mathcal{A}_{K L}(w(t))$,

$$
\begin{gathered}
\sigma(t) \in \mathcal{K}_{r}(\Omega) \cap \Theta\left(\gamma_{n}, h(t), m(t)\right) \\
-\operatorname{div}_{x^{\prime}} \bar{\sigma}(t)=f(t), \quad-\operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma}(t)=g(t) \text { in } \omega
\end{gathered}
$$

(qs3) flow rule: for a.e. $t \in[0, T]$ there holds

$$
\mathcal{H}_{r}(\dot{p}(t))=\langle\sigma(t), \dot{p}(t)\rangle .
$$

We observe that by (3.16) the flow rule is equivalent to the following maximum plastic work condition: for a.e. $t \in[0, T]$

$$
\begin{equation*}
\langle\vartheta-\sigma(t), \dot{p}(t)\rangle \leq 0 \tag{4.3}
\end{equation*}
$$

for every $\vartheta \in \mathcal{K}_{r}(\Omega) \cap \Sigma(\Omega)$.
In [5] existence of a quasistatic evolution is proved assuming the body and surface forces to be zero. Under the assumptions (4.1)-(4.2), existence of a quasistatic evolution in presence of applied forces can be proved by applying the abstract method for rate-independent processes [14], namely by discretizing time and by solving suitable incremental minimum problems. This method leads to a weaker notion of quasistatic evolution, which can be proved to be equivalent to that of Definition 4.1 arguing as in [4, Sections 5 and 6$]$.

In this paper we focus on the spatial regularity for quasistatic evolutions in case of smooth applied forces, under the additional assumption that the set $K_{r}$ of admissible stresses is of the form (3.6)-(3.7). We note that $|\cdot|_{r}$ is an anisotropic norm on $\mathbb{M}_{\text {sym }}^{2 \times 2}$ satisfying

$$
\begin{equation*}
\frac{1}{\sqrt{3}}|\xi| \leq|\xi|_{r} \leq|\xi| \quad \text { for every } \xi \in \mathbb{M}_{s y m}^{2 \times 2} \tag{4.4}
\end{equation*}
$$

We also consider the inner product associated with this norm:

$$
(\xi, \zeta)_{r}:=\xi: \zeta-\frac{1}{3} \operatorname{tr} \xi \operatorname{tr} \zeta \quad \text { for every } \xi, \zeta \in \mathbb{M}_{s y m}^{2 \times 2}
$$

We now introduce some approximating problems of (qs1)-(qs3). Let $N \in \mathbb{N}, N \geq 4$ be a fixed parameter. We consider the function $\phi_{N}: \mathbb{M}_{\text {sym }}^{2 \times 2} \rightarrow[0,+\infty)$ defined by

$$
\phi_{N}(\xi):=\frac{1}{N \alpha_{0}^{N-1}}|\xi|_{r}^{N} \quad \text { for every } \xi \in \mathbb{M}_{\text {sym }}^{2 \times 2}
$$

The function $\phi_{N}$ is clearly convex and continuously differentiable with differential

$$
D \phi_{N}(\xi)=\frac{1}{\alpha_{0}^{N-1}}|\xi|_{r}^{N-2}\left(\xi-\frac{1}{3}(\operatorname{tr} \xi) I_{2 \times 2}\right) \quad \text { for every } \xi \in \mathbb{M}_{\text {sym }}^{2 \times 2}
$$

Moreover, we have that

$$
\begin{equation*}
D \phi_{N}(\xi): \xi=\frac{1}{\alpha_{0}^{N-1}}|\xi|_{r}^{N} \quad \text { for every } \xi \in \mathbb{M}_{s y m}^{2 \times 2} \tag{4.5}
\end{equation*}
$$

Through $\phi_{N}$ we define some approximating problems of Norton-Hoff type, for which existence of solutions is proved in the following theorem.

Theorem 4.2. Let $K_{r}$ be of the form (3.6)-(3.7). Let $w \in W^{1,2}\left(0, T ; W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \cap\right.$ $K L(\Omega)), f \in W^{1,2}\left(0, T ; L^{2}\left(\omega ; \mathbb{R}^{2}\right)\right), g \in W^{1,2}\left(0, T ; L^{2}(\omega)\right), h \in W^{1,2}\left(0, T ; L^{\infty}\left(\partial \omega ; \mathbb{R}^{2}\right)\right)$, and $m \in W^{1,2}\left(0, T ;\left(T\left(W^{2,1}(\omega)\right)^{\prime} \times L^{\infty}(\partial \omega)\right)\right.$. Assume conditions (4.1) and (4.2) with $\varrho \in W^{1, \infty}\left(0, T ; L^{\infty}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right)$. Let $\sigma_{0} \in L^{\infty}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$ be such that

$$
\begin{gathered}
-\operatorname{div}_{x^{\prime}} \bar{\sigma}_{0}=f(0), \quad-\operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma}_{0}=g(0) \quad \text { in } \omega \\
\sigma_{0} \in \mathcal{K}_{r}(\Omega) \cap \Theta\left(\gamma_{n}, h(0), m(0)\right) .
\end{gathered}
$$

Then for every $N \in \mathbb{N}, N \geq 4$, the problem

$$
\begin{cases}\mathbb{A}_{r} \dot{\sigma}(t)+D \phi_{N}(\sigma(t))=E v(t) & \text { in } \Omega  \tag{4.6}\\ -\operatorname{div}_{x^{\prime}} \bar{\sigma}(t)=f(t), \quad-\operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma}(t)=g(t) & \text { in } \omega \\ \sigma(t) \in \Theta\left(\gamma_{n}, h(t), m(t)\right), & \\ v(t)=\dot{w}(t) & \text { on } \Gamma_{d}\end{cases}
$$

has one and only one solution $\left(\sigma^{N}, v^{N}\right)$ with

$$
\begin{gathered}
\sigma^{N} \in W^{1,2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right) \cap L^{\infty}\left(0, T ; L^{N}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right), \\
v^{N} \in L^{N /(N-1)}\left(0, T ; W^{1, N /(N-1)}\left(\Omega ; \mathbb{R}^{2}\right) \cap K L(\Omega)\right)
\end{gathered}
$$

and satisfying $\sigma^{N}(0)=\sigma_{0}$.
Moreover, the following estimates hold:

$$
\begin{array}{cl}
\sup _{t \in[0, T]}\left\|\sigma^{N}(t)\right\|_{L^{2}} \leq C, & \int_{0}^{T}\left\|\dot{\sigma}^{N}(t)\right\|_{L^{2}}^{2} d t \leq C \\
\sup _{t \in[0, T]} \int_{\Omega}\left|\sigma^{N}(t)\right|_{r}^{N} d x \leq C N \alpha_{0}^{N-1}, & \int_{0}^{T} \int_{\Omega}\left|\sigma^{N}(t)\right|_{r}^{N} d x d t \leq C \alpha_{0}^{N-1}, \tag{4.8}
\end{array}
$$

and

$$
\begin{equation*}
\left\|v^{N}\right\|_{L^{2}(0, T ; B D(\Omega))} \leq C \tag{4.9}
\end{equation*}
$$

where $C$ is a constant independent of $N$.
Proof. Let us fix $N \in \mathbb{N}, N \geq 4$. For every $\lambda>0$ we introduce the functions $\psi_{\lambda}: \mathbb{M}_{\text {sym }}^{2 \times 2} \rightarrow$ $[0,+\infty)$ defined by

$$
\psi_{\lambda}(\xi):=\frac{1}{N \alpha_{0}^{N-1}}\left(|\xi|_{r}^{N} \wedge \lambda^{N}\right)+\frac{1}{2 \alpha_{0}^{N-1}} \lambda^{N-2}\left(|\xi|_{r}^{2}-\lambda^{2}\right)^{+}
$$

for every $\xi \in \mathbb{M}_{\text {sym }}^{2 \times 2}$. Note that $\psi_{\lambda}$ is strictly convex and $C^{1}$. Moreover, we have that

$$
D \psi_{\lambda}(\xi)=\frac{1}{\alpha_{0}^{N-1}}\left(|\xi|_{r}^{N-2} \wedge \lambda^{N-2}\right)\left(\xi-\frac{1}{3}(\operatorname{tr} \xi) I_{2 \times 2}\right)
$$

for every $\xi \in \mathbb{M}_{\text {sym }}^{2 \times 2}$, hence

$$
\begin{gather*}
D \psi_{\lambda}(\xi): \zeta=\frac{1}{\alpha_{0}^{N-1}}\left(|\xi|_{r}^{N-2} \wedge \lambda^{N-2}\right)(\xi, \zeta)_{r}  \tag{4.10}\\
\left|D \psi_{\lambda}(\xi)\right|^{N /(N-1)} \leq \frac{1}{\alpha_{0}} D \psi_{\lambda}(\xi): \xi \tag{4.11}
\end{gather*}
$$

for every $\xi, \zeta \in \mathbb{M}_{s y m}^{2 \times 2}$. Finally, we observe that the functions $D \psi_{\lambda}$ are Lipschitz continuous on $\mathbb{M}_{\text {sym }}^{2 \times 2}$ with

$$
\begin{equation*}
\left|D^{2} \psi_{\lambda}(\xi)\right| \leq \frac{N+1}{\alpha_{0}^{N-1}} \lambda^{N-2} \tag{4.12}
\end{equation*}
$$

for a.e. $\xi \in \mathbb{M}_{s y m}^{2 \times 2}$.
Lemma 4.3 below guarantees that for every $\lambda>0$ there exists a unique pair

$$
\left(\sigma^{\lambda}, v^{\lambda}\right) \in W^{1,2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right) \times L^{2}\left(0, T ; W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \cap K L(\Omega)\right)
$$

satisfying

$$
\begin{cases}\mathbb{A}_{r} \dot{\sigma}^{\lambda}(t)+D \psi_{\lambda}\left(\sigma^{\lambda}(t)\right)=E v^{\lambda}(t) & \text { in } \Omega  \tag{4.13}\\ -\operatorname{div}_{x^{\prime}} \bar{\sigma}^{\lambda}(t)=f(t), \quad-\operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma}^{\lambda}(t)=g(t) & \text { in } \omega \\ \sigma^{\lambda}(t) \in \Theta\left(\gamma_{n}, h(t), m(t)\right), & \\ v^{\lambda}(t)=\dot{w}(t) & \text { on } \Gamma_{d} \\ \sigma^{\lambda}(0)=\sigma_{0} & \end{cases}
$$

We now want to pass to the limit in (4.13), as $\lambda \rightarrow+\infty$. This will provide us with a solution to problem (4.6). In the following estimates we will stress the dependence of the involved constants on the parameters $\lambda$ and $N$. Unless otherwise stated, $C$ denotes a positive constant independent of $\lambda$ and $N$.

Multiplying the first equation in (4.13) by $\sigma^{\lambda}(t)-\varrho(t)$ and integrating over $\Omega$ yield

$$
\begin{equation*}
\left\langle\mathbb{A}_{r} \dot{\sigma}^{\lambda}(t), \sigma^{\lambda}(t)-\varrho(t)\right\rangle+\left\langle D \psi_{\lambda}\left(\sigma^{\lambda}(t)\right), \sigma^{\lambda}(t)-\varrho(t)\right\rangle=\left\langle E \dot{w}(t), \sigma^{\lambda}(t)-\varrho(t)\right\rangle \tag{4.14}
\end{equation*}
$$

where the brackets $\langle\cdot, \cdot\rangle$ denote the scalar product in $L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$ and we used that

$$
\left\langle E v^{\lambda}(t), \sigma^{\lambda}(t)-\varrho(t)\right\rangle=\left\langle E \dot{w}(t), \sigma^{\lambda}(t)-\varrho(t)\right\rangle
$$

by Proposition 3.3 and (4.1). Integrating with respect to time, (4.14) implies that

$$
\begin{align*}
& \frac{1}{2}\left\langle\mathbb{A}_{r}\left(\sigma^{\lambda}(t)-\varrho(t)\right), \sigma^{\lambda}(t)-\varrho(t)\right\rangle+\int_{0}^{t}\left\langle D \psi_{\lambda}\left(\sigma^{\lambda}(s)\right), \sigma^{\lambda}(s)-\varrho(s)\right\rangle d s \\
& \quad=\frac{1}{2}\left\langle\mathbb{A}_{r}\left(\sigma_{0}-\varrho(0)\right), \sigma_{0}-\varrho(0)\right\rangle+\int_{0}^{t}\left\langle E \dot{w}(s)-\mathbb{A}_{r} \dot{\varrho}(s), \sigma^{\lambda}(s)-\varrho(s)\right\rangle d s \tag{4.15}
\end{align*}
$$

Since $\psi_{\lambda}$ is convex, we have

$$
\begin{equation*}
\left(D \psi_{\lambda}(\xi)-D \psi_{\lambda}(\zeta)\right):(\xi-\zeta) \geq 0 \quad \text { for every } \xi, \zeta \in \mathbb{M}_{\text {sym }}^{2 \times 2} \tag{4.16}
\end{equation*}
$$

Therefore, we infer

$$
\begin{aligned}
& \frac{1}{2}\left\langle\mathbb{A}_{r}\left(\sigma^{\lambda}(t)-\varrho(t)\right), \sigma^{\lambda}(t)-\varrho(t)\right\rangle \\
& \quad \leq \frac{1}{2}\left\langle\mathbb{A}_{r}\left(\sigma_{0}-\varrho(0)\right), \sigma_{0}-\varrho(0)\right\rangle+\int_{0}^{t}\left\langle E \dot{w}(s)-\mathbb{A}_{r} \dot{\varrho}(s)-D \psi_{\lambda}(\varrho(s)), \sigma^{\lambda}(s)-\varrho(s)\right\rangle d s
\end{aligned}
$$

Note that, by (4.2), the term $D \psi_{\lambda}(\varrho(s))$ is uniformly bounded independently of $\lambda$ and $N$ for $\lambda \geq \alpha_{0}$. Thus, by Cauchy's inequality and (3.1) we deduce

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|\sigma^{\lambda}(t)\right\|_{L^{2}} \leq C \quad \text { and } \quad \int_{0}^{T}\left\langle D \psi_{\lambda}\left(\sigma^{\lambda}(t)\right), \sigma^{\lambda}(t)-\varrho(t)\right\rangle d t \leq C \tag{4.17}
\end{equation*}
$$

From the second estimate above and (4.10) it follows

$$
\begin{equation*}
\frac{1}{\alpha_{0}^{N-1}} \int_{0}^{T} \int_{\Omega}\left(\left|\sigma^{\lambda}(t)\right|_{r}^{N-1} \wedge \lambda^{N-2}\left|\sigma^{\lambda}(t)\right|_{r}\right)\left(\left|\sigma^{\lambda}(t)\right|_{r}-|\varrho(t)|_{r}\right) d x d t \leq C \tag{4.18}
\end{equation*}
$$

Let now $A_{\lambda}(t):=\left\{x \in \Omega:\left|\sigma^{\lambda}(t)\right|_{r} \geq \alpha_{0}\right\}$. Condition (4.2) guarantees that $\left|\sigma^{\lambda}(t)\right|_{r}-$ $|\varrho(t)|_{r} \geq \alpha_{1}$ on $A_{\lambda}(t)$, thus, since the integrand is uniformly bounded from below on $\Omega \backslash A_{\lambda}(t)$, we have

$$
\frac{\alpha_{1}}{\alpha_{0}^{N-1}} \int_{0}^{T} \int_{A_{\lambda}(t)}\left(\left|\sigma^{\lambda}(t)\right|_{r}^{N-1} \wedge \lambda^{N-2}\left|\sigma^{\lambda}(t)\right|_{r}\right) d x d t \leq C
$$

Combining this inequality with (4.18) and the fact that $|\varrho(t)|_{r} \leq \alpha_{0}$, we obtain

$$
\frac{1}{\alpha_{0}^{N-1}} \int_{0}^{T} \int_{A_{\lambda}(t)}\left(\left|\sigma^{\lambda}(t)\right|_{r}^{N} \wedge \lambda^{N-2}\left|\sigma^{\lambda}(t)\right|_{r}^{2}\right) d x d t \leq C
$$

By definition of $A_{\lambda}(t)$ the integrand is clearly bounded on the complement of $A_{\lambda}(t)$; thus, we conclude that

$$
\begin{equation*}
\frac{1}{\alpha_{0}^{N-1}} \int_{0}^{T} \int_{\Omega}\left(\left|\sigma^{\lambda}(t)\right|_{r}^{N} \wedge \lambda^{N-2}\left|\sigma^{\lambda}(t)\right|_{r}^{2}\right) d x d t \leq C \tag{4.19}
\end{equation*}
$$

We now derive a bound on $\dot{\sigma}^{\lambda}$. We test the first equation in (4.13) with $\dot{\sigma}^{\lambda}(t)-\dot{\varrho}(t)$ :

$$
\left\langle\mathbb{A}_{r} \dot{\sigma}^{\lambda}(t), \dot{\sigma}^{\lambda}(t)-\dot{\varrho}(t)\right\rangle+\left\langle D \psi_{\lambda}\left(\sigma^{\lambda}(t)\right), \dot{\sigma}^{\lambda}(t)-\dot{\varrho}(t)\right\rangle=\left\langle E \dot{w}(t), \dot{\sigma}^{\lambda}(t)-\dot{\varrho}(t)\right\rangle
$$

Integrating with respect to time, we obtain

$$
\begin{align*}
& \int_{0}^{t}\left\langle\mathbb{A}_{r}\left(\dot{\sigma}^{\lambda}(s)-\dot{\varrho}(s)\right), \dot{\sigma}^{\lambda}(s)-\dot{\varrho}(s)\right\rangle d s+\int_{\Omega} \psi_{\lambda}\left(\sigma^{\lambda}(t)\right) d x \\
& \quad=\int_{\Omega} \psi_{\lambda}\left(\sigma_{0}\right) d x+\int_{0}^{t}\left\langle D \psi_{\lambda}\left(\sigma^{\lambda}(s)\right), \dot{\varrho}(s)\right\rangle d s+\int_{0}^{t}\left\langle E \dot{w}(s)-\mathbb{A}_{r} \dot{\varrho}(s), \dot{\sigma}^{\lambda}(s)-\dot{\varrho}(s)\right\rangle d s \tag{4.20}
\end{align*}
$$

Note that, since $\sigma_{0} \in K_{r}$ a.e. in $\Omega$, for $\lambda \geq \alpha_{0}$ the first term on the right-hand side is uniformly bounded independently of $\lambda$ and $N$. Moreover, from (4.10) and (4.11) it follows immediately that

$$
\int_{\Omega}\left|D \psi_{\lambda}\left(\sigma^{\lambda}(t)\right)\right|^{N /(N-1)} d x \leq \frac{1}{\alpha_{0}^{N}} \int_{\Omega}\left(\left|\sigma^{\lambda}(t)\right|_{r}^{N} \wedge \lambda^{N-2}\left|\sigma^{\lambda}(t)\right|_{r}^{2}\right) d x
$$

so that (4.19) implies that the sequence $\left(D \psi_{\lambda}\left(\sigma^{\lambda}\right)\right)$ is uniformly bounded with respect to $\lambda$ in $L^{N /(N-1)}\left(0, T ; L^{N /(N-1)}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right)$. This fact, together with the assumption that $\dot{\varrho} \in L^{\infty}\left((0, T) \times \Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$, guarantees that the second term on the right-hand side of (4.20) is uniformly bounded, as well. Thus, by Cauchy's inequality we have

$$
\begin{equation*}
\int_{0}^{T}\left\|\dot{\sigma}^{\lambda}(t)\right\|_{L^{2}}^{2} d t \leq C \quad \text { and } \quad \sup _{t \in[0, T]} \int_{\Omega} \psi_{\lambda}\left(\sigma^{\lambda}(t)\right) d x \leq C \tag{4.21}
\end{equation*}
$$

By Ascoli-Arzelà Theorem we deduce from the first estimates in (4.17) and (4.21) that there esists a subsequence (not relabelled) and a function $\sigma^{N} \in W^{1,2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right)$ such that

$$
\begin{equation*}
\sigma^{\lambda}(t) \rightharpoonup \sigma^{N}(t) \quad \text { weakly in } L^{2}\left(\Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right) \tag{4.22}
\end{equation*}
$$

as $\lambda \rightarrow+\infty$, for every $t \in[0, T]$ and

$$
\begin{equation*}
\sigma^{\lambda} \rightharpoonup \sigma^{N} \quad \text { weakly in } W^{1,2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right) \tag{4.23}
\end{equation*}
$$

as $\lambda \rightarrow+\infty$. By (4.22) it is clear that $\sigma^{N}(0)=\sigma_{0}$ and, in view of Proposition 3.2, that $-\operatorname{div}_{x^{\prime}} \bar{\sigma}^{N}(t)=f(t),-\operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma}^{N}(t)=g(t)$ in $\omega$, and $\sigma^{N}(t) \in \Theta\left(\gamma_{n}, h(t), m(t)\right)$ for every $t \in[0, T]$.

Setting $\tau^{\lambda}(t):=\chi_{\left\{\left|\sigma^{\lambda}(t)\right|_{r} \leq \lambda\right\}} \sigma^{\lambda}(t)$, the second estimate in (4.21) yields

$$
\begin{equation*}
\sup _{t \in[0, T]} \int_{\Omega}\left|\tau^{\lambda}(t)\right|_{r}^{N} d x \leq C N \alpha_{0}^{N-1} \tag{4.24}
\end{equation*}
$$

while by (4.19) we have

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left|\sigma^{\lambda}(t)-\tau^{\lambda}(t)\right|_{r}^{2} d x \leq C \frac{\alpha_{0}^{N-1}}{\lambda^{N-2}} \tag{4.25}
\end{equation*}
$$

Therefore, $\sigma^{\lambda}-\tau^{\lambda} \rightarrow 0$ strongly in $L^{2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right)$, as $\lambda \rightarrow+\infty$. Together with (4.24) and (4.23), this implies that $\sigma^{N} \in L^{\infty}\left(0, T ; L^{N}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right)$, the first inequality in (4.8) is satisfied, and

$$
\begin{equation*}
\tau^{\lambda} \rightharpoonup \sigma^{N} \quad \text { weakly }{ }^{*} \text { in } L^{\infty}\left(0, T ; L^{N}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right) \tag{4.26}
\end{equation*}
$$

as $\lambda \rightarrow+\infty$. Moreover, by (4.19) we deduce the second inequality in (4.8).

Finally, the uniform bound of $\left(D \psi_{\lambda}\left(\sigma^{\lambda}\right)\right)$ in $L^{N /(N-1)}\left(0, T ; L^{N /(N-1)}\left(\Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right)\right)$ with respect to $\lambda$ implies that, up to subsequences,

$$
\begin{equation*}
D \psi_{\lambda}\left(\sigma^{\lambda}\right) \rightharpoonup \gamma^{N} \quad \text { weakly in } L^{N /(N-1)}\left(0, T ; L^{N /(N-1)}\left(\Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right)\right) \tag{4.27}
\end{equation*}
$$

as $\lambda \rightarrow \infty$, for some function $\gamma^{N} \in L^{N /(N-1)}\left(0, T ; L^{N /(N-1)}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right)$.
We now want to prove that $\gamma^{N}=D \phi_{N}\left(\sigma^{N}\right)$. To this purpose we proceed as follows. We multiply the first equation in (4.13) by $\sigma^{N}(t)-\varrho(t)$. Integration in space and time yields
$\int_{0}^{T}\left\langle\mathbb{A}_{r} \dot{\sigma}^{\lambda}(t), \sigma^{N}(t)-\varrho(t)\right\rangle d t+\int_{0}^{T}\left\langle D \psi_{\lambda}\left(\sigma^{\lambda}(t)\right), \sigma^{N}(t)-\varrho(t)\right\rangle d t=\int_{0}^{T}\left\langle E \dot{w}(t), \sigma^{N}(t)-\varrho(t)\right\rangle d t$.
Passing to the limit as $\lambda \rightarrow+\infty$, we deduce

$$
\begin{equation*}
\int_{0}^{T}\left\langle\mathbb{A}_{r} \dot{\sigma}^{N}(t), \sigma^{N}(t)-\varrho(t)\right\rangle d t+\int_{0}^{T}\left\langle\gamma^{N}(t), \sigma^{N}(t)-\varrho(t)\right\rangle d t=\int_{0}^{T}\left\langle E \dot{w}(t), \sigma^{N}(t)-\varrho(t)\right\rangle d t \tag{4.28}
\end{equation*}
$$

We now go back to identity (4.15) for $t=T$ and observe that by (4.23) the right-hand side of (4.15) converges, as $\lambda \rightarrow+\infty$, to

$$
\frac{1}{2}\left\langle\mathbb{A}_{r}\left(\sigma_{0}-\varrho(0)\right), \sigma_{0}-\varrho(0)\right\rangle+\int_{0}^{T}\left\langle E \dot{w}(s)-\mathbb{A}_{r} \dot{\varrho}(s), \sigma^{N}(s)-\varrho(s)\right\rangle d s
$$

Thus, we deduce

$$
\begin{aligned}
\limsup _{\lambda \rightarrow+\infty} & \int_{0}^{T}\left\langle D \psi_{\lambda}\left(\sigma^{\lambda}(s)\right), \sigma^{\lambda}(s)-\varrho(s)\right\rangle d s \\
\leq \frac{1}{2}\left\langle\mathbb{A}_{r}\left(\sigma_{0}-\varrho(0)\right), \sigma_{0}-\varrho(0)\right\rangle-\liminf _{\lambda \rightarrow+\infty} & \frac{1}{2}\left\langle\mathbb{A}_{r}\left(\sigma^{\lambda}(T)-\varrho(T)\right), \sigma^{\lambda}(T)-\varrho(T)\right\rangle \\
& +\int_{0}^{T}\left\langle E \dot{w}(s)-\mathbb{A}_{r} \dot{\varrho}(s), \sigma^{N}(s)-\varrho(s)\right\rangle d s
\end{aligned}
$$

On the other hand, by (4.22) we obtain

$$
\begin{aligned}
& -\liminf _{\lambda \rightarrow+\infty} \frac{1}{2}\left\langle\mathbb{A}_{r}\left(\sigma^{\lambda}(T)-\varrho(T)\right), \sigma^{\lambda}(T)-\varrho(T)\right\rangle \\
& \quad \leq \quad-\frac{1}{2}\left\langle\mathbb{A}_{r}\left(\sigma^{N}(T)-\varrho(T)\right), \sigma^{N}(T)-\varrho(T)\right\rangle \\
& \quad=\quad-\frac{1}{2}\left\langle\mathbb{A}_{r}\left(\sigma_{0}-\varrho(0)\right), \sigma_{0}-\varrho(0)\right\rangle-\int_{0}^{T}\left\langle\mathbb{A}_{r}\left(\dot{\sigma}^{N}(s)-\dot{\varrho}(s)\right), \sigma^{N}(s)-\varrho(s)\right\rangle d s
\end{aligned}
$$

Combining the two previous inequalities with (4.28), we conclude that

$$
\begin{align*}
& \limsup _{\lambda \rightarrow+\infty} \int_{0}^{T}\left\langle D \psi_{\lambda}\left(\sigma^{\lambda}(s)\right), \sigma^{\lambda}(s)-\varrho(s)\right\rangle d s \\
& \quad \leq-\int_{0}^{T}\left\langle\mathbb{A}_{r} \dot{\sigma}^{N}(s), \sigma^{N}(s)-\varrho(s)\right\rangle d s+\int_{0}^{T}\left\langle E \dot{w}(s), \sigma^{N}(s)-\varrho(s)\right\rangle d t \\
& \quad=\int_{0}^{T}\left\langle\gamma^{N}(s), \sigma^{N}(s)-\varrho(s)\right\rangle d s \tag{4.29}
\end{align*}
$$

Let now $\tau \in L^{\infty}\left((0, T) \times \Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$. By (4.16) we have

$$
\int_{0}^{T}\left\langle D \psi_{\lambda}\left(\sigma^{\lambda}(t)\right)-D \psi_{\lambda}(\tau(t)), \sigma^{\lambda}(t)-\tau(t)\right\rangle d t \geq 0
$$

hence, using the fact that $D \psi_{\lambda}(\tau(t))=D \phi_{N}(\tau(t))$ for $\lambda>\|\tau\|_{L^{\infty}}$,

$$
\liminf _{\lambda \rightarrow+\infty} \int_{0}^{T}\left\langle D \psi_{\lambda}\left(\sigma^{\lambda}(t)\right), \sigma^{\lambda}(t)\right\rangle d t \geq \int_{0}^{T}\left\langle\gamma^{N}(t), \tau(t)\right\rangle d t+\int_{0}^{T}\left\langle D \phi_{N}(\tau(t)), \sigma^{N}(t)-\tau(t)\right\rangle d t
$$

Combining this inequality with (4.29), we conclude that

$$
\int_{0}^{T}\left\langle\gamma^{N}(t)-D \phi_{N}(\tau(t)), \sigma^{N}(t)-\tau(t)\right\rangle d t \geq 0
$$

for every $\tau \in L^{\infty}\left((0, T) \times \Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right)$, hence $\gamma^{N}(t)=D \phi_{N}\left(\sigma^{N}(t)\right)$.
Finally, we establish some compactness for the sequence $\left(v^{\lambda}\right)$. From the first equation in (4.13), combined with (4.21) and (4.27), it follows that the sequence $\left(v^{\lambda}\right)$ is uniformly bounded in $L^{N /(N-1)}\left(0, T ; W^{1, N /(N-1)}\left(\Omega ; \mathbb{R}^{3}\right)\right)$, hence

$$
v^{\lambda} \rightharpoonup v^{N} \quad \text { weakly in } L^{N /(N-1)}\left(0, T ; W^{1, N /(N-1)}\left(\Omega ; \mathbb{R}^{3}\right)\right),
$$

for some $v^{N} \in L^{N /(N-1)}\left(0, T ; W^{1, N /(N-1)}\left(\Omega ; \mathbb{R}^{3}\right) \cap K L(\Omega)\right)$. It is easy to check that $v^{N}$ satisfies the boundary condition on $\Gamma_{d}$. This allows us to pass to the limit in the first equation of (4.13) and thus establish the existence of a solution to (4.6).

It remains to prove (4.9). This will follow from the first equation in (4.6) and from (4.7), once we show that $\left(D \phi_{N}\left(\sigma^{N}\right)\right)$ is bounded in $L^{2}\left(0, T ; L^{1}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right)$. Multiplying the first equation in (4.6) by $\sigma^{N}(t)-\varrho(t)$, integrating over $\Omega$, and using the first estimate in (4.7) yield

$$
\left\langle D \phi_{N}\left(\sigma^{N}(t)\right), \sigma^{N}(t)-\varrho(t)\right\rangle \leq C\left(\|E \dot{w}(t)\|_{L^{2}}+\left\|\dot{\sigma}^{N}(t)\right\|_{L^{2}}\right)
$$

for a.e. $t \in[0, T]$. On the other hand, setting $A_{N}(t):=\left\{x \in \Omega:\left|\sigma^{N}(t)\right|_{r} \geq \alpha_{0}\right\}$ and using (4.2) and the expression of $D \phi_{N}$, we have

$$
\int_{A_{N}(t)} D \phi_{N}\left(\sigma^{N}(t)\right):\left(\sigma^{N}(t)-\varrho(t)\right) d x \geq \alpha_{1} \int_{A_{N}(t)}\left|D \phi_{N}\left(\sigma^{N}(t)\right)\right| d x
$$

while

$$
\int_{\Omega \backslash A_{N}(t)} D \phi_{N}\left(\sigma^{N}(t)\right):\left(\sigma^{N}(t)-\varrho(t)\right) d x \geq-\int_{\Omega \backslash A_{N}(t)}\left|D \phi_{N}\left(\sigma^{N}(t)\right)\right||\varrho(t)| d x \geq-C \alpha_{0}
$$

Therefore, we have

$$
\alpha_{1} \int_{A_{N}(t)}\left|D \phi_{N}\left(\sigma^{N}(t)\right)\right| d x \leq C\left(\|E \dot{w}(t)\|_{L^{2}}+\left\|\dot{\sigma}^{N}(t)\right\|_{L^{2}}+1\right)
$$

Since $\left|D \phi_{N}\left(\sigma^{N}(t)\right)\right| \leq 1$ on $\Omega \backslash A_{N}(t)$, we conclude that

$$
\int_{\Omega}\left|D \phi_{N}\left(\sigma^{N}(t)\right)\right| d x \leq C\left(\|E \dot{w}(t)\|_{L^{2}}+\left\|\dot{\sigma}^{N}(t)\right\|_{L^{2}}+1\right)
$$

thus, the second inequality in (4.7) implies that the sequence $\left(D \phi_{N}\left(\sigma^{N}\right)\right)$ is bounded in $L^{2}\left(0, T ; L^{1}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right)$, as claimed.

We now prove uniqueness of solutions. Let $\left(\sigma^{N}, v^{N}\right)$ and $\left(\tau^{N}, u^{N}\right)$ be solutions of (4.6) with the same initial datum $\sigma^{N}(0)=\tau^{N}(0)=\sigma_{0}$. We test the first equation in (4.6) for ( $\sigma^{N}, v^{N}$ ) and ( $\tau^{N}, u^{N}$ ) with $\sigma^{N}-\tau^{N}$ and take the difference:

$$
\begin{aligned}
\left\langle\mathbb{A}_{r}\left(\dot{\sigma}^{N}(t)-\dot{\tau}^{N}(t)\right), \sigma^{N}(t)-\tau^{N}(t)\right\rangle+\left\langle D \phi_{N}\left(\sigma^{N}(t)\right)-\right. & \left.D \phi_{N}\left(\tau^{N}(t)\right), \sigma^{N}(t)-\tau^{N}(t)\right\rangle \\
& =\left\langle E v^{N}-E u^{N}, \sigma^{N}(t)-\tau^{N}(t)\right\rangle .
\end{aligned}
$$

Integrating by parts the right-hand side and using the convexity of $\phi_{N}$ yield

$$
\left\langle\mathbb{A}_{r}\left(\dot{\sigma}^{N}(t)-\dot{\tau}^{N}(t)\right), \sigma^{N}(t)-\tau^{N}(t)\right\rangle \leq 0
$$

Owing to the initial condition, this implies

$$
\frac{1}{2}\left\langle\mathbb{A}_{r}\left(\sigma^{N}(t)-\tau^{N}(t)\right), \sigma^{N}(t)-\tau^{N}(t)\right\rangle \leq 0
$$

hence $\sigma^{N}(t)=\tau^{N}(t)$ for every $t \in[0, T]$. From the first equation in (4.6) we deduce that $E v^{N}(t)=E u^{N}(t)$, hence by the boundary condition on $\Gamma_{d}$ we conclude that $v^{N}(t)=u^{N}(t)$ for every $t \in[0, T]$.

We now prove two lemmas, that were used in the proof of Theorem 4.2.

Lemma 4.3. Let $w \in W^{1,2}\left(0, T ; W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \cap K L(\Omega)\right), f \in W^{1,2}\left(0, T ; L^{2}\left(\omega ; \mathbb{R}^{2}\right)\right), g \in$ $W^{1,2}\left(0, T ; L^{2}(\omega)\right), h \in W^{1,2}\left(0, T ; H^{-\frac{1}{2}}\left(\omega ; \mathbb{R}^{2}\right)\right)$, and $m \in W^{1,2}\left(0, T ; H^{-\frac{1}{2}}(\omega) \times H^{-\frac{3}{2}}(\omega)\right)$. Assume (4.1) with $\varrho \in W^{1,2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right)$. Let $\sigma_{0} \in \Theta\left(\gamma_{n}, h(0)\right.$, $\left.m(0)\right)$ be such that $-\operatorname{div}_{x^{\prime}} \bar{\sigma}_{0}=f(0),-\operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma}_{0}=g(0)$ in $\omega$. Finally, let $\Psi: \mathbb{M}_{\text {sym }}^{2 \times 2} \rightarrow \mathbb{M}_{\text {sym }}^{2 \times 2}$ be a Lipschitz continuous function. Then the problem

$$
\begin{cases}\mathbb{A}_{r} \dot{\sigma}(t)+\Psi(\sigma(t))=E v(t) & \text { in } \Omega  \tag{4.30}\\ -\operatorname{div}_{x^{\prime}} \bar{\sigma}(t)=f(t), \quad-\operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma}(t)=g(t) & \text { in } \omega \\ \sigma(t) \in \Theta\left(\gamma_{n}, h(t), m(t)\right), & \text { on } \Gamma_{d} \\ v(t)=\dot{w}(t) & \\ \sigma(0)=\sigma_{0} & \end{cases}
$$

has a unique solution $(\sigma, v) \in W^{1,2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right) \times L^{2}\left(0, T ; W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \cap K L(\Omega)\right)$.
Proof. On $L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$ we consider the scalar product

$$
\begin{equation*}
\langle\sigma, \tau\rangle_{\mathbb{A}_{r}}:=\left\langle\mathbb{A}_{r} \sigma, \tau\right\rangle \quad \text { for every } \sigma, \tau \in L^{2}\left(\Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right) \tag{4.31}
\end{equation*}
$$

which is topologically equivalent to the standard scalar product owing to (3.1). We introduce the set

$$
\Sigma^{*}:=\left\{\sigma \in \Theta\left(\gamma_{n}, 0,0\right): \operatorname{div}_{x^{\prime}} \bar{\sigma}=0, \operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma}=0 \text { in } \omega\right\}
$$

which is a closed subspace of $L^{2}\left(\Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right)$, and we denote the projection onto $\Sigma^{*}$ with respect to the scalar product (4.31) by $P_{*}$.

We consider the following problem: to find $\theta \in W^{1,2}\left(0, T ; \Sigma^{*}\right)$ such that

$$
\left\{\begin{array}{l}
\dot{\theta}(t)+P_{*}\left(\mathbb{A}_{r}^{-1} \Psi(\theta(t)+\varrho(t))\right)=P_{*}\left(\mathbb{A}_{r}^{-1} E \dot{w}(t)-\dot{\varrho}(t)\right) \quad \text { in } \Sigma^{*}  \tag{4.32}\\
\theta(0)=\sigma_{0}-\varrho(0)
\end{array}\right.
$$

Let

$$
\Lambda:[0, T] \times \Sigma^{*} \rightarrow \Sigma^{*}:(t, \theta) \mapsto P_{*}\left(\mathbb{A}_{r}^{-1} \Psi(\theta+\varrho(t))\right)-P_{*}\left(\mathbb{A}_{r}^{-1} E \dot{w}(t)-\dot{\varrho}(t)\right)
$$

Since $\Lambda(t, \cdot)$ is Lipschitz continuous for a.e. $t \in[0, T]$ and $\Lambda(\cdot, \theta) \in L^{2}\left(0, T ; \Sigma^{*}\right)$ for every $\theta \in \Sigma^{*}$, existence and uniqueness of solutions to problem (4.32) follow from the CauchyLipschitz Theorem. Now, the first equation in (4.32) implies that

$$
\langle\dot{\theta}(t), \tau\rangle_{\mathbb{A}_{r}}+\left\langle\mathbb{A}_{r}^{-1} \Psi(\theta(t)+\varrho(t)), \tau\right\rangle_{\mathbb{A}_{r}}=\left\langle\mathbb{A}_{r}^{-1} E \dot{w}(t)-\dot{\varrho}(t), \tau\right\rangle_{\mathbb{A}_{r}}
$$

for every $\tau \in \Sigma^{*}$, that is,

$$
\left\langle\mathbb{A}_{r} \dot{\theta}(t), \tau\right\rangle+\langle\Psi(\theta(t)+\varrho(t)), \tau\rangle=\left\langle E \dot{w}(t)-\mathbb{A}_{r} \dot{\varrho}(t), \tau\right\rangle
$$

for every $\tau \in \Sigma^{*}$. By Lemma 4.4 below for a.e. $t \in[0, T]$ there exists $z(t) \in W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \cap$ $K L(\Omega)$ such that $z(t)=0$ on $\Gamma_{d}$ and

$$
\mathbb{A}_{r} \dot{\theta}(t)+\Psi(\theta(t)+\varrho(t))-E \dot{w}(t)+\mathbb{A}_{r} \dot{\varrho}(t)=E z(t)
$$

We set $\sigma(t):=\theta(t)+\varrho(t)$ and $v(t):=z(t)+\dot{w}(t)$. We observe that $v \in L^{2}\left(0, T ; W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \cap\right.$ $K L(\Omega))$ by construction. Thus, we have found a pair ( $\sigma, v$ ) satisfying (4.30).

On the other hand, if $(\sigma, v)$ is a solution to (4.30), then $\theta(t):=\sigma(t)-\varrho(t)$ satisfies (4.32) and is therefore uniquely determined. Uniqueness of $v$ follows from Lemma 4.4.

Lemma 4.4. Let $\sigma \in L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$ be such that

$$
\begin{equation*}
\int_{\Omega} \sigma: \tau d x=0 \quad \text { for every } \tau \in \Sigma^{*} \tag{4.33}
\end{equation*}
$$

where $\Sigma^{*}:=\left\{\tau \in \Theta\left(\gamma_{n}, 0,0\right): \operatorname{div}_{x^{\prime}} \bar{\tau}=0, \operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\tau}=0\right.$ in $\left.\omega\right\}$. Then there exists a unique function $u \in W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \cap K L(\Omega)$ such that $u=0$ on $\Gamma_{d}$ and $\sigma=E u$ in $\Omega$.

Proof. We consider the set

$$
E_{0}:=\left\{E v: v \in W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \cap K L(\Omega), v=0 \text { on } \Gamma_{d}\right\}
$$

which is a closed subspace of $L^{2}\left(\Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right)$, owing to Korn-Poincaré inequality. Let $P_{0}$ be the orthogonal projection onto $E_{0}$ and let $E u:=P_{0}(\sigma)$. By definition $u$ satisfies

$$
\begin{equation*}
\int_{\Omega} E u: E v d x=\int_{\Omega} \sigma: E v d x \tag{4.34}
\end{equation*}
$$

for every $v \in W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \cap K L(\Omega)$ with $v=0$ on $\Gamma_{d}$.
We now set $\theta:=\sigma-E u$. From (4.34) it follows that

$$
\int_{\Omega} \theta: E v d x=0
$$

for every $v \in W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \cap K L(\Omega)$ with $v=0$ on $\Gamma_{d}$. By Proposition 3.3 we deduce that $\theta \in \Sigma^{*}$. On the other hand, since $u=0$ on $\Gamma_{d}$, integration by parts yields

$$
\int_{\Omega} E u: \tau d x=0
$$

for every $\tau \in \Sigma^{*}$. Therefore, we have by (4.33) that

$$
\int_{\Omega} \theta: \tau d x=0 \quad \text { for every } \tau \in \Sigma^{*}
$$

We conclude that $\theta=0$, hence $\sigma=E u$.
Uniqueness of $u$ is straightforward.
We now prove additional regularity of $\sigma^{N}$.
Proposition 4.5. In addition to the assumptions of Theorem 4.2, suppose that $\sigma_{0} \in$ $W^{1,2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)$ and that

$$
\begin{equation*}
\operatorname{div}_{x^{\prime}} \bar{\varrho} \in L^{\infty}\left(0, T ; W^{2,2}\left(\Omega ; \mathbb{R}^{2}\right)\right), \quad \operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime} \varrho} \hat{\varrho} \in L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right) \tag{4.35}
\end{equation*}
$$

For every $N \in \mathbb{N}, N \geq 4$, let $\sigma^{N}$ be the stress component of the solution of (4.6). Then the following estimates are satisfied:

- for every open set $\omega^{\prime}$ compactly contained in $\omega$ there exists a constant $C_{1}\left(\omega^{\prime}\right)>0$, depending on $\omega^{\prime}$ but independent of $N$, such that for $\alpha=1,2$

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|D_{\alpha} \sigma^{N}(t)\right\|_{L^{2}\left(\omega^{\prime} \times\left(-\frac{1}{2}, \frac{1}{2}\right) ; \mathbb{M}_{s y m}^{2 \times 2}\right)} \leq C_{1} ; \tag{4.36}
\end{equation*}
$$

- for every open set $\Omega^{\prime}$ compactly contained in $\Omega$ there exists a constant $C_{2}\left(\Omega^{\prime}\right)>0$, depending on $\Omega^{\prime}$ but independent of $N$, such that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|D_{3} \sigma^{N}(t)\right\|_{L^{2}\left(\Omega^{\prime} ; \mathbb{M}_{s y m}^{2 \times 2}\right)} \leq C_{2} . \tag{4.37}
\end{equation*}
$$

Proof. Let $N \in \mathbb{N}, N \geq 4$. We first prove higher regularity for $\sigma^{\lambda}$, where $\sigma^{\lambda}$ are the approximating solutions constructed in the proof of Theorem 4.2.

For $i=1,2,3$ let $D_{i}^{h}$ be the difference quotient operator defined by

$$
D_{i}^{h} \tau(x)=\frac{1}{h}\left(\tau\left(x+h e_{i}\right)-\tau(x)\right)
$$

for every function $\tau: \mathbb{R}^{3} \rightarrow \mathbb{M}_{\text {sym }}^{2 \times 2}$.
Let $\alpha=1,2$ and let $\varphi \in C_{c}^{\infty}(\omega)$. Multiplying the first equation in (4.13) by the term $D_{\alpha}^{-h}\left(\varphi^{2} D_{\alpha}^{h} \sigma^{\lambda}(t)\right)$, we obtain

$$
\left\langle\varphi^{2} \mathbb{A}_{r} D_{\alpha}^{h} \dot{\sigma}^{\lambda}(t), D_{\alpha}^{h} \sigma^{\lambda}(t)\right\rangle+\left\langle\varphi^{2} D_{\alpha}^{h}\left(D \psi_{\lambda}\left(\sigma^{\lambda}(t)\right)\right), D_{\alpha}^{h} \sigma^{\lambda}(t)\right\rangle=\left\langle\varphi^{2} D_{\alpha}^{h} E v^{\lambda}(t), D_{\alpha}^{h} \sigma^{\lambda}(t)\right\rangle
$$

Integrating this equation with respect to time and using (3.1), we deduce

$$
\begin{align*}
\alpha_{\mathbb{A}} & \int_{\Omega} \varphi^{2}\left|D_{\alpha}^{h} \sigma^{\lambda}(t)\right|^{2} d x-\beta_{\mathbb{A}} \int_{\Omega} \varphi^{2}\left|D_{\alpha}^{h} \sigma_{0}\right|^{2} d x \\
& \quad+\int_{0}^{t} \int_{\Omega} \int_{0}^{1} \varphi^{2} D^{2} \psi_{\lambda}\left(\sigma^{\lambda}(s)+r h D_{\alpha}^{h} \sigma^{\lambda}(s)\right) D_{\alpha}^{h} \sigma^{\lambda}(s): D_{\alpha}^{h} \sigma^{\lambda}(s) d r d x d s \\
\leq & \int_{0}^{t}\left\langle\varphi^{2} D_{\alpha}^{h} E v^{\lambda}(s), D_{\alpha}^{h} \sigma^{\lambda}(s)\right\rangle d s . \tag{4.38}
\end{align*}
$$

Note that in the third integral on the left-hand side we used the chain rule, which holds since $D \psi_{\lambda}$ is a composition of smooth functions with a truncation.

Let us focus on the right-hand side of (4.38). We express it in terms of the KirchhoffLove components of $v^{\lambda}$ and use integration by parts, together with the fact that $\operatorname{div}_{x^{\prime}} \bar{\sigma}^{\lambda}(t)=$ $\operatorname{div}_{x^{\prime}} \bar{\varrho}(t)$ and $\operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma}^{\lambda}(t)=\operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\varrho}(t)$ in $\omega$. By the first equation in (4.13) we deduce that for a.e. $t \in[0, T]$ we have

$$
\begin{align*}
& \left\langle\varphi^{2} D_{\alpha}^{h} E v^{\lambda}(t), D_{\alpha}^{h} \sigma^{\lambda}(t)\right\rangle \\
& =\quad-2 \sum_{\beta, \gamma} \int_{\Omega} \int_{0}^{1} D_{\beta} \varphi^{2}\left(x^{\prime}\right)\left(\mathbb{A}_{r} \dot{\sigma}^{\lambda}+D \psi_{\lambda}\left(\sigma^{\lambda}\right)\right)_{\alpha \gamma}\left(t, x+r h e_{\alpha}\right) D_{\alpha}^{h} \sigma_{\beta \gamma}^{\lambda}(t, x) d r d x \\
& \quad+\sum_{\beta, \gamma} \int_{\Omega} \int_{0}^{1} v_{\alpha}^{\lambda}\left(t, x+r h e_{\alpha}\right) D_{\alpha}^{-h} D_{\beta \gamma}^{2} \varphi^{2}\left(x^{\prime}\right) \sigma_{\beta \gamma}^{\lambda}(t, x) d r d x \\
& \quad+\sum_{\beta, \gamma} \int_{\Omega} \int_{0}^{1} \int_{0}^{1}\left(\mathbb{A}_{r} \dot{\sigma}^{\lambda}+D \psi_{\lambda}\left(\sigma^{\lambda}\right)\right)_{\alpha \alpha}\left(t, x+(r-\tilde{r}) h e_{\alpha}\right) D_{\beta \gamma}^{2} \varphi^{2}\left(x^{\prime}\right) \sigma_{\beta \gamma}^{\lambda}(t, x) d \tilde{r} d r d x \\
& \quad-\sum_{\beta, \gamma} \int_{\omega} \int_{0}^{1} \bar{v}_{\alpha}^{\lambda}\left(t, x+r h e_{\alpha}\right) D_{\beta} \varphi^{2}\left(x^{\prime}\right) D_{\alpha}^{h} D_{\gamma} \bar{\varrho}_{\beta \gamma}(t, x) d r d x \\
& \quad-\frac{1}{12} \sum_{\beta, \gamma} \int_{\omega} \int_{0}^{1} D_{\alpha} v_{3}^{\lambda}\left(t, x+r h e_{\alpha}\right) \varphi^{2}\left(x^{\prime}\right) D_{\alpha}^{h} D_{\beta \gamma}^{2} \hat{\varrho}_{\beta \gamma}(t, x) d r d x \\
& \quad+\sum_{\beta, \gamma}\left\langle D_{\alpha}^{-h} \varphi^{2} \bar{v}_{\gamma}^{\lambda}(t), D_{\alpha}^{h} D_{\beta} \bar{\varrho}_{\beta \gamma}(t)\right\rangle+\sum_{\beta, \gamma}\left\langle\varphi^{2} \bar{v}_{\gamma}^{\lambda}(t), D_{\alpha}^{-h} D_{\alpha}^{h} D_{\beta} \bar{\varrho}_{\beta \gamma}(t)\right\rangle . \tag{4.39}
\end{align*}
$$

We now combine (4.38) and (4.39). From the definition of $\psi_{\lambda}$ we deduce the following estimate:

$$
\begin{equation*}
D^{2} \psi_{\lambda}(\xi) \zeta: \zeta \geq \frac{1}{\alpha_{0}^{N-1}}\left(|\xi|_{r}^{N-2} \wedge \lambda^{N-2}\right)|\zeta|_{r}^{2} \tag{4.40}
\end{equation*}
$$

for a.e. $\xi \in \mathbb{M}_{s y m}^{2 \times 2}$ and every $\zeta \in \mathbb{M}_{s y m}^{2 \times 2}$. In particular, this implies that the third term on the left-hand side of (4.38) is non negative. Moreover, using the inequality $\left|D \psi_{\lambda}(\xi)\right| \leq$ $\frac{1}{\alpha_{0}^{N-1}} \lambda^{N-2}|\xi|$ for every $\xi \in \mathbb{M}_{\text {sym }}^{2 \times 2}$, we obtain

$$
\begin{aligned}
& \alpha_{\mathbb{A}} \int_{\Omega} \varphi^{2}\left|D_{\alpha}^{h} \sigma^{\lambda}(t)\right|^{2} d x-\beta_{\mathbb{A}} \int_{\Omega} \varphi^{2}\left|D_{\alpha}^{h} \sigma_{0}\right|^{2} d x \\
& \leq \\
& \quad C \int_{0}^{t}\left(\left\|\varphi D_{\alpha}^{h} \sigma^{\lambda}(s)\right\|_{L^{2}}+\left\|\sigma^{\lambda}(s)\right\|_{L^{2}}\right)\left(\left\|\dot{\sigma}^{\lambda}(s)\right\|_{L^{2}}+\frac{\lambda^{N-2}}{\alpha_{0}^{N-1}}\left\|\sigma^{\lambda}(s)\right\|_{L^{2}}\right) d s \\
& \quad+C \int_{0}^{t}\left\|v^{\lambda}(s)\right\|_{L^{2}}\left(\left\|\sigma^{\lambda}(s)\right\|_{L^{2}}+1\right) d s
\end{aligned}
$$

where we used (4.35). Since $\sigma^{\lambda} \in W^{1,2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{R}^{3}\right)\right)$ and $v^{\lambda} \in L^{2}\left(0, T ; W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right)\right)$, the previous inequality implies that $D_{\alpha} \sigma^{\lambda} \in L_{l o c}^{2}\left(\omega \times\left[-\frac{1}{2}, \frac{1}{2}\right] ; \mathbb{M}_{s y m}^{2 \times 2}\right)$ for $\alpha=1,2$. Therefore, we
can pass to the limit in (4.38)-(4.39), as $h \rightarrow 0$, and, using also (4.40), we obtain

$$
\begin{align*}
& \alpha_{\mathbb{A}} \int_{\Omega} \varphi^{2}\left|D_{\alpha} \sigma^{\lambda}(t)\right|^{2} d x+\frac{1}{\alpha_{0}^{N-1}} \int_{0}^{t} \int_{\Omega} \varphi^{2}\left(\left|\sigma^{\lambda}(s)\right|_{r}^{N-2} \wedge \lambda^{N-2}\right)\left|D_{\alpha} \sigma^{\lambda}(s)\right|_{r}^{2} d x d s \\
& \leq \beta_{\mathbb{A}} \int_{\Omega} \varphi^{2}\left|D_{\alpha} \sigma_{0}\right|^{2} d x-2 \sum_{\beta, \gamma} \int_{0}^{t} \int_{\Omega} D_{\beta} \varphi^{2}\left(\mathbb{A}_{r} \dot{\sigma}^{\lambda}(s)+D \psi_{\lambda}\left(\sigma^{\lambda}(s)\right)\right)_{\alpha \gamma} D_{\alpha} \sigma_{\beta \gamma}^{\lambda}(s) d x d s \\
& \quad+\sum_{\beta, \gamma} \int_{0}^{t} \int_{\Omega}\left(\mathbb{A}_{r} \dot{\sigma}^{\lambda}(s)+D \psi_{\lambda}\left(\sigma^{\lambda}(s)\right)\right)_{\alpha \alpha} D_{\beta \gamma}^{2} \varphi^{2} \sigma_{\beta \gamma}^{\lambda}(s) d x d s \\
& \quad+\sum_{\beta, \gamma} \int_{0}^{t} \int_{\Omega} v_{\alpha}^{\lambda}(s) D_{\alpha \beta \gamma}^{3} \varphi^{2} \sigma_{\beta \gamma}^{\lambda}(s) d x d s-\sum_{\beta, \gamma} \int_{0}^{t} \int_{\omega} \bar{v}_{\alpha}^{\lambda}(s) D_{\beta} \varphi^{2} D_{\alpha \gamma}^{2} \bar{\varrho}_{\beta \gamma}(s) d x d s \\
& \quad-\frac{1}{12} \sum_{\beta, \gamma} \int_{0}^{t} \int_{\omega} D_{\alpha} v_{3}^{\lambda}(s) \varphi^{2} D_{\alpha \beta \gamma}^{3} \hat{\varrho}_{\beta \gamma}(s) d x d s \\
& \quad+\sum_{\beta, \gamma}\left\langle D_{\alpha} \varphi^{2} \bar{v}_{\gamma}^{\lambda}(t), D_{\alpha \beta}^{2} \bar{\varrho}_{\beta \gamma}(t)\right\rangle+\sum_{\beta, \gamma}\left\langle\varphi^{2} \bar{v}_{\gamma}^{\lambda}(t), D_{\alpha \alpha \beta}^{3} \bar{\varrho}_{\beta \gamma}(t)\right\rangle . \tag{4.41}
\end{align*}
$$

From this inequality we will deduce a uniform bound for ( $D_{\alpha} \sigma^{\lambda}$ ) with respect to $\lambda$. We consider the second term on the right-hand side of (4.41). Using the expression of $D \psi_{\lambda}$, we have

$$
\begin{aligned}
& \int_{0}^{t} \int_{\Omega}\left|D_{\beta} \varphi^{2}\left(\mathbb{A}_{r} \dot{\sigma}^{\lambda}(s)+D \psi_{\lambda}\left(\sigma^{\lambda}(s)\right)\right)_{\alpha \gamma} D_{\alpha} \sigma_{\beta \gamma}^{\lambda}(s)\right| d x d s \\
& \leq C \int_{0}^{t}\left\|\varphi D_{\alpha} \sigma^{\lambda}(s)\right\|_{L^{2}}\left\|\dot{\sigma}^{\lambda}(s)\right\|_{L^{2}} d s \\
&+\frac{C}{\alpha_{0}^{N-1}} \int_{0}^{t} \int_{\Omega}\left(\left|\sigma^{\lambda}(s)\right|_{r}^{N-2} \wedge \lambda^{N-2}\right)\left|\sigma^{\lambda}(s)\right|_{r}\left|\varphi D_{\alpha} \sigma^{\lambda}(s)\right| d x d s \\
& \leq C\left(\int_{0}^{t}\left\|\varphi D_{\alpha} \sigma^{\lambda}(s)\right\|_{L^{2}}^{2} d s\right)^{\frac{1}{2}}+\frac{C}{\alpha_{0}^{\frac{N-1}{2}}}\left(\int_{0}^{t}\left\|\left(\left|\sigma^{\lambda}(s)\right|_{r}^{N-2} \wedge \lambda^{N-2}\right)^{1 / 2} \varphi D_{\alpha} \sigma^{\lambda}(s)\right\|_{L^{2}}^{2} d s\right)^{\frac{1}{2}},
\end{aligned}
$$

where we have used (4.21) and (4.19).
Analogously, the third term on the right-hand side of (4.41) can be estimated as follows:

$$
\begin{aligned}
& \int_{0}^{t} \int_{\Omega}\left|D_{\beta \gamma}^{2} \varphi^{2}\left(\mathbb{A}_{r} \dot{\sigma}^{\lambda}(s)+D \psi_{\lambda}\left(\sigma^{\lambda}(s)\right)\right)_{\alpha \alpha} \sigma_{\beta \gamma}^{\lambda}(s)\right| d x d s \\
& \quad \leq C \int_{0}^{t}\left\|\sigma^{\lambda}(s)\right\|_{L^{2}}\left\|\dot{\sigma}^{\lambda}(s)\right\|_{L^{2}} d s+\frac{C}{\alpha_{0}^{N-1}} \int_{0}^{t} \int_{\Omega}\left(\left|\sigma^{\lambda}(s)\right|_{r}^{N-2} \wedge \lambda^{N-2}\right)\left|\sigma^{\lambda}(s)\right|_{r}^{2} d x d s
\end{aligned}
$$

where the right-hand side is uniformly bounded with respect to $\lambda$, owing to (4.17), (4.21), and (4.19).

As for the remaining terms on the right-hand side of (4.41), we recall that $\left(v^{\lambda}\right)$ is uniformly bounded in $L^{N /(N-1)}\left(0, T ; W^{1, N /(N-1)}\left(\Omega ; \mathbb{R}^{3}\right)\right)$, with respect to $\lambda$. Since $v^{\lambda}$ is a KirchhoffLove displacement for every $\lambda$, this implies that the sequence ( $\bar{v}^{\lambda}$ ) is uniformly bounded in $L^{N /(N-1)}\left(0, T ; W^{1, N /(N-1)}\left(\omega ; \mathbb{R}^{2}\right)\right)$, while the sequence of vertical displacements $\left(v_{3}^{\lambda}\right)$ is uniformly bounded in $L^{N /(N-1)}\left(0, T ; W^{2, N /(N-1)}(\omega)\right)$. By Sobolev embedding we have that $\left(\bar{v}^{\lambda}\right)$ is uniformly bounded in $L^{N /(N-1)}\left(0, T ; L^{2}\left(\omega ; \mathbb{R}^{2}\right)\right)$ and $\left(v_{3}^{\lambda}\right)$ is uniformly bounded in $L^{N /(N-1)}\left(0, T ; W^{1,2}(\omega)\right)$. Therefore, by (4.17)

$$
\begin{aligned}
& \left|\int_{0}^{t} \int_{\Omega} D_{\alpha \beta \gamma}^{3} \varphi^{2} v_{\alpha}^{\lambda}(s) \sigma_{\beta \gamma}^{\lambda}(s) d x d s\right| \\
& \quad \leq C \int_{0}^{t}\left\|\bar{v}^{\lambda}(s)\right\|_{L^{2}}\left\|\bar{\sigma}^{\lambda}(s)\right\|_{L^{2}} d s+C \int_{0}^{t}\left\|D_{\alpha} v_{3}^{\lambda}(s)\right\|_{L^{2}}\left\|\hat{\sigma}^{\lambda}(s)\right\|_{L^{2}} d s \leq C_{N}
\end{aligned}
$$

where the last constant depends on $N$ via the Sobolev embedding constants. The remaining terms in (4.41) can be estimated in a similar way, using the assumptions (4.35) on $\varrho$.

Combining all these estimates with (4.41), we conclude that for every open set $\omega^{\prime}$ compactly contained in $\omega$ and for $\alpha=1,2$ the sequence $\left(D_{\alpha} \sigma^{\lambda}\right)$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{2}\left(\omega^{\prime} \times\left(-\frac{1}{2}, \frac{1}{2}\right) ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right)$, with respect to $\lambda$. By (4.23) this implies that $D_{\alpha} \sigma^{N}$ belongs to $L^{\infty}\left(0, T ; L^{2}\left(\omega^{\prime} \times\left(-\frac{1}{2}, \frac{1}{2}\right) ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right)$ for $\alpha=1,2$.

To conclude the proof of (4.36), it remains to show that the norm of $D_{\alpha} \sigma^{N}$ in the space $L^{\infty}\left(0, T ; L^{2}\left(\omega^{\prime} \times\left(-\frac{1}{2}, \frac{1}{2}\right) ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right)$ is uniformly bounded with respect to $N$. To this purpose, arguing exactly as in the proof of (4.41), we obtain

$$
\begin{align*}
& \alpha_{\mathbb{A}} \int_{\Omega} \varphi^{2}\left|D_{\alpha} \sigma^{N}(t)\right|^{2} d x+\int_{0}^{t} \int_{\Omega} \varphi^{2} D^{2} \phi_{N}\left(\sigma^{N}(s)\right) D_{\alpha} \sigma^{N}(s): D_{\alpha} \sigma^{N}(s) d x d s \\
& \leq \beta_{\mathbb{A}} \int_{\Omega} \varphi^{2}\left|D_{\alpha} \sigma_{0}\right|^{2} d x-2 \sum_{\beta, \gamma} \int_{0}^{t} \int_{\Omega} D_{\beta} \varphi^{2}\left(\mathbb{A}_{r} \dot{\sigma}^{N}(s)+D \phi_{N}\left(\sigma^{N}(s)\right)\right)_{\alpha \gamma} D_{\alpha} \sigma_{\beta \gamma}^{N}(s) d x d s \\
& \quad+\sum_{\beta, \gamma} \int_{0}^{t} \int_{\Omega}\left(\mathbb{A}_{r} \dot{\sigma}^{N}(s)+D \phi_{N}\left(\sigma^{N}(s)\right)\right)_{\alpha \alpha} D_{\beta \gamma}^{2} \varphi^{2} \sigma_{\beta \gamma}^{N}(s) d x d s \\
& \quad+\sum_{\beta, \gamma} \int_{0}^{t} \int_{\Omega} v_{\alpha}^{N}(s) D_{\alpha \beta \gamma}^{3} \varphi^{2} \sigma_{\beta \gamma}^{N}(s) d x d s-\sum_{\beta, \gamma} \int_{0}^{t} \int_{\omega} \bar{v}_{\alpha}^{N}(s) D_{\beta} \varphi^{2} D_{\alpha \gamma}^{2} \bar{\varrho}_{\beta \gamma}(s) d x d s \\
& \quad-\frac{1}{12} \sum_{\beta, \gamma} \int_{0}^{t} \int_{\omega} D_{\alpha} v_{3}^{N}(s) \varphi^{2} D_{\alpha \beta \gamma}^{3} \hat{\varrho}_{\beta \gamma}(s) d x d s \\
& \quad+\sum_{\beta, \gamma}\left\langle D_{\alpha} \varphi^{2} \bar{v}_{\gamma}^{N}(t), D_{\alpha \beta}^{2} \bar{\varrho}_{\beta \gamma}(t)\right\rangle+\sum_{\beta, \gamma}\left\langle\varphi^{2} \bar{v}_{\gamma}^{N}(t), D_{\alpha \alpha \beta}^{3} \bar{\varrho}_{\beta \gamma}(t)\right\rangle . \tag{4.42}
\end{align*}
$$

We note that the second term on the left-hand side of (4.42) satisfies the following coercivity inequality:

$$
D^{2} \phi_{N}\left(\sigma^{N}(s)\right) D_{\alpha} \sigma^{N}(s): D_{\alpha} \sigma^{N}(s) \geq \frac{1}{\alpha_{0}^{N-1}}\left|\sigma^{N}(s)\right|_{r}^{N-2}\left|D_{\alpha} \sigma^{N}(s)\right|_{r}^{2}
$$

As for the right-hand side of (4.42), using the expression of $D \phi_{N}$, we have

$$
\begin{aligned}
& \int_{0}^{t} \int_{\Omega}\left|D_{\beta} \varphi^{2}\left(\mathbb{A}_{r} \dot{\sigma}^{N}(s)+D \phi_{N}\left(\sigma^{N}(s)\right)\right)_{\alpha \gamma} D_{\alpha} \sigma_{\beta \gamma}^{N}(s)\right| d x d s \\
& \quad \leq C \int_{0}^{t}\left\|\varphi D_{\alpha} \sigma^{N}(s)\right\|_{L^{2}}\left\|\dot{\sigma}^{N}(s)\right\|_{L^{2}} d s+\frac{C}{\alpha_{0}^{N-1}} \int_{0}^{t} \int_{\Omega}\left|\sigma^{N}(s)\right|_{r}^{N-1}\left|\varphi D_{\alpha} \sigma^{N}(s)\right| d x d s \\
& \quad \leq C\left(\int_{0}^{t}\left\|\varphi D_{\alpha} \sigma^{N}(s)\right\|_{L^{2}}^{2} d s\right)^{\frac{1}{2}}+\frac{C}{\alpha_{0}^{\frac{N-1}{2}}}\left(\int_{0}^{t}\left\|\left|\sigma^{N}(s)\right|_{r}^{\frac{N-2}{2}} \varphi D_{\alpha} \sigma^{N}(s)\right\|_{L^{2}}^{2} d s\right)^{\frac{1}{2}},
\end{aligned}
$$

where we have used (4.7) and (4.8). Analogously, the third term on the right-hand side of (4.42) can be estimated as follows:

$$
\begin{aligned}
& \int_{0}^{t} \int_{\Omega}\left|D_{\beta \gamma}^{2} \varphi^{2}\left(\mathbb{A}_{r} \dot{\sigma}^{N}(s)+D \phi_{N}\left(\sigma^{N}(s)\right)\right)_{\alpha \alpha} \sigma_{\beta \gamma}^{N}(s)\right| d x d s \\
& \quad \leq C \int_{0}^{t}\left\|\sigma^{N}(s)\right\|_{L^{2}}\left\|\dot{\sigma}^{N}(s)\right\|_{L^{2}} d s+\frac{C}{\alpha_{0}^{N-1}} \int_{0}^{t} \int_{\Omega}\left|\sigma^{N}(s)\right|_{r}^{N} d x d s
\end{aligned}
$$

where the right-hand side is uniformly bounded with respect to $N$, owing to (4.7) and (4.8). As for the remaining terms on the right-hand side of (4.41), we observe that, in view of (4.9), the sequence $\left(v^{N}\right)$ is uniformly bounded in $L^{2}(0, T ; B D(\Omega))$. Since $v^{N}$ is a Kirchhoff-Love displacement, this implies that $\left(\bar{v}^{N}\right)$ is uniformly bounded in $L^{2}(0, T ; B D(\omega))$ and $\left(v_{3}^{N}\right)$ is uniformly bounded in $L^{2}\left(0, T ; B H(\omega)\right.$ ). By Sobolev embedding $\left(\bar{v}^{N}\right)$ is uniformly bounded in $L^{2}\left(0, T ; L^{2}\left(\omega ; \mathbb{R}^{2}\right)\right)$ and $\left(v_{3}^{N}\right)$ is uniformly bounded in $L^{2}\left(0, T ; W^{1,2}(\omega)\right)$. Therefore, we
have

$$
\int_{0}^{t} \int_{\Omega}\left|D_{\alpha \beta \gamma}^{3} \varphi^{2} v_{\alpha}^{N}(s) \sigma_{\beta \gamma}^{N}(s)\right| d x d s \leq C \int_{0}^{t}\left\|v^{N}(s)\right\|_{L^{2}}\left\|\sigma^{N}(s)\right\|_{L^{2}} d s
$$

which is uniformly bounded with respect to $N$ by (4.7) and (4.9). The remaining terms in (4.42) can be estimated similarly.

Combining these estimates with (4.42), we conclude that (4.36) is satisfied.
We now prove higher regularity with respect to $x_{3}$. Let $\varphi \in C_{c}^{\infty}(\Omega)$. Multiplying the first equation in (4.6) by $D_{3}^{-h}\left(\varphi^{2} D_{3}^{h} \sigma^{N}(t)\right)$, we obtain

$$
\left\langle\varphi^{2} \mathbb{A}_{r} D_{3}^{h} \dot{\sigma}^{N}(t), D_{3}^{h} \sigma^{N}(t)\right\rangle+\left\langle\varphi^{2} D_{3}^{h}\left(D \phi_{N}\left(\sigma^{N}(t)\right)\right), D_{3}^{h} \sigma^{N}(t)\right\rangle=-\left\langle\varphi^{2} D^{2} v_{3}^{N}(t), D_{3}^{h} \sigma^{N}(t)\right\rangle .
$$

Integrating this equation with respect to time and using (3.1), we deduce

$$
\begin{align*}
\alpha_{\mathbb{A}} \int_{\Omega} \varphi^{2}\left|D_{3}^{h} \sigma^{N}(t)\right|^{2} d x-\beta_{\mathbb{A}} \int_{\Omega} \varphi^{2}\left|D_{3}^{h} \sigma_{0}\right|^{2} d x & \\
& +\int_{0}^{t} \int_{\Omega} \int_{0}^{1} \varphi^{2} D^{2} \phi_{N}\left(\sigma^{N}(s)+r h D_{3}^{h} \sigma^{N}(s)\right) D_{3}^{h} \sigma^{N}(s): D_{3}^{h} \sigma^{N}(s) d r d x d s \\
& \leq-\int_{0}^{t}\left\langle\varphi^{2} D^{2} v_{3}^{N}(s), D_{3}^{h} \sigma^{N}(s)\right\rangle d s \tag{4.43}
\end{align*}
$$

By integration by parts the right-hand side can be written as

$$
\begin{aligned}
& -\int_{0}^{t}\left\langle\varphi^{2} D^{2} v_{3}^{N}(s), D_{3}^{h} \sigma^{N}(s)\right\rangle d s \\
& \quad=-\int_{0}^{t}\left\langle D_{3}^{-h}\left(\varphi^{2}\right) \nabla v_{3}^{N}(s), \operatorname{div}_{x^{\prime}} \sigma^{N}(s)\right\rangle d s+\int_{0}^{t}\left\langle D_{3}^{-h}\left(\nabla_{x^{\prime}} \varphi^{2}\right) \odot \nabla v_{3}^{N}(s), \sigma^{N}(s)\right\rangle d s
\end{aligned}
$$

Combining the first estimate in (4.7), (4.36), and the uniform bound of $\left(v_{3}^{N}\right)$ in the space $L^{2}\left(0, T ; W^{1,2}(\omega)\right)$, we deduce that the right-hand side of (4.43) is uniformly bounded with respect to $h$ and $N$. Moreover, since $\phi_{N}$ is convex, the last term on the left-hand side of (4.43) is non-negative. Therefore, we have

$$
\begin{equation*}
\alpha_{\mathbb{A}} \int_{\Omega} \varphi^{2}\left|D_{3}^{h} \sigma^{N}(t)\right|^{2} d x \leq \beta_{\mathbb{A}} \int_{\Omega} \varphi^{2}\left|D_{3}^{h} \sigma_{0}\right|^{2} d x+C \tag{4.44}
\end{equation*}
$$

where the constant $C$ is independent of $h$ and $N$. Using the assumptions on $\sigma_{0}$, this inequality implies that $D_{3} \sigma^{N} \in L^{\infty}\left(0, T ; L_{l o c}^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right)$ for every $N$. Therefore, we can pass to the limit in (4.44), as $h \rightarrow 0$, and we obtain

$$
\alpha_{\mathbb{A}} \int_{\Omega} \varphi^{2}\left|D_{3} \sigma^{N}(t)\right|^{2} d x \leq \beta_{\mathbb{A}} \int_{\Omega} \varphi^{2}\left|D_{3} \sigma_{0}\right|^{2} d x+C
$$

where the constant $C$ is independent of $N$. This completes the proof of (4.37) and of the proposition.

We are now in a position to prove the main result of the paper, namely higher regularity for the stress component of the quasistatic evolutions. This will be established by showing convergence of the solutions to the Norton-Hoff problems (4.6) to a solution of the quasistatic evolution problem. As a by-product, we also prove existence of solutions to (qs1)-(qs3), under the assumptions (3.6)-(3.7) on the set $K_{r}$ of admissible stresses.
Theorem 4.6. Let the assumptions of Theorem 4.2 be satisfied with $\sigma_{0}=\mathbb{C}_{r} e_{0}$, where $\left(u_{0}, e_{0}, p_{0}\right) \in \mathcal{A}_{K L}(w(0))$. Then there exists a solution

$$
(u, e, p) \in W^{1,2}\left(0, T ; B D(\Omega) \times L^{2}\left(\Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right) \times M_{b}\left(\Omega \cup \Gamma_{d} ; \mathbb{M}_{s y m}^{2 \times 2}\right)\right)
$$

of the quasistatic evolution problem (qs1)-(qs3) with $(u(0), e(0), p(0))=\left(u_{0}, e_{0}, p_{0}\right)$. The stress component $\sigma(t):=\mathbb{C}_{r} e(t)$ is unique and, under the assumptions of Proposition 4.5, it satisfies the following estimates:

- for every open set $\omega^{\prime}$ compactly contained in $\omega$ there exists a constant $C_{1}\left(\omega^{\prime}\right)>0$ such that for $\alpha=1,2$

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|D_{\alpha} \sigma(t)\right\|_{L^{2}\left(\omega^{\prime} \times\left(-\frac{1}{2}, \frac{1}{2}\right) ; \mathbb{M}_{s y m}^{2 \times 2}\right)} \leq C_{1} ; \tag{4.45}
\end{equation*}
$$

- for every open set $\Omega^{\prime}$ compactly contained in $\Omega$ there exists a constant $C_{2}\left(\Omega^{\prime}\right)>0$ such that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|D_{3} \sigma(t)\right\|_{L^{2}\left(\Omega^{\prime} ; \mathbb{M}_{s y m}^{2 \times 2}\right)} \leq C_{2} . \tag{4.46}
\end{equation*}
$$

Proof. By applying Ascoli-Arzelà Theorem we deduce from (4.7) that there exists $\sigma \in$ $W^{1,2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right)\right)$ such that, up to subsequences,

$$
\begin{equation*}
\sigma^{N}(t) \rightharpoonup \sigma(t) \quad \text { weakly in } L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right) \tag{4.47}
\end{equation*}
$$

as $N \rightarrow \infty$, for every $t \in[0, T]$ and

$$
\begin{equation*}
\sigma^{N} \rightharpoonup \sigma \quad \text { weakly in } W^{1,2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right) \tag{4.48}
\end{equation*}
$$

as $N \rightarrow \infty$. By (4.47) it is clear that $\sigma(0)=\sigma_{0}$ and, in view of Proposition 3.2, that $-\operatorname{div}_{x^{\prime}} \bar{\sigma}(t)=f(t),-\operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\sigma}(t)=g(t)$ in $\omega$, and $\sigma(t) \in \Theta\left(\gamma_{n}, h(t), m(t)\right)$ for every $t \in[0, T]$. From Proposition 4.5 and (4.48) it follows that (4.45) and (4.46) are satisfied. Passing to the limit in the first inequality of (4.8), as $N \rightarrow \infty$, we deduce that $\sigma(t) \in \mathcal{K}_{r}(\Omega)$ for every $t \in[0, T]$.

We now set

$$
u^{N}(t):=u_{0}+\int_{0}^{t} v^{N}(s) d s \quad \text { for every } t \in[0, T]
$$

By (4.9) the sequences $\left(u^{N}\right)$ and $\left(\dot{u}^{N}\right)$ are uniformly bounded in $L^{2}(0, T ; B D(\Omega))$. Thus, there exists $u \in W^{1,2}(0, T ; B D(\Omega))$ such that, up to subsequences, $u^{N} \rightharpoonup u$ and $\dot{u}^{N} \rightharpoonup \dot{u}$ weakly* in $L^{2}(0, T ; B D(\Omega))$, as $N \rightarrow \infty$. In particular, using the Kirchhoff-Love structure,

$$
\begin{align*}
& \bar{v}^{N}=\dot{\bar{u}}^{N} \rightharpoonup \dot{\bar{u}} \quad \text { weakly in } L^{2}\left(0, T ; L^{2}\left(\omega ; \mathbb{R}^{2}\right)\right) \\
& v_{3}^{N}=\dot{u}_{3}^{N} \rightharpoonup \dot{u}_{3} \quad \text { weakly in } L^{2}\left(0, T ; W^{1,2}(\omega)\right) \tag{4.49}
\end{align*}
$$

as $N \rightarrow \infty$.
We define $e(t):=\mathbb{A}_{r} \sigma(t)$ and $p(t):=E u(t)-e(t)$ in $\Omega, p(t):=(w(t)-u(t)) \odot \nu_{\partial \Omega} \mathcal{H}^{2}$ on $\Gamma_{d}$. It is thus clear that $(u(t), e(t), p(t)) \in \mathcal{A}_{K L}(w(t))$.

It remains to prove that the flow rule is satisfied. To this purpose, we will show that (4.3) holds. Let $\theta \in W^{1,2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right) \cap L^{\infty}\left(0, T ; L^{N}\left(\Omega ; \mathbb{M}_{\text {sym }}^{2 \times 2}\right)\right)$ and let $\varphi \in C^{2}(\bar{\omega})$ with $\varphi \geq 0$. Multiplying the first equation in (4.6) by $\varphi\left(\theta(t)-\sigma^{N}(t)\right)$, we obtain

$$
\left\langle\mathbb{A}_{r} \dot{\sigma}^{N}(t)+D \phi_{N}\left(\sigma^{N}(t)\right)-E v^{N}(t), \varphi\left(\theta(t)-\sigma^{N}(t)\right)\right\rangle=0
$$

Using the convexity of $\phi_{N}$, this equality can be interpreted as the following minimality condition:

$$
\begin{align*}
\left\langle\mathbb{A}_{r} \dot{\sigma}^{N}(t)-E v^{N}(t), \varphi \sigma^{N}(t)\right\rangle+ & \int_{\Omega} \varphi \phi_{N}\left(\sigma^{N}(t)\right) d x \\
& \leq\left\langle\mathbb{A}_{r} \dot{\sigma}^{N}(t)-E v^{N}(t), \varphi \theta(t)\right\rangle+\int_{\Omega} \varphi \phi_{N}(\theta(t)) d x . \tag{4.50}
\end{align*}
$$

We now choose $\theta=\sigma$ and $\varphi \equiv 1$, and integrate the inequality with respect to time on a time interval $\left[0, t_{1}\right]$. Using Remark 3.4 and the fact that $\phi_{N} \geq 0$, we obtain

$$
\begin{array}{r}
\frac{1}{2}\left\langle\mathbb{A}_{r}\left(\sigma^{N}\left(t_{1}\right)-\sigma\left(t_{1}\right)\right), \sigma^{N}\left(t_{1}\right)-\sigma\left(t_{1}\right)\right\rangle \leq \int_{0}^{t_{1}}\left\langle\sigma^{N}(t)-\sigma(t), E \dot{w}(t)-\mathbb{A}_{r} \dot{\sigma}(t)\right\rangle d t \\
\quad+\int_{0}^{t_{1}} \int_{\Omega} \phi_{N}(\sigma(t)) d x d t
\end{array}
$$

hence, by the coercivity (3.1) of $\mathbb{A}_{r}$ we deduce

$$
\alpha_{\mathbb{A}}\left\|\sigma^{N}\left(t_{1}\right)-\sigma\left(t_{1}\right)\right\|_{L^{2}}^{2} \leq \int_{0}^{t_{1}}\left\langle\sigma^{N}(t)-\sigma(t), E \dot{w}(t)-\mathbb{A}_{r} \dot{\sigma}(t)\right\rangle d t+\int_{0}^{t_{1}} \int_{\Omega} \phi_{N}(\sigma(t)) d x d t
$$

Since $\sigma(t) \in \mathcal{K}_{r}(\Omega)$ for every $t \in[0, T]$, the last term in the previous expression tends to zero, as $N \rightarrow \infty$. Together with (4.47) and the first estimate in (4.7), this implies that

$$
\begin{equation*}
\sigma^{N} \rightarrow \sigma \quad \text { strongly in } L^{\infty}\left(0, T ; L^{2}\left(\Omega ; \mathbb{M}_{s y m}^{2 \times 2}\right)\right) \tag{4.51}
\end{equation*}
$$

as $N \rightarrow \infty$.
We now go back to equation (4.50), where we choose $\theta \in \mathcal{K}_{r}(\Omega) \cap \Sigma(\Omega)$ independent of time and $\varphi \in C^{2}(\bar{\omega}), \varphi \geq 0$, with $\varphi=0$ in a neighbourhood of $\gamma_{n}$. Since $\varphi\left(v^{N}(t)-\dot{w}(t)\right)=0$ on $\partial \omega \times\left(-\frac{1}{2}, \frac{1}{2}\right)$, integration by parts yields

$$
\begin{align*}
& \left\langle E v^{N}(t), \varphi\left(\sigma^{N}(t)-\theta\right)\right\rangle=\left\langle E \dot{w}(t), \varphi\left(\sigma^{N}(t)-\theta\right)\right\rangle \\
& +\int_{\omega} \varphi\left(\bar{v}^{N}(t)-\dot{\bar{w}}(t)\right) \cdot\left(f(t)+\operatorname{div}_{x^{\prime}} \bar{\theta}\right) d x^{\prime}-\int_{\omega} \nabla \varphi \odot\left(\bar{v}^{N}(t)-\dot{\bar{w}}(t)\right):\left(\bar{\sigma}^{N}(t)-\bar{\theta}\right) d x^{\prime} \\
& +\frac{1}{12} \int_{\omega} \varphi\left(v_{3}^{N}(t)-\dot{w}_{3}(t)\right)\left(g(t)+\operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\theta}\right) d x^{\prime}+\frac{1}{12} \int_{\omega}\left(v_{3}^{N}(t)-\dot{w}_{3}(t)\right) D^{2} \varphi:\left(\hat{\sigma}^{N}(t)-\hat{\theta}\right) d x^{\prime} \\
& \quad+\frac{1}{6} \int_{\omega} \nabla \varphi \odot\left(\nabla v_{3}^{N}(t)-\nabla \dot{w}_{3}(t)\right):\left(\hat{\sigma}^{N}(t)-\hat{\theta}\right) d x^{\prime} . \tag{4.52}
\end{align*}
$$

We use this expression in (4.50), integrate with respect to time on an arbitrary time interval $\left[t_{1}, t_{2}\right]$, and observe that the established convergences (4.48), (4.49), and (4.51) are enough to pass to the limit, as $N \rightarrow \infty$. In this way we deduce

$$
\begin{aligned}
& \int_{t_{1}}^{t_{2}}\left\langle\mathbb{A}_{r} \dot{\sigma}(t)-E \dot{w}(t), \varphi(\sigma(t)-\theta)\right\rangle d t \\
& \leq \int_{t_{1}}^{t_{2}} \int_{\omega} \varphi(\dot{\bar{u}}(t)-\dot{\bar{w}}(t)) \cdot\left(f(t)+\operatorname{div}_{x^{\prime}} \bar{\theta}\right) d x^{\prime} d t \\
&-\int_{t_{1}}^{t_{2}} \int_{\omega} \nabla \varphi \odot(\dot{\bar{u}}(t)-\dot{\bar{w}}(t)):(\bar{\sigma}(t)-\bar{\theta}) d x^{\prime} d t \\
&+\frac{1}{12} \int_{t_{1}}^{t_{2}} \int_{\omega} \varphi\left(\dot{u}_{3}(t)-\dot{w}_{3}(t)\right)\left(g(t)+\operatorname{div}_{x^{\prime}} \operatorname{div}_{x^{\prime}} \hat{\theta}\right) d x^{\prime} d t \\
&+\frac{1}{12} \int_{t_{1}}^{t_{2}} \int_{\omega}\left(\dot{u}_{3}(t)-\dot{w}_{3}(t)\right) D^{2} \varphi:(\hat{\sigma}(t)-\hat{\theta}) d x^{\prime} d t \\
&+\frac{1}{6} \int_{t_{1}}^{t_{2}} \int_{\omega} \nabla \varphi \odot\left(\nabla \dot{u}_{3}(t)-\nabla \dot{w}_{3}(t)\right):(\hat{\sigma}(t)-\hat{\theta}) d x^{\prime} d t
\end{aligned}
$$

By the integration by parts formula (3.17) this is equivalent to

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\Omega \cup \Gamma_{d}} \varphi d[(\theta-\sigma(t)): \dot{p}(t)] d t \leq 0 \tag{4.53}
\end{equation*}
$$

for every $\theta \in \mathcal{K}_{r}(\Omega) \cap \Sigma(\Omega)$ and every $\varphi \in C^{2}(\bar{\omega}), \varphi \geq 0$, with $\varphi=0$ in a neighbourhood of $\gamma_{n}$. For every $\delta>0$ let now $\varphi_{\delta} \in C^{2}(\bar{\omega})$ be such that $0 \leq \varphi_{\delta} \leq 1, \varphi_{\delta}=0$ on the set $\left\{x^{\prime} \in \bar{\omega}: \operatorname{dist}\left(x^{\prime}, \gamma_{n}\right)<\delta\right\}$, and $\varphi_{\delta}=1$ on the set $\left\{x^{\prime} \in \bar{\omega}: \operatorname{dist}\left(x^{\prime}, \gamma_{n}\right)>2 \delta\right\}$. Using $\varphi_{\delta}$ as test function in (4.53) and sending $\delta$ to zero, we obtain

$$
\int_{t_{1}}^{t_{2}}\langle\theta-\sigma(t), \dot{p}(t)\rangle d t \leq 0
$$

Since the time interval $\left[t_{1}, t_{2}\right]$ is arbitrary, this is equivalent to the flow rule in the form (4.3).

## 5. An example

In this section we show an explicit example of quasistatic evolution where the stress component $\sigma_{\perp}$ is different from zero.

We assume that the three-dimensional elasticity tensor $\mathbb{C}$ is isotropic, that is, of the form

$$
\mathbb{C} \xi:=2 \mu \xi+\lambda(\operatorname{tr} \xi) I_{3 \times 3}
$$

for some $\lambda, \mu$ satisfying $\mu>0, \lambda+\mu \geq 0$, and every $\xi \in \mathbb{M}_{s y m}^{3 \times 3}$. From the results of [5, Subsection 3.2] it follows that the elasticity tensor of the reduced problem takes the form

$$
\mathbb{C}_{r} \xi=2 \mu \xi+\frac{2 \lambda \mu}{\lambda+2 \mu}(\operatorname{tr} \xi) I_{2 \times 2}
$$

for every $\xi \in \mathbb{M}_{\text {sym }}^{2 \times 2}$. We also assume that $K_{r}$ is of the form (3.6)-(3.7). Finally we consider the boundary condition

$$
w(t, x):=\left(\begin{array}{c}
-t x_{1} x_{3} \\
-t x_{2} x_{3} \\
\frac{t}{2}\left(x_{1}^{2}+x_{2}^{2}\right)
\end{array}\right)
$$

for $t \in[0, T]$, prescribed on the whole lateral boundary $\partial \omega \times\left(-\frac{1}{2}, \frac{1}{2}\right)$; hence, $\gamma_{d}=\partial \omega$ and $\gamma_{n}=\emptyset$. We assume the body forces to be zero, that is, $f(t)=0$ and $g(t)=0$. We consider as initial datum $\left(u_{0}, e_{0}, p_{0}\right)=(0,0,0)$.

Let now

$$
t_{0}:=\sqrt{\frac{3}{2}} \frac{\lambda+2 \mu}{\mu(3 \lambda+2 \mu)} \alpha_{0}
$$

For $t \leq t_{0}$ we define

$$
u(t, x):=w(t, x), \quad e(t, x)=-t x_{3} I_{2 \times 2}, \quad p(t, x):=0
$$

for every $t \in[0, T]$ and $x \in \Omega$. For $t>t_{0}$ we define
$u(t, x):=w(t, x), \quad e(t, x)=\left\{\begin{array}{cl}\frac{t_{0}}{2} I_{2 \times 2} & \text { for } x_{3}<-\frac{t_{0}}{2 t}, \\ -t x_{3} I_{2 \times 2} & \text { for }\left|x_{3}\right| \leq \frac{t_{0}}{2 t}, \\ -\frac{t_{0}}{2} I_{2 \times 2} & \text { for } x_{3}>\frac{t_{0}}{2 t},\end{array} \quad p(t, x):=E u(t, x)-e(t, x)\right.$.
We claim that $t \mapsto(u(t), e(t), p(t))$ is a quasistatic evolution, that is, satisfies conditions (qs1)-(qs3) in Definition 4.1.

It is easy to see that $t \mapsto(u(t), e(t), p(t))$ is absolutely continuous, that is, condition (qs1) holds. Clearly $(u(t), e(t), p(t))$ belongs to $\mathcal{A}_{K L}(w(t))$ for every $t \in[0, T]$. Setting $\sigma(t, x):=$ $\mathbb{C}_{r} e(t, x)$, we have that

$$
\sigma(t, x)=-2 \mu \frac{3 \lambda+2 \mu}{\lambda+2 \mu} t x_{3} I_{2 \times 2}
$$

for $t \leq t_{0}$, while

$$
\sigma(t, x)=\left\{\begin{array}{cl}
\mu \frac{3 \lambda+2 \mu}{\lambda+2 \mu} t_{0} I_{2 \times 2} & \text { for } x_{3}<-\frac{t_{0}}{2 t} \\
-2 \mu \frac{3 \lambda+2 \mu}{\lambda+2 \mu} t x_{3} I_{2 \times 2} & \text { for }\left|x_{3}\right| \leq \frac{t_{0}}{2 t} \\
-\mu \frac{3 \lambda+2 \mu}{\lambda+2 \mu} t_{0} I_{2 \times 2} & \text { for } x_{3}>\frac{t_{0}}{2 t}
\end{array}\right.
$$

for $t>t_{0}$. Using this expression and the definition of $p$, it is easy to check that also conditions (qs2) and (qs3) are satisfied. Thus, $t \mapsto(u(t), e(t), p(t))$ is a quasistatic evolution.

Note that $\bar{\sigma}(t)=0$ for every $t \in[0, T]$. For $t \leq t_{0}$ we have $\sigma(t)=x_{3} \hat{\sigma}(t)$, while for $t>t_{0}$ we have $\sigma(t)=x_{3} \hat{\sigma}(t)+\sigma_{\perp}(t)$ with $\sigma_{\perp}(t) \neq 0$. Since the stress component is unique by Theorem 4.6, this is the expression of the stress for any solution to the quasistatic evolution problem with this choice of the data.

This example shows that the problem has a genuinely three-dimensional nature. Since the location of the plastic zone (that is, the region where the stress is on the yield surface)
depends on the thickness variable $x_{3}$, reducing the problem to a two-dimensional setting is not possible. In particular, applying the classical plastic plate model to this set of data would mean to look for a solution that is linear with respect to $x_{3}$ both on $e$ and $p$, and thus would lead to a wrong description of the plastic response.

We also point out that this example is a counterexample to the result of [5, Proposition 7.17], which is therefore false. It is in fact not true, in general, that if $\sigma \in K_{r}$ a.e. in $\Omega$, then $\hat{\sigma} \in K_{r}$ a.e. in $\omega$.

Acknowledgements. MGM acknowledges support by GNAMPA-INdAM and by the European Research Council under Grant No. 290888 "Quasistatic and Dynamic Evolution Problems in Plasticity and Fracture". ED warmly thanks the Center for Nonlinear Analysis (NSF Grant No. DMS-0635983), where part of this research was carried out. The research of ED was funded under a postdoctoral fellowship by the National Science Foundation under Grant No. DMS-0905778. The authors wish to thank Jean-François Babadjian, Kaushik Bhattacharya, and Corrado Maurini for interesting discussions on the plastic plate model derived in [5].

## References

[1] A. Bensoussan, J. Frehse: Asymptotic behaviour of the time-dependent Norton-Hoff law in plasticity theory and $H^{1}$ regularity. Comment. Math. Univ. Carolinae 37 (1996), 285-304.
[2] M. Brokate, A.M. Khludnev: Existence of solutions in the Prandtl-Reuss theory of elastoplastic plates. Adv. Math. Sci. Appl. 10 (2000), 399-415.
[3] Ph.G. Ciarlet: Mathematical elasticity. Vol. II. Theory of plates. Studies in Mathematics and its Applications, 27. North-Holland Publishing Co., Amsterdam, 1997.
[4] G. Dal Maso, A. DeSimone, M.G. Mora: Quasistatic evolution problems for linearly elastic - perfectly plastic materials. Arch. Rational Mech. Anal. 180 (2006), 237-291.
[5] E. Davoli, M.G. Mora: A quasistatic evolution model for perfectly plastic plates derived by Gammaconvergence. Ann. Inst. H. Poincaré Anal. Nonlin. 30 (2013), 615-660.
[6] F. Demengel: Problèmes variationnels en plasticité parfaite des plaques. Numer. Funct. Anal. Optim. 6 (1983), 73-119.
[7] F. Demengel: Fonctions à hessien borné. Ann. Inst. Fourier (Grénoble) 34 (1984), 155-190.
[8] A. Demyanov: Regularity of stresses in Prandtl-Reuss perfect plasticity. Calc. Var. Partial Differential Equations 34 (2009), 23-72.
[9] A. Demyanov: Quasistatic evolution in the theory of perfectly elasto-plastic plates. I. Existence of a weak solution. Math. Models Methods Appl. Sci. 19 (2009), 229-256.
[10] A. Demyanov: Quasistatic evolution in the theory of perfect elasto-plastic plates. II. Regularity of bending moments. Ann. Inst. H. Poincaré Anal. Non Linéaire 26 (2009), 2137-2163.
[11] J. Frehse, M. Specovius-Neugebauer: Fractional differentiability for the stress velocities to the solution of the Prandtl-Reuss problem. ZAMM Z. Angew. Math. Mech. 92 (2012), 113-123.
[12] C. Goffman, J. Serrin: Sublinear functions of measures and variational integrals. Duke Math. J. 31 (1964), 159-178.
[13] J. Lubliner: Plasticity theory. Macmillan Publishing Company, New York, 1990.
[14] A. Mainik, A. Mielke: Existence results for energetic models for rate-independent systems. Calc. Var. Partial Differential Equations 22 (2005), 73-99.
[15] R.Temam: Mathematical problems in plasticity. Gauthier-Villars, Paris, 1985.
(E. Davoli) Department of Mathematics, Carnegie Mellon University, Forbes Avenue, PittsBurgh (PA) 15213 (USA)

E-mail address: edavoli@andrew.cmu.edu
(M.G. Mora) Dipartimento di Matematica, Università di Pavia, via Ferrata 1, 27100 Pavia (Italy) E-mail address: mariagiovanna.mora@unipv.it


[^0]:    2010 Mathematics Subject Classification. 74C05 (74G65, 74K20, 49J45).
    Key words and phrases. Quasistatic evolution, rate-independent processes, perfect plasticity, thin plates, Prandtl-Reuss plasticity.

